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Abstract

In this review, we present a comprehensive perspective on communication-
aware robotics, an area that considers realistic communication environments
and aims to jointly optimize communication and navigation. The main fo-
cus of the article is theoretical characterization and understanding of per-
formance guarantees. We begin by summarizing the best prediction an un-
manned vehicle can have of the channel quality at unvisited locations. We
then consider the case of a single robot, showing how it can mathemati-
cally characterize the statistics of its traveled distance until connectivity and
further plan its path to reach a connected location with optimality guar-
antees, in real channel environments and with minimum energy consump-
tion. We then move to the case of multiple robots, showing how they can
utilize their motions to enable robust information flow. We consider two
specific robotic network configurations—robotic beamformers and robotic
routers—and mathematically characterize properties of the co-optimum
motion-communication decisions.
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1. INTRODUCTION

The past few decades have brought unprecedented growth in sensing, communication, computa-
tion, and actuation, driving a revolution in sensor networks and robotics. Teams of autonomous
robots, each equipped with sensing and communication capabilities, can sense and interact with
their environment and cooperatively work toward achieving a common goal. Such robotic net-
works are envisioned to play an increasingly important role in a wide range of tasks, including
emergency response, surveillance, service provisioning, agriculture, data gathering, and extending
cellular network coverage.

Wireless communication plays an integral role in robotic network operations because un-
manned vehicles need to connect to other nodes or to a remote operator—for instance, to transfer
sensing data and/or to receive control commands. Maintaining connectivity and ensuring a robust
flow of information are thus fundamental problems in robotic networks. Since each robot’s path
directly affects its link quality, each unmanned vehicle needs to take the communication quality
into account when path planning.

This area of research, where a group of unmanned vehicles explicitly take communication
link qualities into account when path planning, is known as communication-aware robotics. In
communication-aware robotics, each node explicitly assesses the impact of its motion decisions
on its link quality and co-optimizes its communication, navigation, and sensing objectives. This
results in interesting interplay among the optimum motion, communication, and sensing param-
eters, as these parameters are now coupled in the decision-making process. Considering the un-
derlying energy constraints, in terms of both communication and navigation, further creates in-
teresting interplay between the communication and motion decisions.

Figure 1 shows sample scenarios of networked robotic operations. Communication-aware
robotics is the main topic of this review, with a special focus on utilizing the motion of the robots to
enable or optimize connectivity and to co-design the underlying communication and navigation
objectives.

1.1. The State of the Art

The idea of multirobot systems began in the 1980s [with, e.g., the seminal work of Fukuda &
Nakagawa (1)], followed by much more extensive work in the following decades on a wide range
of applications. Due to the already-complex nature of multirobot operations in terms of path
planning, distributed decision-making, and sensing, earlier work in multirobot systems did not
consider communication issues. In the past decade, however, the importance of jointly consid-
ering communication objectives, along with motion and sensing goals, has been recognized. For
instance, the impact of communication has been considered in several networked robotic tasks,
such as coverage control (2-4), field sensing (5, 6), search and surveillance (7-11), target tracking
(12), flocking (13-15), consensus (16, 17), simultaneous localization and mapping (SLAM) (18,
19), task allocation and servicing (20-23), and robotic routing protocols (24, 25).

In more recent years, a new set of applications has also emerged where unmanned vehicles are
used to extend the connectivity of cellular systems or indoor home/office router networks (see
Figure 1c,d). This has resulted in a broad range of recent work on using the mobility of robotic
systems to enable and optimize communication. For instance, robot mobility can be exploited for
point-to-point communication (26-32), relaying (33—41), beamforming (42—46), data gathering
(47-54), and communication coverage (55, 56).

Historically, earlier work in communication-aware robotics utilized oversimplified models
of connectivity, such as disk models or path loss—only models (7, 11, 34, 36, 48), due to the
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Figure 1

Sample robotic operations (best viewed in color): (#) search and rescue, (») mobile service provisioning,
(¢) extending coverage of cellular systems, and () optimizing the connectivity of home networks.
Background images courtesy of the US Navy (panel #), Getty Images (panel 4), and Pixabay (panels ¢ and d).

already-complex nature of the underlying multirobot problem. Such models, however, cannot
properly capture the spatial variations of wireless links in real environments (e.g., see the sample
channel measurement shown in Figure 2b). Thus, control strategies built on such oversimpli-
fied models can experience significant performance degradation when implemented in practice.
More recent work has utilized more realistic channel models. For instance, Mostofi and colleagues
(57, 58) introduced a probabilistic channel prediction framework by considering the three major
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Figure 2

(@) A toy environment that illustrates the channel components. () A sample of received power along an
indoor route together with its underlying dynamics: path loss, shadowing, and multipath. Figure adapted
with permission from Reference 57.
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underlying dynamics of the channel, which allows the robots to estimate a probability density
function (PDF) of the channel quality at unvisited locations, based on a small number of a pri-
ori or online channel samples. This probabilistic framework has since been utilized in numerous
robotics works (4, 8, 12, 28, 31, 35, 38, 44, 45,47, 50, 59-67) and has interesting implications for
robotic path planning and networked robotic operations.

1.2. Review Outline

Our goal in this review is to present a comprehensive perspective on communication-aware
robotics and the corresponding co-optimization of communication and navigation in realistic
channel environments, with an emphasis on theoretical characterization and understanding per-
formance guarantees.

In Section 2, we review a realistic channel model that utilizes the main three dynamics of
wireless links: path loss, shadowing, and multipath. We then mathematically characterize the best
prediction an unmanned vehicle can have of the channel quality at unvisited locations, based on
a small number of online or a priori channel samples. As we shall see, the best prediction is a
probabilistic estimate that builds a PDF for the channel at an unvisited location, using the three
underlying dynamics mentioned above.

We then discuss the case of a single robot in Sections 3 and 4, with the goal of presenting a
mathematical understanding of optimum communication-aware robotic decisions. Here, we see
how an unmanned vehicle can mathematically characterize the statistics of its distance traveled un-
til connectivity and further plan its path to reach a guaranteed connected location, with minimum
energy consumption, and while achieving an asymptotic e-suboptimal solution.

In Section 5, we move to the case of multiple robots utilizing their motions to enable robust in-
formation flow and connectivity. We consider two specific robotic network configurations: robotic
beamformers and robotic routers. Our focus is on understanding and mathematically character-
izing properties of the co-optimum motion—communication decisions and the interplay between
the two. In Section 6, we then briefly mention other aspects of communication-aware robotics.
Finally, we summarize the key findings and discuss potential future directions.

2. CHANNEL MODELING AND PREDICTION

Traditionally, ideal communication links or disk models have been heavily utilized in the robotics
literature in order to spatially model a communication link at unvisited locations for the purpose
of path planning. In a disk model, there is perfect connectivity within a certain radius of a trans-
mitting node, with no connection outside of it. A disk model, however, is a poor representation of
the link quality. Figure 25, for instance, shows a real channel measurement (57); as can be seen,
the link is far from ideal, and a disk model would be a poor representation of the link. In more
recent years, it has been acknowledged that a better prediction of the link quality is needed for
the purpose of robotic field operation, and that consequently a more multidisciplinary approach
is needed that jointly considers both communication and navigation issues. Along this line, new
methods have been developed, based on empirical channel models, that aim to probabilistically
predict the channel power at unvisited locations based on a number of online or a priori channel
samples in the area. In this section, we review this realistic probabilistic modeling of the spatial
variations of a wireless channel and the subsequent prediction framework that allows the robots to
probabilistically predict the channel at unvisited locations (57, 58). This probabilistic framework
has been utilized by multiple robotics works in the last decade (4, 8, 12, 28, 31, 35, 38, 44, 45, 47,
50, 59-67).
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2.1. Probabilistic Channel Modeling

In the communications literature, a wireless channel is well modeled as a random process with
three main spatial dynamics: (#) a slowly varying (with respect to space) path loss component that
accounts for decay in the channel power with distance; (5) a quickly varying shadowing component
(also called large-scale fading) that accounts for the attenuation effects of buildings, trees, and
other large obstructing structures; and (c) an even more quickly varying multipath component
(also called small-scale fading) that accounts for scattering and reflection (68). Figure 25 shows a
sample of received channel power along an indoor route together with its constituent dynamics.

Let I'(7;) denote the received channel power (in decibels) at location ¢; C R? due to a trans-
mitting station located at ¢, € R*. Then,

I'(q1) = ypL(q1) + Tsulg1) + Tme(q1), 1.

where ypr.(q1) = Kip — 10npr, logy lg1 — ¢sll is the path loss component, with zp; denoting
the path loss coefficient. I'sp(g;) is the shadowing component and is best modeled as a
zero-mean Gaussian random process with an exponentially decaying correlation function:
E[Tsu(g1)Tsu(g2)] = odqe =0 Vbsu with o, representing the shadowing power and Bsy de-
noting the decorrelation distance (68). Finally, I'vip(¢1) 1s the multipath component and is also
best modeled as a random process, with several distributions (such as Nakagami, Rician, and log-
normal) found to be good fits for its distribution (68, 69).

2.2. Probabilistic Channel Prediction

We next see how an unmanned vehicle can use the previous empirical channel modeling to proba-
bilistically predict the channel power at unvisited locations (i.e., predict the corresponding PDFs)
based on online or a priori channel samples in the area (57, 58).

LetI', =[I',,...,T,,]" denote the vector of 7 collected channel measurements at locations
q=1q1,...,4.]T in the workspace of interest. This small number of measurements can be col-
lected by the robot before the operation. Alternatively, they can be collected by other robots in
past operations and stored in the cloud. The robot can also use the channel measurements it col-
lects during the operation to predict the channel at unvisited locations in an online manner.

The following theorem (57) shows how the robot can estimate the channel at unvisited loca-
tions based on a small number of prior samples.

Theorem 1. A Gaussian random vector I'(z) = [[(ry),...,T@)]T ~ N(T(#), 2(r)) can
best characterize the channel power (in decibels) at unvisited locations 7 = [r; ... 7] T, with
the mean and covariance matrix given by

Tor) =G+ Ery (B, + A;\Zﬂjmy1 (T, - Gq&)’ 2.

- R - - N -1 T
() = B + 63l — By (B, + 63pls)  EL, 3.

5

respectively. Here, G, = [1; — L] and G, = [1,, — L,] (where 1,, and 1; represent the
m-dimensional and %-dimensional vector of all ones, respectively); I,, and I, represent the
m-dimensional and k-dimensional identity matrices, respectively; L, = [101og,,(llgi —

T T
qh”) 1010g10(l|77n_qb||)] 5 and L. = [1010g10(”7’1 _qb||) IOIOglo(”rIe_qb”)]
(where ¢, is the position of the remote station). Furthermore, E,, &,, and E,, de-

i i i = _ 52 g =g l/Bsy [m — 22 —lrj =7, 1/Bsu
note matrices with entries [._4,[]1.1’12 = Ggye T , [ur]j] Jy = Oue R , and
[Er,q]jm = 62y e Ttnl/Ps | respectively, where i1, 4, € {1,...,m} and ji, j» € {1,...,k}.

Moreover, ¥ = [Kyp — np]", Bsi, 0y, and ofp denote the path loss parameters, the
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Figure 3

(#) The mean of the estimated channel power based on a small number of randomly distributed prior
measurements (5%) of () the true channel map in a 2D workspace.

decorrelation distance of shadowing, the power of shadowing (in decibels), and the
power of multipath (in decibels), respectively. The * symbol denotes the estimate of the
corresponding parameter.

The underlying channel parameters can be estimated from a few a priori measurements as well
(for more details, see 57). Using this framework, the robot can then predict a PDF for the channel
atunvisited locations of the workspace for the purposes of path planning. Figure 3 shows a sample
2D channel and its predicted mean from Theorem 1 using 5% prior channel samples in the space.
Note that the predicted variance at each unvisited location can then serve as the corresponding
uncertainty in channel learning.

We next start with one robot and see how it can mathematically characterize and optimize its
connectivity before moving to a network of unmanned vehicles.

3. DISTANCE TRAVELED UNTIL CONNECTIVITY

Consider the scenario where a robot is seeking to establish a connection with a remote node as it
moves along a predefined path, as shown in Figure 4. One important factor that the robot may
need to assess is its distance until connectivity (i.e., how much longer it needs to travel before it

~
060( Pogs

() ()

- 7
Remote operator .7 Remote operator

Figure 4

What is the distance traveled by the robot before it finds a connected location along (#) a general path and
(b) a straight path? Figure adapted with permission from Reference 28.
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becomes connected), as this distance can play a key role in its field decision-making. We next char-
acterize how the robot can mathematically characterize the PDF of its distance until connectivity
(28) using the probabilistic channel model of Section 2.

Establishing connectivity requires that a certain quality of service (such as a minimum bit error
rate) be satisfied, which in turn translates to a minimum required channel power, which we shall
denote by yq,. A location ¢ is thus said to be connected if T'(¢) > yu,.

With a slight abuse of notation, for the remainder of this section, let I'(d) = yp1.(d) + Tsu(d) +
Iyp(d) denote the channel power at a distance d along the given path. We are then interested in
characterizing the distance traveled by the robot until it finds a connected location. Muralidharan
& Mostofi (32) referred to this distance as the first passage distance (FPD), drawing a parallel
with the concept of first passage time.! We next see how to mathematically characterize the
PDF of the e-upcrossing FPD, which is the FPD given that the robot is initially disconnected.
More specifically, the random variable Df, = inf . of{d : T(d) > yau|T(0) < yw, — €} denotes the
e-upcrossing FPD, where T'(0) is a random variable upper bounded by yy, — €.2 Consider the
complementary cumulative distribution function (CCDF) of Dy, : Pr(Df, > d) = Pr(I'(h) <
Yih, Y0 < d|T'(0) < yu — €), which is what the robot is interested in evaluating. A direct naive
computation of this would involve a high-dimensional prohibitive integration over the proba-
bilistic Gaussian channel model of Section 2. In other words, assuming we discretize the path
into N steps and the domain of I'(d) into M parts, this would have a computational complexity of
O(NM™), which quickly becomes infeasible for even moderate values of N and M. We next see
how the robot can mathematically evaluate its FPD in a way that is both theoretically meaningful
and computationally efficient—that is, O(N?) when multipath is negligible and O(NM log(M))
otherwise.

We start by considering the statistics of the FPD for a straight path, and then characterize the
FPD for a more general space of paths.

3.1. First Passage Distance for a Straight Path

Consider a robot starting from an initial distance of dg;. from the remote station and traveling along
a straight path in the direction specified by 6y, as shown in Figure 4. The path loss component
ypL(d) is then expressed as ypp(d) = Kyg — SnpL loglo(dszrC + d? — 2dycd cos Oy

WEe first consider the case where multipath is negligible, followed by a more general analysis

with multipath included.

3.1.1. The case of negligible multipath: stochastic differential analysis. Characterization of
FPD while ignoring multipath effects is directly applicable to cases where multipath is negligible
due to a low number of scatterers or when we want to find a small area of good connectivity as
opposed to a single well-connected location. Moreover, this analysis provides further insight into
the general FPD characterization.

For negligible multipath, we are then interested in when I'(d) = yp1.(d) + T'su(d) is greater
than yy,. As summarized in the following lemma (28), sy (4) and subsequently I'(d) can be shown
to be Gauss—Markov processes (see the sidebar titled Gauss—Markov Processes).

IFirst passage time is the time until a random process first hits a threshold (70). It has been extensively used
in diverse fields, including Brownian motion modeling, neuronal firing characterization, and stock market
analysis.

2We require that € > 0 since the mathematical tools used are not well defined for € = 0. However, ¢ can be
considered arbitrarily small.
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GAUSS-MARKOV PROCESSES
Gaussian Process

A stochastic process {X (¢) : € T}, where T isan index set, is a Gaussian process if any finite number of samples have
a joint Gaussian distribution; that is, (X (), X (t2), - - -, X (#)) is a Gaussian random vector for all #;,. .., € T and
for any % (71). A Gaussian process is completely specified by its mean function 72y (¢) = E[X (¢)] and its covariance
function Xx(t1,%,) = B{[X (t;) — mx (t1)][X (&2) — 72x (22)]}. We use the notation X ~ GP(my, Xx) to denote the
underlying process.

Markov Process

A process X (t) is a Markov process if Pr(X (¢,) < 2,[X (t,-1), ..., X (1)) = Pr(X(2,) < 2,1X (t,-1)), for all z and for
allt, > t,_; > -+ > 1, where Pr(-) denotes the probability of the argument (72).

Gauss—-Markov Process

A stochastic process is a Gauss—Markov process if it satisfies the requirements of both a Gaussian process and a
Markov process (73).

Lemma 1. The channel shadowing power I'syy (d) and subsequently the channel power I'(d)
are Gauss—Markov processes with characterizations GP(0, Xgpy) and GP(ypL, Zsn ), respec-
tively, where Xsy (b, d) = USZHe‘("‘l’)/ﬁSH.

In fact, T'sy ~ GP(0, Tsp) is the famous Ornstein—-Uhlenbeck process, one of the most well-

studied Gauss—Markov processes (74).

Using the Gauss—Markov literature (75), one can show that the transition PDF f(y,d|n,b)
characterizing the distribution of I'(d) given I'(6) = n satisfies the partial differential equation

known as the Fokker—Planck equation (28), as follows:

2

[, d) G din,B)] + ~ - [Beo f v, dim,B)].

il
agfdinb) = 35,7

9
ay

with the associated initial condition of f(y,bln,b) = 8(y —n), where App(y,d) = yp.(d) —
(v — yer(d)) /Bsu, Brv = 20&;)/Bsu, vo(d) is the path loss component, and yf; (d) is its

derivative.
The channel power I'(d) can also be represented as a stochastic differential equation,

dr(d) = App(T, d)dd + v/ BepdW (d),

where W (d) represents the Wiener process, and App(y,d) and Bpp are as defined above.

Remark 1. Agp(y,d) and Brp are known as the drift and diffusion components, respectively.
More specifically, in an increment Ad, we can think of the channel power spatially evolving
with a deterministic rate of Arp(y,d), while a zero-mean random Gaussian term with the
variance of BAd is superposed on it.

The following result builds on the Fokker-Planck equation and provides a recursive integral

equation to find the PDF of the e-upcrossing FPD (28).
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Theorem 2. Let g9[d] denote the PDF of the e-upcrossing FPD. Then, g[d] satisfies
the following nonsingular second-kind Volterra integral equation:

d
) = 20011 +2 [ et i, 6.
0
where
_ —2(d=b)/Bsu
Wb = - %dVE(’iLd(d) _ Vi . yeL(d) 1+ ‘372 —
Bsu 1 — ¢=2@=)/Bsn

n—yer(b) e @ D/su

YT B 1—e 2@ bipn }f(Vth:dm,b), wi[d]
_ 1 _ZUSZH —d/Bsa
= ZPI‘(F(O) < yin — 6){ S € ) f(yth - eyo)f[ytludlyth - 670]
1 dypr(d 1
+ 3001+ @D (- = o= - @)

with Erf(z) = % f(f e dt representing the error function, and

— e —ypL(0) — e /Psi (yy, — VPL(d))'

Zo'éH (1 - g*Zd/ﬁSll)

Tod) =1

This enables the robot to mathematically characterize the PDF of its distance until connectiv-
ity. Furthermore, the recursive integral of Theorem 2 serves as the basis for an efficient iterative
algorithm (using Simpson’s rule) to compute the PDF of the FPD in O(N?) (for details, see 75).

3.1.2. Including multipath effects: a recursive characterization. In this section, we consider
the more general channel model of I'(d) = ypL(d) 4+ T'su(d) + Tymp(d). The results of Section 3.1.1
are no longer applicable since the overall channel power I'(d) is not a Gauss—Markov process once
we include the multipath component in our analysis. However, the shadowing power I'sy(d) is
still a Markov process, and we can use this to obtain a methodology to compute the PDF of the
FPD recursively. Let us assume that the robot measures the channel along the straight path in
discrete steps of size Ad. We further assume that the multipath component is uncorrelated at two
points separated by Ad, which is a reasonable assumption since the multipath component typically
decorrelates quickly (57). We then index the channel power based on the steps taken, that is, let
Fk = F(/?Ad) and FSH,/e = FSH(kAd).

We are then interested in the characterization of the FPD K = min;,,_ {#: Tt > ym, To < Y}
This can be expressed in terms of its CCDF as

Pr(K=k)=Pr(K>k—1)—Pr(K > k). 7.

Note that this CCDF probability can be expressed as

PF(IC>/€)=PY(F11-~-,Fk<Vth|F0<Vth), 8.
where
Yeh —VPL()—VSH i
Qi (Ysm,e) :/ / o /P (VSH,0 YMP,05 - - - » VSH, ks YMP2)
YMP k="
Sk-1
x dystodymeyo - - - dysie—1dyaee—1dyap e 9.
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with Se_y = N {Vsini vues : veL (@) + vsii + vy < ¥} and p(¥sti0, Ywp0s - - - VSiLks Yaip)
representing the joint probability density of T'sio, Tmp,os - - - Ustig, and Tiip .
We can compute the functions Q;(ysp ) recursively as shown in the following lemma (28).

Lemma 2. The functions €, of Equation 9, for #=1,...,N, can be computed by the

recursion

1 o VSH,k —u u
Qi1 (Ysrer1) = Fap (vin — voL@rg1) — Vsres1) = / o =) o (*) du,  10.
O Ju=— OSHA+/ 1-— % o

rsi ), where Fyp(-) is the cumu-

initialized with Qo (ysi0) = Fup (v — vp1(0) — ¥s110)9 ( o
lative distribution function of the multipath random variable 'yp and ¢(-) is the standard
Gaussian density function.

We can then use Lemma 2 to efficiently calculate the PDF of the FPD using Equations 7 and 8.

3.2. First Passage Distance for a General Path

The results of the previous section were for a straight path and utilized the fact that the shadowing
power sy (d) is a Gauss—Markov process on a straight path. The channel shadowing power along a
general nonstraight path, however, may not be a Gauss—Markov process. Still, we can characterize
a large set of paths for which the shadowing power is approximately Markovian and use the results
of the previous section to characterize the FPD.

Consider a point at a distance d along a general path, as shown in Figure 44. The shad-
owing power at this point and at the point a step behind (for a step size of Ad) are given by
s (d) and Tgpy(d — Ad), respectively. The FPD characterization of Section 3.1 followed from
the Markovian nature of the shadowing power—that is, p(ng @D|ysuld — Ad), {ysu(d — b),Vb >
Ad}) = p(vsu(@)lysu(d — Ad)). Thus, a path is approximately Markovian if at every point on
the path, these two distributions are close. We use the Kullback-Leibler (KL) divergence (see
the sidebar titled Kullback-Leibler Divergence) between the distributions as a measure of how
close they are. The smaller the KL divergence is, the closer the path is to Markovian, and the
more applicable the characterization of the FPD of Section 3.1 will be. However, mathemati-
cally characterizing the KL divergence between these two distributions can be intractable. In-
stead, we consider the pairwise KL divergences between p(ysn(d)lysn(d — Ad), ysu(d — b)) and
p(ysu(d)lysu(d — Ad)) for all b > Ad and for all 4. If these pairwise KL divergences are small
enough, we declare the path to be approximately Markovian. The KL divergence between the
distributions of I'sy(d)|Tsu(d — Ad), Tsu(d — b) and Tsy(d)|Tsp(d — Ad) for a b > Ad is a chi-
squared random variable (77). We then formally define an approximately Markovian path as fol-
lows (see 28).

KULLBACK-LEIBLER DIVERGENCE

KL divergence is a measure of the distance between two distributions (76). The KL divergence between two dis-
tributions p(x) and p(x) is defined as

p()

KL = /p(x)loge e )

We utilize the KL divergence as a measure of how close to Markovian the channel shadowing power along a general

path is.
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Definition 1 (approximately Markovian path). Let 71 (d, ) and ok1.(d, ) denote the
mean and standard deviation of the KL divergence between p(ysn(d Nysu(d — Ad), ysu(d —
b)) and p(ysu(d)lysu(d — Ad)) for a given b > Ad. A path is approximately Markovian for
parameters €,, and €, if g (d, ) < €,, and o1, (d,b) < €, for all b > Ad and for all d.

We can determine whether a path is approximately Markovian, for parameters €,, and €,, based
purely on properties of the path (e.g., its curvature) and the underlying channel parameters (e.g.,
decorrelation distance). The intuition here is that if the curvature of the path is small enough, and
if the path does not loop around, then the path can be considered approximately Markovian. The
following theorem (28) formalizes this intuition and precisely characterizes sufficient conditions
for an approximately Markovian path.

Theorem 3 (approximately Markovian path). Let »(d) = (v(d),y(d)) be a path param-

eterized by its arc length. The path is approximately Markovian for given maximum tol-

erable KL divergence parameters ¢, and ¢, if it satisfies two conditions: First, ||r(d) —

r(d — b)|| > dy, forb > % sin~! (kdy,) and for all 4, and second, curvature « (d) < kg, for all d,

where dy, = % log, (Qz + %) and ky, is obtained by solving the following optimization

problem:
maximize K
subject to max K <ce
] $0<d=reoms (¥) wcpt( ) ¢) = €4y 11.
Kk < 1/dy,
where

b
(e_ KﬂéH sin(£A2) Qe_@sin(%)>
<1 _ e’ﬁ“”(%)) a- QZ)

Veons(k) = 2sin”! (WIT‘}‘) —Ap, A¢p=2sin"' (), o=¢2Psui, and €; = min{l —
e2m \2¢,).

Note that several general paths satisfy the conditions of Theorem 3, as shown by Muralid-

1zlfcvpt(K, ¢) =

’

haran & Mostofi (28). For instance, Figure 54 shows an Archimedean spiral path, which can be
confirmed to be approximately Markovian. Figure 54 further shows the cumulative distribution
function of the e-upcrossing FPD for this path using Lemma 2. We can see that the theoretical
derivations are a good match to the true statistics obtained via Monte Carlo simulations. The
underlying channel was generated with parameters obtained from real channel measurements in
downtown San Francisco (78).

The results of this section show how an unmanned vehicle can theoretically characterize the
statistics of its distance traveled until connectivity in a mathematical framework that is also com-
putationally very efficient.

4. PATH PLANNING TO ESTABLISH CONNECTIVITY

In this section, we consider the case where the robot can also plan its path such thatit minimizes the
expected traveled distance until it finds a guaranteed connected location to a remote station (30,
31). The robot, operating in a realistic channel environment experiencing path loss, shadowing,

www.annualreviews.org o Communication-Aware Robotics

125



Annu. Rev. Control Robot. Auton. Syst. 2021.4:115-139. Downloaded from www.annualreviews.org

Access provided by University of California - Santa Barbara on 12/30/21. For personal use only.

126

T T T T T 10F ]
a 360 |- Final o b g
location S o8l —
5 .
340 - B 32
‘=
320 - % §o06f 7
> - I+
Initial [
L N - > | -
300 location -.‘-_v, ] 04
280 |- . 3 2k
g : = Theoretical (Lemma 2)
260 B v ==+ Monte Carlo simulations
1 1 1 1 1 o 1 1 1 1
?{70 o 275 300 325 350 375 0 10 20 30 40
©.0 x Distance along path (m)
Figure 5

(#) An Archimedean spiral as the path of a robot. (§) The cumulative distribution function of the upcrossing
first passage distance when including multipath using Lemma 2. Figure adapted with permission from
Reference 28.

and multipath fading, has an estimate of the connectivity across space using the channel prediction
framework of Section 2. The robot can then plan its path and exploit this channel prediction such
that it minimizes the expected traveled distance until it becomes connected (see Figure 64). As we
shall see, this problem can be solved with asymptotic optimality guarantees in a graph-theoretic
setting (31).

Let us discretize the workspace of the robot into cells to form a grid graph G = (V, &), with each
cell serving as a node in the graph. Each node v € V is associated with a probability of connectivity
pv € [0,1], and each edge (#,v) € £ is associated with a length /,, > 0 representing the distance
between two nodes # and v in the workspace. A cell is connected if there exists a location in the cell
that is connected. For instance, consider a cell/node v that consists of positions » = [ry,...,7]".
The probability of connectivity of cell v is then given by p, =1 —Pr(I'(:) < yw, Vi < k),
where T(r) = [[(r)... TG ~ N (T(r), =(r)) is a Gaussian random vector obtained from
the channel prediction framework of Section 2, and yy, is the minimum required channel
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Figure 6

A robot plans its path such that it minimizes the expected distance until it becomes connected to a remote
station, in a realistic channel environment that experiences path loss, shadowing, and multipath fading.

(@) The workspace of the robot with the background representing the mean of the predicted channel quality.
() The graph-theoretic representation of the workspace, where every node is associated with a probability of
connectivity derived from the predicted channel quality. Panel # adapted with permission from Reference 30.
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power for connectivity. For the mathematical analysis of this section, we assume that the prob-
ability of connectivity at a node is independent of the connectivity at any other node in the
workspace.

The objective is to then generate a path, starting from a node v, € V, that minimizes the ex-
pected traveled distance until connectivity. Note that the robot may traverse only part of the
generated path, as its planning is based on a probabilistic channel characterization, and it may
become connected at any node along the path. For the expected traveled distance until con-
nectivity to be well defined for a path, the probability of failure after traversing the entire path
must be zero, implying that the final node must be a node where p, = 1. We call such a node
a terminal node and define T = {v € V : p, = 1}. For instance, the remote station can serve as
a terminal node. The expected cost of a path P = (v, v,...,v, = v;) can then be expressed as
CP) =3 scep I Loevm,) (1 = pu)lle, where £(P) denotes the set of edges belonging to the path P,
and V(P,) denotes the set of vertices encountered along P until the edge ¢ € £(P). Note that the
robot estimates the probability of connectivities (p,s) using the probabilistic prediction framework
of Section 2. The optimization problem of interest, which we refer to as the Min-Exp-Dist-Path
problem, can then be posed as (31)

min%)mize CP) = Z 1_[ A =py) |2

ecE€(P) | veV(P,) 12.

subject to P is a path of G such that P[1] = v,, P[end] € T.

Theorem 4. The Min-Exp-Dist-Path problem of Equation 12 is an NP-hard problem.

The proof is based on showing that the decision version of the problem is NP complete, using
a reduction to a rooted version of the NP-complete Hamiltonian path problem (31).

We next see how an e-suboptimal solution to Equation 12 can be achieved by posing this
problem in a game-theoretic setting (see the sidebar titled Game Theory Primer). Note that, in
what follows, the robot is using game theory solely to design its own path and as such can make
all the decisions locally.

GAME THEORY PRIMER

Min-Exp-Dist-Path
problem:

the optimization
problem to find the
path that minimizes
the expected traveled
distance until
connectivity

A game {V',{4,},{J,}} consists of the following components: (#) the players (agents) of the game, V'; (b) the action

set of player v, A,; and (¢) the local cost function of player v, 7, : A — R, where 4 = [, 4.

Nash Equilibrium

An action profile uN* is said to be a pure Nash equilibrium if J, (uNF) < F, (o, u>F), Vi, € A,,Yv € V', where

14—, denotes the action profile of all players except v (79).

Potential Game

(V' {4,},{J,}} is a potential game over action space As C A if there exists a functon @ :A4s — R such
that J, (), u—v) — Jo (i, —v) = P}y, th—y) — Py, p—y), for all u = (y, u—y) € As, v € V', and ), such that

(W), —y) € As, where pu_, denotes the action profile of all players except v (31, 80).
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4.1. Game-Theoretic Communication-Aware Path Planner

Consider a game {V', {4,}, {J,}} where the set of nonterminal nodes V' = V/T of the previously

Upstream node: defined graph are the players of the game, and the action set 4, = {# € V : (u,v) € £} is the set
anode # in the of neighbors of node v. Let u, € A, be the action of player/node v, and let 1 be the joint action
directed graph SG(u) profile.

when another node v
lies on the directed
path from # to the

We first describe the path produced from a node v and its expected distance until connectivity in
terms of the action profile . An action profile u induces a directed graph, SG(u), on G, which has

corresponding sink; directed edges from v to u,. A node # is said to be upstream of v in SG(u) if v lies on the directed
the node # is then said ~ path from « to the corresponding sink. We denote the set of upstream nodes of v as U,(u_,)
to be upstream of v and let v € U, (u_,) by definition. Let P(u, v) be the directed path from node v on SG(u), and

let C,(v) = C(P(1,v)) denote the expected cost from node v when following the path P(u, v).
Let Axsc denote the set of action profiles such that the expected cost C, () < oo for all v € V.
This will happen only if the path P(u, v) ends at a terminal node for all v. This corresponds to
SG(n) being a directed acyclic graph with terminal nodes as sinks. Then u € Axsc implies that
the action of player v belongs to the constrained action set 4 (u_,) [i.e., u, € A;(u_,)], where
A(u_y)={ueV:(,u) e u¢U(u_),C(n) < oo} is the set of actions that result in a finite
expected cost from v.
Next, consider local cost functions 7, of the form

Ty =Y i), 13.

ueUy (1)

where U,(u) is the set of upstream nodes of v, and ¢, > 0 are constants such that ¢,, = 1 and
g, = €, for all v # v, where € > 0 is a small constant. These local cost functions then result in a
potential game over Axsg, as summarized in the next lemma (for the proof, see 31).

Lemma 3. The game {V',{4,}, {7,}}, with local cost functions as defined in Equation 13,
is a potential game over A5s; with a potential function

(D(:u“) = Z ngv(:u“) = CL’;(HJ) +¢ Z CU(H')' 14.

veV’ PEZIN

4.1.1. Asymptotically e-suboptimal path planner. We shall next see how to asymptotically
obtain the global minimizer of ®(u) and thereby find an e-suboptimal solution to the Min-Exp-
Dist-Path problem of Equation 12, by utilizing a learning process known as log-linear learning
(1, 81).

Consider a potential game over the following complete graph. The complete graph Geomp is
formed from G by adding an edge between all nodes that do not share an edge. The length of an
added edge (u,v) is set to be the shortest distance between # and v. Then, the log-linear process
operating on this potential game with constrained action sets 45 (11—, (k)) asymptotically reaches
an e-suboptimal solution to the Min-Exp-Dist-Path problem, as formally summarized below (31).

Theorem 5. Consider the Min-Exp-Dist-Path problem of Equation 12. Consider log-
linear learning on a potential game over the complete graph G, with local cost functions
as defined in Equation 13,and €’ = €/ (|V'|D), where D is the diameter of the graph. Then, as
the temperature t associated with log-linear learning goes to zero (i.e., T — 0), the process
asymptotically provides an e-suboptimal solution to the Min-Exp-Dist-Path problem.

4.1.2. Fast non-myopic path planner. Log-linear learning provides an e-suboptimal solution
to the Min-Exp-Dist-Path problem asymptotically. However, in certain scenarios, finding a sub-

optimal but fast solution may be more important.
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Figure 7

Histogram of the traveled distance for the best-reply approach of Section 4.1.2 and a benchmark (where the
robot moves straight toward the remote station) over 500 channel realizations. Figure adapted with
permission from Reference 31.

The best-reply process (79) operating on the potential game of Lemma 3 with constrained
action sets A (u_,(k)) converges to a pure Nash equilibrium, which is also a directionally local
minimum of ®(u) = C, (w) +€' 3,
converges quickly to a directionally local minimum [e.g., after at most [V'| iterations (31)] and is
thus an efficient path planner.

Figure 7 shows the histogram of the distance traveled until connectivity for a robot for the

Cy(u) (for more details, see 31). The best-reply process

best-reply path planner as well as a heuristic approach of moving straight toward the remote
station, which we use as a benchmark. The histogram is over 500 channel realizations, where the
underlying channel is generated using real channel parameters from downtown San Francisco
(78) and the traveled distance is calculated based on the true channel quality. We can see that
the distance associated with the best-reply planner is much smaller than that associated with the
benchmark. Log-linear learning performs the same as or better than the best-reply approach at a
larger computation cost.

Opverall, this section has shown how an unmanned vehicle can optimize its path to get to a
connected location, in realistic channel environments and with minimum energy consumption.
As we saw, by using probabilistic channel prediction and a game theory—inspired path planning
approach, it was possible to find an asymptotic e-suboptimal global solution to this problem as
well as fast solutions that can achieve a Nash equilibrium.

5. MULTIROBOT NETWORK CONNECTIVITY

In Sections 3 and 4, we considered the scenario of a single robot utilizing its motion to enable
and optimize its connectivity with a remote station under energy constraints. In this section, we
consider the case where multiple robots exploit their motion to cooperatively enable and optimize
connectivity in realistic communication environments. Depending on the task at hand, a team of
unmanned vehicles may need to form different network configurations to enable the needed con-
nectivity and information flow. For instance, a particular task may need the nodes to keep a fully
connected network throughout the operation, while another task may require a less-connected
network or may allow the nodes to become momentarily disconnected from the team. While the
nodes can in principle utilize their mobility to realize any given network configuration with a de-
sired level of connectivity, here we focus on two particular network configurations, robotic beam-
formers and robotic routers, which can enable connectivity in otherwise poorly connected areas.
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generation of a strong

link by unmanned
vehicles in an
otherwise poorly
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Distributed robotic transmit beamforming, in which multiple robots cooperatively generate a strong
communication link to a remote station by optimizing their locations. Figure adapted with permission from
Reference 45.

Figure 8

5.1. Cooperative Robotic Beamforming

Consider the scenario shown in Figure 8, where unmanned vehicles in a poorly connected area
want to exploit their mobility to cooperatively generate a strong link to a remote station, which
we refer to as cooperative robotic beamforming.

In traditional transmit beamforming, a number of colocated antennas align their transmission
phases such that the wireless signals constructively merge at the remote station, providing dramatic
gains in the received signal power (82). In distributed beamforming, this is extended to several fixed
nodes distributed across space, which emulates a virtual antenna array (83, 84). In effect, transmit
beamforming allows nodes to cooperatively generate a strong link, with dramatic gains in signal-
to-noise ratio. The existing literature (83, 84) also describes how to effectively deal with timing and
phase synchronization issues to produce the constructive interference required for beamforming
in a distributed setting. Karanam et al. (85) further showed how to do beamforming with only
signal magnitude, which can be useful if phase synchronization is not possible.

We can then extend the same concept to a team of unmanned vehicles and further utilize the
vehicles’ mobility to move to better locations for distributed transmit beamforming. Consider
the scenario shown in Figure 8, where unmanned vehicles need to establish connectivity to a re-
mote node, but the link quality for establishing individual communication is not strong enough in
the area. The unmanned vehicles can utilize their mobility to move to locations that are best for
forming a virtual distributed antenna array for transmit beamforming. Such robotic beamforming
networks have been the subject of several studies (42-46). We next pose the underlying commu-
nication and motion co-optimization problem in real channel environments and discuss how an
e-suboptimal solution can be achieved (45).

Consider a case where N, robots are in a poorly connected area, with 7; denoting the posi-
tion of robot 7. As discussed in Sections 3 and 4, successfully connecting to the remote station
requires satisfying a minimum received channel power, yu,. The received channel power (in the
linear domain) at the remote station, after cooperative transmit beamforming by the N, robots,
is given by (Zl\z’l a(r;)p;)?, where a(r;) = 1070720 is the channel amplitude when transmitting
from location 7;, and p; € [0, 1] is the fraction of the maximum allowable transmit power used
by robot i. Note that I'(r;) denotes the received channel power in decibels when transmitting
from location 7;. Let 7 and p denote the vector of the robot locations and the transmission coeffi-
cients, respectively. The connectivity constraint on the overall beamformed signal can then be ex-
pressed as Z,V;l a(r)pi > /Ventin, Where yip jin = 107/10

in the linear domain. The robots can utilize the channel prediction framework of Section 2 to

is the minimum required channel power

obtain a conservative estimate of the channel amplitude @(r;) at an unvisited location 7, such that
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20log,, &(r;) = T(r;) — o (r;) for some constant ¢ > 0, where N'(T'(r;),0(r;)*) is the predicted
channel power distribution (in decibels) when transmitting from 7;, obtained from Theorem 1.
The optimization problem of how to successfully connect to the remote station while mini-
mizing the total energy consumption can then be expressed as follows (45), where the unmanned
vehicles must co-optimize their motion variables () and communication transmit power (p):

minimize Ky Z lr; —7; Y —|— bm Po Z 07

TiPi

SUbjeCt to Z &(ri)pi > A/ Vih,lins 1.

Oilotfla i=1’~-~,Nr,

N, . . .
where Ky >0, ll7; — 0| is the total motion energy consumed to move to final locations 7;s from

9%, with Ky denoting the motion energy coefficient, and 2= Py 5" p2 is the

initial locations 7} R(rp)

communication energy needed to transmit 7, of information at rate

2
Ne :
(21:71 Ot(?‘,-)p,—)
R(@r,p) =miWlog, | 1 + mPbh—F+—— |,
No
where W, Ny, and P, represent a robot’s bandwidth, noise power, and maximum transmit power,
respectively, and 77; and 7, are constants that depend on the communication scheme.

Theorem 6. The e-suboptimal solution (final locations 7 and transmission coefficients p)
to the optimization problem of Equation 15 can be found by solving O (N, /¢) multiple-
choice knapsack problems.

Reference 45 provides the proof and more details for the multiple choice knapsack problems.
Theorem 6 shows that the robotic beamforming problem can be solved in realistic communi-
cation environments with performance guarantees. It also provides simulation results on robotic
beamforming in realistic communication environments using Equation 15, which illustrates the
benefits of motion and communication co-optimization.

5.2. Robotic Router Formation

An interesting problem in communication-aware robotics is that of robotic router formation for
optimizing connectivity, which has been a topic of considerable interest (33-35, 39, 86, 87). Con-
sider the case where two remote field nodes need to communicate but are too far from each other.
A number of unmanned vehicles can act as mobile routers and move to positions optimal for
routing the information between the remote nodes, as illustrated in Figure 9. In earlier work,
graph-theoretic approaches were utilized to optimize the connectivity of a mobile relay network,
without considering realistic communication channels or end-to-end performance metrics, while
more recent work has considered co-optimization of communication and motion parameters in
realistic channel environments. We start by discussing graph-theoretic approaches to solve this
problem, and then consider the true cost of communication and co-optimizing motion and com-
munication parameters.

5.2.1. A graph-theoretic approach to robotic routers. The Fiedler eigenvalue is a measure
of how connected a graph is and can be used as a measure of the connectivity within a robotic
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Figure 9

Robotic router formation, in which multiple robots need to move to the best positions for them to act as
relays between two remote nodes that are too far apart to directly establish connectivity.

network (39, 86) or between two remote nodes (33). Thus, one possible solution to the robotic
router position optimization problem is to have the unmanned vehicles form a graph that has a
high Fiedler eigenvalue. Consider the state-dependent graph G = (V, £), denoting the network
of mobile robots, where the set of vertices V = {1, ..., N,} is the set of N, nodes, with the first
and last nodes indicating the fixed remote nodes and the rest denoting the N, — 2 robots. Let
7= [r1,...,7n,]" denote the locations of the nodes. Stump et al. (33) modeled an edge between
robots i and j in the graph as a distance-dependent weight w(r;,7;) = feonn (||r, — rj||) that uses a
disk model, as follows: feonn is 1 when the distance between robots 7 and j is less than a threshold
and rapidly drops to 0 as the distance increases beyond the threshold (39). The weighted graph
Laplacian matrix £g(r) is given by the entries

o —U)(Vi,Tj), ifi 75]7
[EQ(T)]II - Zi#k w(r;, 1), ifi :]'.

We then have the following optimization problem to maximize the Fiedler eigenvalue of the
robotic network (33):

maximize 1, (Lg(r)), 16.

where 1, (Lg(r)) denotes the second-smallest eigenvalue of the Laplacian matrix (also known as
the Fiedler value). Equation 16 can be solved using semidefinite programming (39) or via a de-
centralized algorithm using supergradient (86).

In this Fiedler value formulation, however, realistic channel models are not taken into account,
and an oversimplified disk model is assumed. Furthermore, the true performance of a robotic
router can be best characterized by how accurately it relays the transmitted bits between the two
remote nodes. The next section poses a motion and communication co-optimization problem that
takes these considerations into account.

5.2.2. Robotic router formation in realistic channel environments. Using the probabilistic
channel prediction framework of Theorem 1, one can best model the channel power between the
(i — 1)th and ith robots, I'(ri_1,7;), as a Gaussian random variable with mean T'(#;_,7;) and stan-
dard deviation o (7;_1,7;). We can then pose the following optimization problem to maximize the
probability of correct bit reception between the end nodes, for an M,-QAM (quadrature amplitude
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modulation) communication scheme (35):

N,
. 1.5P rim1)
maxirljnize E{H(l—O.Zexp{—M]o”ﬁ})} "

i=2
subjectto 7, eW, i=2,...,N,—1,

where N, is the total number of nodes, with the first and last nodes indicating the fixed remote
nodes and N, — 2 robots in between. Then, 7; is the location of the ith robot, W C R? is the
workspace of the robots, B is the transmit power, Ny is the noise power, and I'(r;_1,7;) is the
random variable denoting the estimate of the channel between the ( — 1)th and 7th nodes.

This optimization problem can be well approximated as follows (for details, see 35):

Ny T\ ~Wi=178)
.. 1.5P F(r,v,l,m) i-1
maximize In(1-02(14+ ——-&@1,7;)I0" 1 , 18.

Zz ( ( a1, — N )

where ((r;_1,7;) = (exp{(ac (r;i_1,7:))’} — 1)™' and £(r;_1,7;) = exp{1.5(ac (r;_1, 7))’} — exp{0.5
(ao (r;_1,7:))*}, with 2 = In 10/10.
This formulation allows for mathematical analysis, as summarized next.

Theorem 7. Ifo(r;_1,7;) < %,/ln(an + 1),

_ npr, + 1 (M, — 1)N, Vie1,7i -
L@y, ri) 2 1010g10( P;PL ( 1 SPO) 0 (L(Viflyyi)g(yi—lari)_ %) >,

and the shadowing correlation is negligible, then the optimization problem of Equation 18
is concave for a convex workspace.

Reference 35 provides the proof. Theorem 7 characterizes conditions on the underlying chan-
nel parameters under which the overall maximization problem can become concave. Intuitively,
the stated conditions are sufficient bounds on the uncertainty, which results from not knowing the
true value of the channel, in order to make the problem concave.

Moreover, if the concavity condition holds, then the optimum solution has the following prop-
erties (see 35).

Theorem 8. Assume that the concavity condition of Theorem 7 holds. Then the optimal

solution of Equation 18 satisfies three properties: (2) If Kyp;_;; > Kyp j—1,; and o' (ri_1,7;) =

o(rj-1,7),thend; | ;
i—1and i () if

Kip,iii = Kap j-1,j

is greater thand;_, ;, whered;" | ; is the optimal distance between robots

_ M, — )N (exp{1.5 i1, 77))’} — 0.5} — 1
F(Ti—l,ﬂ)ZIOIogm(( - — DNo (exp{ ls;fg{gi(rr; )’} — 0.5) ))’

_ ) )21 _
F(Vj—lﬂ’j)ZlOIOgm((Mf RAl (exp{l'sexp{(ﬂa(rﬂ’r]))} 03) 1)>,

I.SP()S(T];I, 7"])

and o (r;_1,7;) > o (rj_1,7;), then dr ;s less than d;—l,j; and (¢) if Kyp,;—;; = Kypj—1,; and
o (ri1,7;) = 0 (rj_1,7;), then d | ; is equal to di_y -

Theorem 8 methodically compares the length of two route chains as a function of the experi-
enced underlying channel parameters. Intuitively, it shows that as the predicted mean of the chan-

nel becomes smaller (indicating a lower channel quality) or there is more uncertainty in channel
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Figure 10

Robotic router optimization, comparing the graph-theoretic approach (Equation 16) with a channel-aware
approach (Equation 18) in a realistic communication environment. Figure adapted with permission from
Reference 35.

prediction (higher predicted channel variance), two consecutive robots should get closer to each
other in the corresponding chain. Such mathematical characterizations can be valuable in design-
ing robotic routers in realistic environments.

Figure 10 shows the performance of the optimization problem of Equation 18 as well as the
graph-theoretic approach of Equation 16 in a realistic communication environment. We can see
that incorporating realistic channel modeling and estimation has a significant impact on the per-
formance. Yan & Mostofi (35) provided more details on the experimental results.

6. OTHER CONSIDERATIONS IN COMMUNICATION-AWARE
ROBOTICS

Several other considerations are important in communication-aware robotics:

m Co-optimization of communication and motion: Co-optimization of communication and
motion decisions results in interesting interplay among communication and motion param-
eters, such as waypoints, motion speed, transmission rate, and transmission power. Yan &
Mostofi (65) jointly co-optimized the motion speed and transmission rate for a robot trav-
eling along a predefined path, while Ali et al. (66) jointly designed the path/speed and the
transmission rate/power along the path, using an optimal control framework.

m Co-optimization of communication and sensing: Explicitly considering sensing objectives
and co-optimizing them with motion and communication has also been considered. For
instance, Stachura & Frew (5) designed the path of an information-gathering aerial vehi-
cle by jointly optimizing its sensing and communication. In a paper by Kemna et al. (6),
teams of autonomous underwater vehicles planned their paths to collect informative sam-
ples while also optimizing information exchange. Ghaffarkhah & Mostofi (8, 12) explicitly
co-optimized the sensing and communication objectives for networked robotic target track-
ing and surveillance.

m Distributed task servicing: In References 20-23, the robots decided how to efficiently allo-
cate and service tasks among themselves, in a distributed fashion, while being aware of com-
munication considerations. For example, in Reference 22, the robots executed tasks while
maintaining desirable communication rates among themselves, and in Reference 21, the
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robots maintained connectivity while carrying out their tasks using underutilized robots as
relays.

Data gathering and muling: In References 48 and 54, robotic data mules planned their tra-
jectories to gather data from stationary sensing nodes, assuming a disk model of connectivity.
In Reference 51, an unmanned aircraft ferried data between two stationary nodes on a pe-
riodic trajectory and adaptively allocated the bandwidth along its trajectory to optimize the
amount of transferred data.

Search and surveillance: The area of multiple robots searching an area while maintaining
a connected network to effectively cooperate has also been of interest. Bethke et al. (10)
and Beard & McLain (11) maintained connectivity throughout the mission, while Hollinger
& Singh (7) maintained only periodic connectivity. Ghaffarkhah & Mostofi (8) considered
realistic channel environments and planned search trajectories for optimizing the detection
while co-optimizing for communication with the remote station.

. Instead of using oversimplified disk models, robots can use realistic channel models that

consider the three major dynamics of path loss, shadowing, and multipath and proba-
bilistically predict the channel at unvisited locations for the purpose of path planning.
Theoretical results on different aspects of motion and communication co-optimization
have built on this probabilistic framework.

. An initially disconnected unmanned vehicle traveling along a predefined path can math-

ematically characterize the statistics of its traveled distance until connectivity (first pas-
sage distance), drawing from the literature on Gauss—Markov processes. It can further
optimize its path to reach a guaranteed connected location with minimum energy con-
sumption. For the latter, the robot can achieve an asymptotic e-suboptimal solution to
this optimization problem using a game-theoretic framework.

. The use of robotic beamformers and robotic routers, among other techniques, can allow

multiple robots to optimize their locations or paths in order to cooperatively enable and
optimize connectivity or flow of information.

. The current state of the art in robotic channel prediction is the probabilistic channel

modeling described in this review. Future work may find other ways to achieve a better
channel prediction or to reduce the variance of the predicted model.

. A team of unmanned vehicles can in principle form any network formation that achieves

any prescribed level of connectivity and information flow. However, more work is needed
in this area to formally solve this problem, in terms of co-optimal motion and commu-
nication decisions.

. Explicitly considering sensing goals in networked robotic operations is another line of

future work. For instance, there is room for a more fundamental understanding of the
co-optimal sensing, communication, and motion decisions in such networks. Devising
algorithms that are independent of the specifics of a particular networked sensing oper-
ation can also be very beneficial.
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4. Different aspects of communication-aware robotics have been considered and solved in
different mathematical frameworks. A unifying approach to this area could be very useful
and is a possible future direction.
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