




the set of channel ability vectors in terms of the application
requirements for the heterogeneous architecture as follows:

CA = { TT
T
, PL

T
, TR

T
, PE

T
} (1)

Note that A
T

denotes the transpose of vector A. TT is a
transmission throughput vector in which each element rep-
resents the throughput of a channel that depends on the
corresponding module interface, module buffer usage, and
channel traffic. Likewise, PL represents a packet latency
vector where each element depends on the corresponding
transmission throughput, channel traffic and the link physical
specification. TR is a transmission reliability vector in which
each element depends on the corresponding channel traffic and
the link reliability characteristic. Finally, PE is the packet
transmission energy vector where each element depends on
the corresponding channel traffic and the link power rate.
These vectors have the length of M which equals to the
number of channels. The channel ability vector CA collates
the individual ability vectors to represent the channel’s ability
to support transmission requests from the application.

Next, we define the transmission cost of using one channel
to transmit a packet as:

Ccj = kl·CLj + kt·CTj + kr·CRj + ke·CEj (2)

where kl, kt, kr, and ke are the relative cost coefficients for
latency, throughput, reliability, and energy consumption, re-
spectively. The set of coefficients are design options depending
on specific DEA’s requirements. For example, an application
which requires high throughput will have a set of coefficients
in which kt is large compared to others. CLj , CTj , CRj , CEj

are the partial costs of transmission with respect to latency,
throughput, reliability, energy consumption, respectively. They
are defined as follows:

CLj =
PLj

PLmin

; CTj =
TTMax

TTj

CRj =
1− TRj

TRj

; CEj =
PEj

PEmin

(3)

where PLmin, TTMax, PEmin denote the smallest latency,
largest throughput, and smallest energy consumption of chan-
nels, respectively. PLj , TTj , TRj , PEj are latency, through-
put, reliability, and energy consumption of the channel, respec-
tively, at the current condition. Ideally, the smallest latency
cost equals 1 when PLj = PLmin, the smallest throughput
cost equals 1 when TTj = TTMax, the smallest energy cost
equals 1 when PEj = PEmin, and the smallest reliability
cost equals 0 when TRj = 100%. Note that when a packet is
sent through a channel, even if the transmission is optimised,
the transmission still entails a non-zero optimal cost in terms
of latency, throughput and energy. In case of a fully reliable
communication system (i.e., a link reliability of 100%), the
link guarantees that every packet using the corresponding CM
will be successfully transmitted, leading to zero reliability cost.

Moreover, we consider the case that the application sends
a message that can be divided into N packets due to the
constrained payload of channels. Each packet is sequentially
sent to one channel according to the corresponding decision
vector Di (i ∈ N := {1, 2, ..., N}). A decision vector is

defined as Di = [d1, d2, ..., dM ]T , where dj represents a

channel selection. If a channel is used, the corresponding
dj equals 1 otherwise equals 0. Packets can be sent to
different channels with different packet sizes (PS). Therefore,
the size of each packet depends on the the corresponding
decision vector, PSi = fDi

. The number of packets is
not pre-configured, allowing the system to dynamically chose
channels (i.e., packet sizes) to optimise transmission of each
message; however, the different packet size makes finding the
global optimal decision more difficult. We employ N as the
maximum number of packets into which a given message is
divided. It equals MS

PSmin

, where PSmin is the smallest packet

size of the channel. A decision matrix D = [D1, D2, ..., DN ]
for a message transmission is defined based upon the decision
vector Di.

We consider that in dynamic channel conditions, the trans-
mission ability of channels varies according to the previous
transmission decision(s). The transmission ability of channel
defined in Eq. (1), when expanded further, allow the CA’s to be
dependent on the message distribution, which in turn, depends
on the status of a channel (i.e., channel traffic (CT )) and the
previous transmission decision of the message Di−1, as shown
in Eq. 4. The analysis of the dependent functions (f(.)) is
used to determine the effect on the transmission ability of a
channel at the time of decision Di. Based on this definition of
CA, we can explore an optimisation algorithm for the message
distribution decision. The analysis builds on the definition of
parameters discussed before:

TTi,j = fTT (CT,Di−1); TRi,j = fTR(CT )

PLi,j = fPL(CT,Di−1); PEi,j = fPE(PLi,j)

=> CAi = {TTi, PLi, TRi, PEi} = fCA(CT,Di−1) (4)

The transmission throughput (TTi,j) and the latency (PLi,j)
of a channel are the elements of the current transmission
throughput vector (TTi) and packet latency vector (PLi),
respectively. At the time of decision Di, the current transmis-
sion throughput vector (TTi) and packet latency vector (PLi)
depend on the previous decision and channel traffic status.
In the reliability vector (TRi), each element represents the
reliability of a channel (TRi,j) and depends on the channel

traffic status. Similarly, PEi is the packet transmission energy
vector, wherein each element (PEi,j) represents the energy to
send a packet via the currently selected channel which depends
on the packet latency. Generalising the definition, the channel’s
current ability CAi is a combination of all ability vectors
and varies according to the previous transmission decisions
and channel traffic conditions. The cost of sending a packet
is counted at the time when the packet is sent to a given
channel determined by the decision Di. The cost depends on
the decision vector Di expressed as follows:

C(Di,CAi) = kl( PLi

PLmin

×Di) + kt(TTMax

TTi

×Di) +

kr( 100%
TRi

×Di) + ke( PEi

PEmin

×Di) (5)

C. Transmission Optimisation

The goal of the optimisation task is to find the best
channel(s) to deliver individual data packet(s) at any given
time. The cost of sending a distributed message through the









TABLE III: Physical specifications of the channels.

Channel Interface IR (Kbps) BW (Kbps)

Zigbee UART 115.2 250

CAN SPI 500.0 250
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Fig. 7: Mean and standard deviation of latency sending 24
byte messages with varying tgap durations.

B. Determining Experimental Parameters

Each distributed node is set up as an Arduino Due [18]
board consisting of a CAN shield and an Zigbee shield
using SPI and UART interfaces, respectively. The physical
specifications of the channels are shown in Table III. We
consider that CAN is a conventional wired channel suffering
from deteriorating performance and an Zigbee channel is
added to improve the network performance. CAN is typically
used to transmit small data quantities (maximum data field
size of 8 bytes) in packets. We assume that the Zigbee channel
has no congestion and the Zigbee packet latency has a fixed
distribution regardless of the channel traffic, while in case
of the CAN channel, increasing the channel traffic results
in increased packet latency. This setup enables to investigate
and quantify the Zigbee and CAN network characteristics
at different network conditions, which are presented in the
following subsections. The experimental parameters presented
are averaged over 1000 transmission measurements in each
case.

a) Zigbee Characteristics: We determine the characteris-
tics of the Zigbee channel by measuring Zigbee transmissions
in a free channel. We observe that the latency of Zigbee
transmissions is spread in a narrow range of time. This can be
attributed to the packet processing pipeline within the Zigbee
communication module; the internal buffers within the Zigbee
controller allows subsequent packets to be sent to the CM
before the current packet is fully transmitted. However, we also
observe that when packets are sent to the CM continuously, the
packet latency is affected due to the finite buffer size within the
CM. We also evaluate the impact of varying the gap duration
tgap on the packet latency. Fig. 7 shows the measurement
results. When tgap is decreased below 1.4 ms, the mean and
deviation of the latency increase. Transmission latency is
stable at tgap >1.4 ms. Therefore, we take the tgap into
account to determine packet latencies. These measurements
on the Zigbee channel result in the characteristics in Table IV,
which are used in the proposed hybrid communication model
and subsequent evaluation of the optimisation scheme.

b) CAN Characteristics: Next, we investigate the char-
acteristics of a CAN channel by measuring average packet
latency with respect to the data traffic of the CAN network.
Each CAN packet has a size of 8 bytes. To set a given data
traffic usage on the CAN bus, we set up two interfering nodes

TABLE IV: Measured characteristics of Zigbee channel.

Interface Baud rate Packet size tgap Packet Latency

UART 115.2 Kbps 24 bytes 1.4 ms 6.9 ms
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Fig. 8: Packet Latency in CAN point-to-point communication
with varying traffic (1000 measurements).

that generate random packets (that are higher priority than
the packets sent by the transmitter node) to the receiver node.
Measurements of mean packet latency and deviation are shown
in Fig. 8a. We further investigate the probability distribution
of the CAN packet latencies. Fig. 8b illustrates this for CAN
point-to-point communication at various traffic values on the
CAN bus. When data traffic is increased to 90%, the maximal
packet latency is significantly increased. These measurements
on the CAN bus result in the characteristics in Table V, which
are applied in the proposed hybrid communication model.

C. Hybrid Communication Performance

With the parameters for both communication systems deter-
mined, we investigate the impact of the hybrid Zigbee/CAN
communication model to enhance the communication perfor-
mance over the single CAN network using our case study.
From the analysis before, we observed that the Zigbee latency
is much higher compared to the CAN bus; hence, the end-
to-end latency of sending messages using only Zigbee or
using a greedy algorithm will be higher than the latency
of sending messages using only CAN bus at low network
utilisation. Thus, the optimisation approach aims to use the
hyrbid communication while minimising the overall latency
of the system. We consider the transmission latency associated
with a moderately sized 80-byte message for our experiments.
The latency results of sending messages using only CAN
bus are considered as the baseline for comparison to the
results achieved by the proposed solution. Fig. 9 shows the
plot of the message latency measured for the CAN network
and the proposed hybrid approach. We see that the hyrbid
approach can achieve considerable improvement in message
latency compared to a standard CAN-only transmission model,
particularly in case of high network utilisation (higher data
traffic). We also observe that the hyrbid approach could cause
higher deviation around the mean latency value owing to the
differences in the underlying networks; however, the worst
case observed latency is significantly below the mean value
observed on the CAN-only transmission. We further determine
the distribution of the latency on the hybrid approach under
varying bus load conditions on the CAN network, which is
illustrated in Fig. 10. It clearly shows that the distribution



TABLE V: Packet latency (PL) versus CAN bus traffic, CT .

CT (%) 10 20 30 40 50 60 70 80 90

PL (us) 794 835 872 918 985 1056 1117 1221 1390
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Fig. 9: Transmission latency comparison with respect to bus
traffic for an 80 byte message (1000 measurements).

spreads the latency across multiple messages at higher loads
leading to the lower worst case latency, as observed in Fig. 9.

V. CONCLUSION

Summary: This paper presents a model and unified inter-
face for heterogeneous communication for DEAs, addressing
the constraints of latency, throughput, reliability, and energy.
A model for heterogeneous networks at a high level of ab-
straction was proposed to optimise message transmission over
heterogeneous channels. A simulation framework has been
built to validate the proposed model and the optimisation algo-
rithm in comparison to conventional approaches. The proposed
model and optimised algorithm have been also investigated
using a practical hybrid communication case-study. It shows
that the hybrid transmission achieves considerable improve-
ment compared to the conventional single-link communication,
particularly in the case of high traffic load. In the future, we
aim to extend the model to consider additional parameters
like message criticality to address the need for safety-critical
systems.

Future work: Although our results are largely positive,
we view the proposed approach as a first step rather than a
complete solution. As such, we aim to explore the following
potential extensions for our future work. First, the presented
algorithm is based on a recursive search that may cause
unexpected computational complexity. One potential direction
for future work is to investigate a multi-objective optimization
method that may allow an efficient algorithm to optimise the
objectives of the proposed model simultaneously. Secondly,
even though the model considers reliability and energy con-
sumption in its cost function, the simulation and the case
study limit the investigation to throughput and latency aspects.
Despite the obvious fact that multi-link communication is
more resilient against single link alternatives, it is interesting to
investigate the reliability and energy efficiency improvements
that could be achieved by the proposed model. Finally, the data
transmission in the proposed model considers dynamic channel
conditions to optimise transmission conditions. This is based
on an assumption that the channel traffic can be continuously
sensed/estimated at nodes. We aim to investigate mechanisms
for accurately estimating channel traffics and how estimating
accuracy affects transmission optimisation.
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Fig. 10: Message latency distribution of the hybrid communi-
cation with varying bus traffic for an 80 bytes message.
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