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Abstract. Proof of Work (PoW) protocols, originally proposed to cir-
cumvent DoS and email spam attacks, are now at the heart of the major-
ity of recent cryptocurrencies. Current popular PoW protocols are based
on hash puzzles. These puzzles are solved via a brute force search for
a hash output with particular properties, such as a certain number of
leading zeros. By considering the hash as a random function, and fixing
a priori a sufficiently large search space, Grover’s search algorithm gives
an asymptotic quadratic advantage to quantum machines over classical
machines. In this paper, as a step towards a fuller understanding of post
quantum blockchains, we propose a PoW protocol for which quantum
machines have a smaller asymptotic advantage. Specifically, for a lattice
of rank n sampled from a particular class, our protocol provides as the
PoW an instance of the Hermite Shortest Vector Problem (Hermite-SVP)
in the Euclidean norm, to a small approximation factor. Asymptotically,
the best known classical and quantum algorithms that directly solve SVP
type problems are heuristic lattice sieves, which run in time 20.292n+o(n)

and 20.265n+o(n) respectively. We discuss recent advances in SVP type
problem solvers and give examples of where the impetus provided by a
lattice based PoW would help explore often complex optimization spaces.

Keywords: Blockchains · Proof-of-work · Post-quantum cryptography
· Consensus protocols · Lattice-based cryptography

1 Introduction

Consensus mechanisms are at the heart of the decentralized nature of blockchains.
Proofs of Work (PoW), based on computational power, and Proofs of Stake
(PoS), based on some notion of “stake” in the system, are amongst the most
common types of consensus mechanisms. Cryptocurrencies like Bitcoin [24] rely
on PoW based on brute force hash computations to ensure decentralized trust,
∗Work done in part when Muslum Ozgur Ozmen was at the University of South Florida.



at the cost of terawatts of energy.4 The hash functions used in such cryptocur-
rencies achieve desirable security properties against quantum adversaries when
modelled as a random oracle [28]. Despite this, Grover’s search algorithm [17]
gives an asymptotic advantage to quantum computers when solving hash based
PoWs. While some advantage over classical computers may agree with the nature
of PoW protocols (more expensive or powerful machines should perform better),
we consider it a valuable research topic to reduce this advantage, e.g. because
quantum computers may exist for some time before being available to the public.
Our Contributions. The main goal of this paper is to address the research gap
in the state-of-the-art by creating a novel consensus protocol (specifically, a PoW
algorithm) that reduces the advantage of quantum computers over classical ones,
has fast verification, and adjustable difficulty. To achieve this goal, we propose
a new PoW protocol called LPoW based on the Hermite-SVP problem. Given
the current understanding of SVP type problems, LPoW satisfies the following
properties [1, Section IV]:

– LPoW provides little quantum advantage; the asymptotic quantum advantage
against SVP is less than the quadratic speed up of Grover’s algorithm.

– LPoW is hard to solve but easy to verify. Solving is equivalent to solving
Hermite-SVP to a small approximation factor. Verifying is equivalent to
calculating a norm, an nth root, and some multiplications.

– The parameters of LPoW are easy to fine tune to adjust its difficulty. In
particular increasing the dimension of the lattice has a well studied effect on
the computational resources required to solve the PoW.

A secondary goal of the this paper is to create a PoW protocol that encour-
ages further experimentation with, and understanding of, practical algorithmic
improvements for solving SVP type problems. In [18], the authors suggest har-
nessing both the energy spent on hash puzzles, and the demand to mine cryp-
tocurrencies, to improve the state-of-the-art in discrete log cryptanalysis. Fol-
lowing [18], and given that the difficulty of SVP is fundamental to the security
of lattice based submissions to NIST’s post quantum standardization process,5
an SVP based PoW can similarly leverage this energy and demand to aid in the
cryptanalysis of the SVP problem. In Section 3.1 we discuss several areas of SVP
solving strategies which could benefit from increased attention.
Limitations. If we assume a given hash function is a random oracle, then
Grover’s algorithm gives the optimal speedup against PoW based on this hash
function, and cannot be parallelized except in the trivial manner [29]. Effectively
this means that the PoW parameters, e.g. the number of leading zeros required
in the hash output, will only have to increase to account for increased compu-
tational strength, and not fundamentally new algorithmic techniques. This is
not necessarily the case for the specific lattice problem we consider; we do not
have any proofs of optimality for the algorithms currently used to solve it. In
effect, this means that the PoW parameters, i.e. the lattice rank, may need to
be increased to account for algorithmic improvements, as well as for increased

4https://digiconomist.net/bitcoin-energy-consumption/.
5https://csrc.nist.gov/projects/post-quantum-cryptography
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computational strength. We note that the best known time complexity for solv-
ing the SVP puzzles we consider is 2Θ(n), for lattices of rank n, and that any
change to even slightly subexponential in n would represent a huge moment in
the theory of lattices. Therefore, we do not expect to have to increase the rank
too much, even to account for any algorithmic improvements.

2 Preliminaries

For n ∈ N+ let [n] = {1, . . . , n}. For a finite set S, let x ← U(S) denote a
uniform sample. Let m(n) represent the cost of multiplying two n bit numbers.
Let ‖ · ‖ represent the Euclidean norm. Proof of work protocols enable a prover
to prove to a verifier that it has executed a certain amount of work. We adopt the
definition of such protocols from [5], which consists of algorithms that generate
a challenge, solve such a challenge, thereby producing a proof of solution, and
finally verify that this proof is correct. This triple of algorithms must satisfy the
following.

Definition 1. A (t(n), δ(n))-Proof of Work (PoW) consists of three algorithms
(Gen, Solve, Verify) that satisfy the following.

– Efficiency:
• Gen(1n) runs in time Õ(n).
• For any c← Gen(1n), Solve(c) runs in time Õ(t(n)).
• For any c← Gen(1n), Π ← Solve(c), Verify(c,Π) runs in time Õ(n).

– Completeness: For any c← Gen(1n) and any Π ← Solve(c), Pr[Verify(c,Π) =
acc] = 1 with the probability taken over the randomness of Verify.6

– Hardness: For any polynomial l, any constant ε > 0, and any algorithm
Solve∗l that runs in time l(n)t(n)1−ε when given as input l(n) challenges
{ci ← Gen(1n)}i∈[l(n)], Pr[Verify(ci, Πi) = acc, ∀i

∣∣∣ (Π1, . . . ,Πl(n)) ←
Solve∗l (c1, . . . , cl(n))] < δ(n) with the probability taken over the randomness
of Gen and Verify.

Efficiency ensures that verification runs in (near) linear time. Efficiency and
completeness together ensure that a prover that performs roughly t(n) operations
can prove to the verifier that it has done so. Hardness requires that the prover
has, e.g. a negligible chance, for δ some negligible function of n, to convince the
verifier without performing l(n)t(n) operations. This remains true, even if the
prover may compute on the l(n) challenges together.

2.1 Lattices and Lattice Problems

An n dimensional lattice Λ of rank k ≤ n is a discrete additive subgroup of Rn.
Given k linearly independent basis vectors {b1, . . . , bk} ⊂ Rn, the lattice gener-
ated by B, i.e. their concatenation as column vectors, is Λ(B) = Λ(b1, . . . , bk) =

6We note that our Verify is deterministic.



{
k∑
i=1

xi · bi : xi ∈ Z
}
. The volume of Λ is defined as Vol(Λ) =

√
det(BtB) for

any basis B of Λ (i.e. volume is an invariant of the lattice, and independent of
the choice of basis). We will consider only full rank lattices, where n = k and
Vol(Λ) = det(B).

Definition 2. The minimum distance of a lattice Λ is λ1(Λ) = min {‖v‖ : v ∈ Λ \ {0}} .
A solution to γ-approx-SVP for γ ≥ 1 is a vector v ∈ Λ \ {0} such that
‖v‖ ≤ γ · λ1(Λ).
An immediate corolloary of Minkowski’s theorem, in the Euclidean norm, proves
that λ1(Λ) ≤

√
n · Vol(Λ)1/n. The Gaussian heuristic estimates the number of

lattice points of a lattice Λ contained in a measurable set S as Vol(S)/Vol(Λ).
When applied to a hypersphere it gives the following estimate for λ1(Λ).

Definition 3. Let the Gaussian heuristic estimate, gh(Λ), for λ1(Λ) be given
using the Gamma function, as gh(Λ) = Γ (n/2+1)1/n√

π
·Vol(Λ)1/n.

We note that the above is a heuristic for the length of the shortest non zero vec-
tors in a lattice, and the existence of a vector slightly larger than this heuristic
will be important for our construction. There are many asymptotic and experi-
mental works that determine the usefulness of the Gaussian heuristic in different
settings. For a theoretical introduction, see e.g. [9, Section 3.1.2], for experimen-
tal evidence that it is accurate for n ≥ 50 see [9, Section 3.1.3], and for an asymp-
totic statement see e.g. [22, Thm 4]. More practically, Blichfeldt’s inequality [7]
tells us that any lattice Λ has λ1(Λ) ≤

√
2 · (1 + n/2)

1/n ·gh(Λ). For n which are
reasonable for PoW purposes,

√
2 · (1 + n/2)

1/n is essentially
√
2, and we shall

consider it as such for ease of exposition.

Definition 4. The α-Hermite-SVP, or α-HSVP problem is, given a lattice Λ,
to find a vector v ∈ Λ \ {0} such that ‖v‖ ≤ α ·Vol(Λ)1/n.
Instances of Hermite-SVP are given as a lattice basis, which much be somehow
sampled. We generate Goldstein–Mayer lattices [16] as Λ(B) for

B =


p x2 · · · xn
0 1 · · · 0
...

. . . 0
0 0 0 1

 (1)

where p is a large prime and xi ← U({0}∪[p−1]) are i.i.d. uniform. These lattices
have Vol(Λ) = p and provide a way to sample “uniformly” from all lattices of
this volume [9, Section 2.3]. For example, the Darmstadt SVP Challenge7 uses
log2 p ≈ 10n and sets α = 1.05 · Γ (n/2 + 1)

1/n
/
√
π. This α is such that a

solution to α-HSVP has length at most 1.05 · gh(Λ), and is therefore a constant
factor smaller than α′ =

√
2 · Γ (n/2 + 1)

1/n
/
√
π that guarantees a solution to

α′-HSVP. However, we expect 1.05n lattice vectors of length at most 1.05 ·gh(Λ)
for n & 50 [9, Section 3.1], and the probability of such a short vector not existing
to be negligible.
7https://www.latticechallenge.org/svp-challenge/
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3 Proposed PoW Protocol, LPoW

Before we propose our new PoW protocol, we give a brief précis of how in-
stances of Hermite-SVP problems are solved. One can solve SVP on Λ using a
variety of families of algorithms. The family we consider is heuristic lattice sieves,
which have the best known classical and quantum time complexity, standing at
20.292n+o(n) [6] and 20.265n+o(n) [20] respectively. However, it is not necessary to
call lattice sieves in the full dimension of the lattice to solve SVP type prob-
lems [11]. Instead sieving in dimension n − Θ(n/ log n) suffices under certain
heuristic assumptions. There also exist many further heuristic techniques that
provide significant practical speedups [21,27]. Finally, a framework that collates,
extends, and implements these techniques holds the record for the highest di-
mension SVP challenge solved [2,13]. The techniques mentioned above depend
non trivially on the “quality” of the lattice basis being used, informally; how
short and close to orthogonal its basis vectors are. Therefore lattice reduction
algorithms such as BKZ are employed [26,10], which themselves require SVP
oracles for lower dimensional projected sublattices. The constant supressed in
the Θ(n/ log n) above will depend on the methods used to improve the quality
of the basis. Some experimental values may be found in [2, Fig. 3b].

The high level design of our PoW follows 1. We set n as the dimension of the
lattice and let α, p follow the Darmstadt SVP Challenges.

Definition 5. Let LPoW be defined by the following triple (Gen, Solve, Verify).

– Gen(1n; r), let the randomness r be explicit and derived from the previous
block. First, sample a prime p of bitsize 10n, then sample sample i.i.d. uni-
form x2, . . . , xn ← U({0} ∪ [p − 1]), to form a basis B as in (1). Let
α = 1.05 · Γ (n/2 + 1)

1/n
/
√
π. Return c = (α, n,B, p).

– Solve(c), the miner parses c as (α, n,B, p) and attempts to find a vector
v ∈ Λ(B) \ {0} such that ‖v‖ ≤ α · p1/n. It outputs Π = (v,ν), where
v = B · ν.

– Verify(c,Π), parses c as (α, n,B, p) and Π as (v,ν), and outputs acc =
‖v‖ ≤ α · p1/n ∧ v = B · ν ∧ ν ∈ Zn.

We use an extendable output function, e.g. [14], to extract sufficient ran-
domness from the previous block to sample the required quantities in Gen. In
the following, we weaken ever so slightly the efficiency requirements of Gen and
Verify. For Gen it is not known how to generate an n bit prime, either probably
or provably, in Õ(n). Indeed, the prime number theorem tells us that an n bit
odd number is prime with probability approximately 1/n and no known primal-
ity test runs in polylog(n). Instead, by using the Miller–Rabin test [25] with
O(n) random bases on uniform odd n bit integers, we may generate a probable
n bit prime in expected time O(n3 ·m(n)) [15, Thm 12.2.2]. As Verify requires
the multiplication of a matrix and a vector, it costs O(n2 ·m(n)).

Theorem 1. Let tc(x) = 20.292x+o(x) and tq(x) = 20.265x+o(x), and δ(n) be a
negligible function of n, then, under current SVP solving techniques, there exists



an x(n) ∈ n − Θ(n/ log n) such that LPoW is a (tc(x(n)), δ(n)) PoW against
classical computers, and a (tq(x(n)), δ(n)) PoW against quantum computers.

Proof. We may generate a probable 10n bit prime in expected time O(n3 ·m(n)),
and n − 1 samples from U({0} ∪ [p − 1]) in time O(n log n), and hence a chal-
lenge c. The most efficient known algorithms Solve on input a challenge c
call at least one, and at most poly(n), SVP oracles in dimension in x(n) ∈
n − Θ(n/ log n) [11,2]. Therefore in the classical case t(n) = tc(x(n)), and in
the quantum case t(n) = tq(x(n)), using the most efficient known classical and
quantum SVP oracles.

Note that n − cn/ log n ∈ Θ(n) for any constant c, and while we do not
prove that the SVP oracle must be called in dimension x(n) ∈ Θ(n), any x(n) ∈
o(n) would imply a subexponential time algorithm for our α-HSVP problem,
and therefore for α2-approx-SVP [23]. As α2 ∈ O(n), this would be a major
breakthrough. Verifying a solution to a challenge can be performed in time O(n2 ·
m(n)). This concludes the discussion on efficiency.

We expect 1.05n solutions for a challenge, for large n, and therefore the PoW
is complete with all but negligible probability. To make it perfectly complete one
may take instead α′ =

√
2 · Γ (n/2 + 1)

1/n
/
√
π and set n larger as appropriate

to maintain a desired cost for Solve.
Finally, it is not known how to use information from independent random

lattices as advice for Hermite-SVP problems in other random lattices. Given
l(n) ∈ poly(n) lattices generated by Gen(1n) the probability, under the Gaussian
heuristic, that any of the them share a sufficiently short vector is in poly(n) ·
1.05n/p ∈ negl(n). Without knowing how to otherwise use advice from other
lattices, we therefore have δ(n) ∈ negl(n).

3.1 Discussion

We calculate a value of n that we expect to very roughly match the current cost
of mining a Bitcoin, 21.45 terahashes.8

Assuming SHA-256, on input 64 bytes, takes approximately 1500 cycles, this
gives approximately 255 cycles. The top few data points of [2, Table 2], which
uses identically generated random lattices, have dimensions 151, 153, 155 and
approximate cycle counts 256, 257, 257 respectively. Therefore we suggest n ≥ 150,
at least given current methods. The recent work of [13] uses GPU cores to the
same challenges up to n = 180, and [13, Table 1] gives another set of experimental
values against which to parameterize the necessary difficulty.

We list here topics that could benefit from the attention LPoW may bring to
Hermite-SVP. As mentioned in Section 3, heuristic techniques for solving SVP,
e.g. the amount of attainable “dimensions for free” Θ(n/ log n), depend on the
quality of the lattice basis. Clearly, the hidden constant is important. In [11,2]
some analyses of attainable dimensions for free are given. However, given the
public availability of G6K,9 a more thorough survey of how the variants of BKZ,

8https://btc.com/stats/diff, retrieved 2021/03/06.
9https://github.com/fplll/g6k.
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the insertion scoring functions, and the sequences of instructions e.g. Pump and
WorkOut, described therein, affect these dimension saving techniques is possible.

A downside of sieving is the exponential memory cost, which may lead to
memory access delays that become a bottleneck. It has been suggested that
this could be partially mitigated by hardware implementations of sieves [19,12].
Given the enormous resources put into developing ASICs for hash based PoW,
one may expect similar advances to be feasible in the case of LPoW, as well as
advances beyond the parallelism offered by G6K [2, App B]. In particular, one
may hope for advances upon previous work on distributed sieving [8] to larger
or more general contexts.

Finally, recent works on concrete quantum circuits and the application of er-
ror correction estimate the speedups attainable in practice from quantum search
when used in the context of hash functions [4] and lattice sieves [3]. While the
cited works suggest that, under our current understanding of quantum comput-
ers, little to no advantage would be gained from the use of a quantum computer
when solving PoW today, we are considering the case where e.g. improvements
in classical computational power push the required hardness of PoW into ranges
where a quantum computer would provide a meaningful advantage, or where
more efficient error correction of quantum circuits is available. At worst, we
have specified a new PoW based on well studied hard problems. This work ulti-
mately derives from our desire to create a PoW that future proofs blockchains
against giving a large advantage to quantum computers.
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