T
This article has been accepted for pubqlcanon ina

1536-1276 (c) 2021 IEEE. Personal@mp&EﬂtRﬁ&unmR;sblisgtimﬂmddhtMnb'

is article has been acce for publication.in IEE
fedtion ?uture issuegtiet?lis ]ro%rna(f?buthas not

content may change priqrrta(%l nggg gllilsbg%

eca futty edted.: o

reless Communications. This is th
ntent may change pxglor to I}lna? pu%

ommunlca{lons

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. X, NO. X, XXX 2021 1

More the Merrier: Neighbor Discovery on
Duty-cycled Mobile Devices in Group Settings

Reynaldo Morillo, Student Member, IEEE, Yanyuan Qin, Student Member, IEEE, Alexander Russell,
Bing Wang, Senior Member, IEEE

Abstract—Neighbor discovery on duty-cycled mobile devices
in group settings arises in many applications. In such scenarios,
it is sufficient for an arbitrary node in a group to discover
a new node. While pairwise neighbor discovery schemes can
be directly applied to group settings, their performance can
be severely limited as they are not designed to coordinate the
efforts of group members. Explicit coordination among the group
members, however, can incur large overhead in mobile networks,
where the group membership changes dynamically over time.
In this paper, we focus on schemes that require no explicit
communication among the group members, and nodes follow
deterministic schedules that can be succinctly represented. We
first define the notion of ideal duty cycle for a group, and
then develop two deterministic neighbor discovery schemes for
group settings, and show that both of them achieve effective
duty cycle close to the ideal duty cycle. In addition, we show
that the schemes are lightweight and easy to implement using
experiments in a testbed. Last, we use a case study to demonstrate
the usage of our proposed schemes and show that a simple
enhancement leveraging the deterministic nature of the schemes
leads to significant performance improvement, at the cost of only
slight extra overhead.

Index Terms—Wireless networks, mobile networks, network
management, neighbor discovery

I. INTRODUCTION

Neighbor discovery, i.e., finding neighboring nodes that
are in the communication range of each other, is a funda-
mental step for many functions in wireless networks such
as route determination, data relaying, or simply maintaining
local network structure. In mobile wireless networks, neighbor
discovery needs to be carried out on a continuous basis, since
a node’s neighbors change over time due to node mobility. We
focus on asynchronous discovery for duty-cycled mobile de-
vices, i.e., the wireless nodes do not have synchronized clocks
and have to discover each other with no central coordination
(e.g., through a shared server or dedicated control channel),
and they are duty-cycled to conserve limited battery resources.

Pairwise asynchronous neighbor discovery between two
duty-cycled nodes has been studied extensively (see Sec-
tion [[). In practice, however, neighbor discovery often arises
in group settings. For example, suppose a message needs to
be broadcasted in a mobile delay/disruption tolerant network
(DTN) [14]. A group of nodes, A, have already received a
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copy of the message, while a node B has not yet received the
message. Then it is sufficient that a node A € A discovers
B, since after that, A can forward the message to B. The key
requirement of neighbor discovery in group settings is that
an arbitrary node in the group A discovers B. Our goal is
to minimize the discovery latency, i.e., the delay for the first
node in A to discover B.

Pairwise neighbor discovery schemes can be applied directly
to group settings. Specifically, each node A € A can use a
pairwise scheme to discover B; then the discovery latency
is simply the minimum delay of all the pairwise discovery
cases, i.e., between each node in A and B. Pairwise strategies,
however, can lead to poor performance in group settings as
they may not effectively coordinate the schedules of distinct
group nodes.

In this paper, we investigate asynchronous neighbor discov-
ery in group settings, taking advantage of the multiple nodes
in a group. We consider both symmetric (or homogeneous)
neighbor discovery, where nodes have the same duty cycle,
and asymmetric (or heterogeneous) neighbor discovery where
nodes can have different duty cycles. Our focus is on develop-
ing deterministic algorithms, where the schedules of the nodes
are determined beforehand.

Such schedules have two major advantages: (i) the worst-
case discovery latency is deterministic, and (ii) once two
nodes know the parameters of each other’s schedules, they
can precisely predict each other’s future waking times, al-
lowing convenient communications in the future, which can
lead to significantly improved application performance (see
Section [VII). Our study makes the following three main
contributions:

o We define the notion of ideal duty cycle for a group,
which is used to gauge the effective duty cycle of a group
(i.e., the fraction of time when at least one node in the
group is awake). We show that using pairwise schemes
in a naive manner can lead to an effective duty cycle
far below the ideal duty cycle. We further show that
a simple randomized algorithm achieves the ideal duty
cycle, which will be used as a baseline to compare with
the deterministic algorithms that we develop.

o We develop two deterministic algorithms, both achiev-
ing effective duty cycle close to the ideal duty cycle.
Specifically, we propose a random shift technique that
can be applied to existing pairwise schedules, while
maintaining the desirable properties of such schedules
and ensuring that the effective duty cycle of the group
approximates the ideal duty cycle with high probability.
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We further propose a new family of “modular polyno-
mial” based deterministic schedules, which provide a
rigorous guarantee on expected discovery time (scaling
in ideal duty cycle) in group settings, and can still be
succinctly described. Both schemes are lightweight and
easy to implement (as shown in our testbed experiments),
requiring no explicit communication among the nodes in
the group to coordinate the discovery of a new node.

o As a case study, we use our proposed schemes as basic
building blocks in a practical application. Our results
show that a simple enhancement leveraging the deter-
ministic nature of our schedules leads to substantial im-
provement in application-level performance, significantly
outperforming the baseline randomized algorithm.

The rest of the paper is organized as follows. Section
briefly describes related work. Section [lII| describes the back-
ground and the problem setting. Sections and [V present
the random shift and polynomial techniques, respectively.
Section presents the testbed setting and compares the
experimental results from the testbed with those from the
simulations. Section [VII| uses a case study to illustrate the
application of our proposed schemes. Last, Section [VIII con-
cludes the paper and presents future work.

II. RELATED WORK

We briefly review existing work on neighbor discovery
in the following four categories: (i) neighbor discovery in
group settings when nodes are not duty-cycled, (ii) neighbor
discovery in pairwise settings when nodes are duty cycled,
(iii) neighbor discovery in group settings when nodes are duty
cycled (i.e., the setting in our study), and (iv) other related
work.

Neighbor discovery in group settings (not duty-cycled). The
studies in [2], [3[I, [22], [28]], [32]] consider neighbor discovery
in group settings. They, however, do not consider duty-cycled
nodes, and hence the schedules mainly determine when a node
needs to transmit (the node listens for the rest of the time).
When a node is duty-cycled, a schedule needs to determine
when the node is awake (it can only transmit/listen when it is
awake) to conform to the duty cycle, while still ensure short
discovery latency, which is the focus of this paper.

Neighbor discovery in pairwise settings (duty-cycled). Most
existing studies on neighbor discovery with duty-cycled nodes
consider pairwise settings (e.g., [6], [10], [12], [22], [40]). A
recent study [30] broadly classifies existing pairwise schemes
into four categories: the first category includes randomized
schemes; the other three categories are deterministic schemes,
based on over-half occupation, rotation-resistent intersection,
and coprime cycles, respectively. An example randomized
scheme is the Birthday Protocol [22], which considers a period
of n slots, randomly choose m slots as awake slots, and the
rest of the n—m slots as asleep slots. A scheme based on over-
half occupation ensures that for a period of n slots, a node is
awake in at least half of the slots. Searchlight [[1] in essence
leverages the above principle, while is carefully designed to
reduce the number of awake slots (and hence the duty cycle).
In schemes based on rotation-resistent intersection, two nodes

el

arrange their awake slots so that these slots intersect despite
the rotations of the schedules. The various schemes [|12], [[18],
[23], [24], [31]], [40] based on quorum and difference sets
are in this category. Last, schedules [4], [10], [[17] based on
coprimes are constructed using coprimes as parameters. As an
example, in Disco [10], for duty cycle d, a node selects two
different primes p1,p2 so that 1/p; +1/ps &~ d and wakes up
in the slots that are multiples of p; or ps.

In general, existing pairwise deterministic schemes provide
discovery latency within ¢/(dyds) slots for two nodes with
duty cycles d; and ds, respectively, where c is a constant that
depends on a particular scheme. Our study focuses on neighbor
discovery in group settings, instead of pairwise settings. The
random shift technique that we develop (see Section
extends existing pairwise schemes to group settings.

Neighbor discovery in group settings (duty-cycled). The
literature on neighbor discovery in group settings with duty-
cycled nodes is very sparse. The study in [5] designs a
reference mechanism: when a node A in a group A discovers
another node B, A informs B the schedules of all the other
nodes in 4; then B verifies, by waking up proactively, which
nodes in A are its neighbors. The authors further introduce a
selective reference mechanism so that A only informs B the
schedules of a subset of nodes in A that are more likely to
be B’s neighbors. A recent study [34] proposes a selective
reference mechanism that estimates physical proximity of
nodes using XGBoost. Our study focuses on minimizing the
delay for an arbitrary node in A to discover B, which is
a pre-requisite for neighbor verification in [5]], [34]. In our
case study (Section [VII), we explore a proactive transmission
mechanism, where immediately after a node receives a copy
of a message, it wakes up proactively to transmit a copy of
the message to potentially nearby nodes that might not have
received a copy to improve application performance.

The study in [8]] considers a static sensor network, where
a node starts in Init state until it finds most of its neighbors,
and then moves to Normal state, where it performs continuous
neighbor discovery. The authors propose schemes to decide a
node’s schedule during continuous neighbor discovery, which
are based on the notion of segment, i.e., a set of connected
nodes, where two nodes are connected if they are directly
connected (within transmission range of each other) or have a
path of directly connected nodes between them. The discovery
of a new node in a segment is a joint task by all segment
nodes, and the schedule of a segment node (and its duty
cycle) is based on the degree of its in-segment neighbors.
These schemes target static networks. They are not suitable for
mobile networks, where segments change dynamically over
time due to node mobility, and hence segments need to be
determined continuously that can incur significant overhead
and the dynamics in segments will lead to changes in nodes
duty cycles. We focus on mobile networks and propose
schemes that do not require determining group members or
segments. In our schemes, nodes have fixed duty cycles and
their coordination is implicit, through the initial randomness
in the schemes.

The study in [26]] proposes WiFlock, an energy efficient
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protocol that combines neighbor discovery and group mainte-
nance using a collaborative beaconing mechanism for flocking
(i.e., scattered mobile nodes occasionally come together for a
period of time, e.g., during shipping). It requires group-wide
clock synchronization and is specifically designed for flocking
applications. Our proposed schemes are applicable to general
mobile networks, and requires no group maintenance or clock
synchronization.

Other studies. The schemes in [36]], [37]] reduce the energy
consumption of existing neighbor discovery schemes. The
study in [29] proposes a generic framework that incorporates
existing deterministic protocols, and allows flexibility in ad-
justing parameters. In [27]], [33]], beacons are allowed to be
sent in non-wakeup slots, which differ from the assumptions
in this paper. The schemes in [19], [38] are for mobile duty-
cycled devices, which however require clock synchronization.
The study in [35]] designs robust neighbor discovery techniques
in the presence of strong interference. Location prediction
is used in [20] for neighbor discovery in vehicular ad hoc
networks. A recent study [|11]] proposes using cross-technology
for neighbor discovery.

IIT. MOTIVATING APPLICATIONS AND PROBLEM SETTING

In this section, we first present several motivating examples
to illustrate the broad applications of neighbor discovery
in group settings. We then formulate the problem, present
a simple randomized algorithm (to be used as comparison
baseline) and a high-level overview of the two deterministic
algorithms that we propose.

A. Motivating Applications

Data transfer in DTNs. Consider a DTN, where nodes are
mobile and the network does not have consistent connectivity.
For example, a group of underwater sensors move in a
lake to monitor the underwater wildlife. When one sensor
observes an interesting event, it will send a message to a
particular destination, e.g., a special mobile data collector. The
message can be transmitted to other nodes and eventually to
the destination. Suppose multiple copies of the message are
allowed inside the network (each carried by one node in the
network) to reduce the delivery latency. Any node carrying
a copy of the message can transmit it to the destination, at
which time the message forwarding process stops. Another
application scenario is broadcast data transfer, e.g., a node
needs to broadcast a message (e.g., an emergency alert) to the
rest of the nodes in the network. This scenario is similar to the
unicast scenario that is described earlier; the only difference is
that the message forwarding stops when every node (instead
of the destination node) gets a copy of the message.

Mobile data collection. Consider an animal tracking appli-
cation [[16[, [39], where a group of animals each carries a
wireless tag. When some animals come close to each other
(e.g., to a water hole), they will exchange the messages with
each other so that the tag on one animal stores the information
from the tags carried by other animals. Later on, when one of
the tags is close to a data collection station, it can “deposit” all
the data that it stores to the station. Another similar application
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is emergency rescue in outdoor hiking [13], [15]. Suppose each
hiker carries a wireless device. Two hikers sync each other’s
sequence of locations when meeting each other. As a result,
one hiker’s wireless device can carry the location data of many
hikers. When any wireless device is close to a base station, it
uploads all the stored location data to the base station. When a
missing hiker needs to located, a rescue team can use the data
stored in base stations to find the last location of the hiker to
facilitate the rescue efforts.

B. Problem Formulation

Summarizing the applications described above, at time £,
let A; denote the set of nodes that have some data or a copy
of a message to be transmitted to other nodes in the network.
Neighbor discovery at any time ¢ is only concerned about the
nodes that are not yet in A;, which are to be discovered by
nodes in A;, so that they can get a copy of the data or message
from nodes in A;. Consider an arbitrary node B ¢ A, i.e.,
B does not yet have a copy of the data or the message. Let
Ai(B) C A, be the group of nodes that are in the transmission
range of B. Then it is sufficient that an arbitrary node A €
A:(B) discovers B, and transfers a copy of the data or the
message to B. Fig. [[(a) illustrates this scenario, where the
green nodes are in 4;, while the blue nodes are not in 4;. The
circle surrounding node B represents its transmission range.
For ease of exposition, we assume symmetric transmission
range, i.e., if A is in the transmission range of B, then B is also
in the transmission range of A. Then A:(B) = {41, As, A3}
in the example in Fig. [I(a) and it is sufficient for one of the
nodes in A;(B) to discover B. Note that the group of nodes in
A¢(B) do not have to be in the communication range of each
other, or be aware that they are in B’s group. Since the nodes
are mobile, the nodes in B’s group will change dynamically
over time. Suppose that B is discovered at time t’, then it is
added to A . In Fig. Eka), we further illustrate another instance
of group-based discovery for blue node B’ ¢ A;, where it is
sufficient for one green node in Ay (B’) = {As, Ay, A5, Ag}
to discover B’. Note that A3 is in both 4;(B) and A;(B’) at
time ¢{. When As discovers B, it does not necessarily discover
B’, and vice versa.

In general, we formulate the problem of neighbor discovery
in group settings as follows. Consider a group of nodes
A= {A;,..., A}, node B ¢ A, and all nodes in A are in
the transmission range of B. The critical quantity is the time
for the first node in A € A to discover B, which represents
the discovery latency in group settings. The goal is to choose
the waking-and-sleeping schedules for all the nodes (including
both nodes in A and node B) so that the discovery latency is
minimized. For ease of notation, we denote the set of nodes
as A instead of A;(B) since we only consider a single node
B that is not in the group and a particular group of nodes that
can discover B. In a mobile network, as illustrated in Fig. Eka),
multiple instances of neighbor discovery in group settings can
happen in parallel and are treated independently. The neighbor
discovery schemes that we will develop (see Sections and
[V) are for general mobile network topologies, where nodes
are duty cycled and do not have synchronized clocks; their
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Slot when A; and B discover each other
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Fig. 1. (a) Illustration of neighbor discovery in group settings. (b) An example illustrating neighbor discovery in a group setting. The shaded slots represent

awake slots.

applications in mobile networks will be demonstrated in a case
study in Section

For simplicity, we divide time into equal-length slots, la-
beled by {0,1,...}. A node is either awake or asleep in a
time slot. When it is asleep, its radio is off and hence it
cannot transmit or receive any message. When it is awake, the
radio is on, and it can transmit, listen or alternate between
transmitting and listening. Specifically, we assume that it
transmits a beacon at the beginning and end of a slot, and
listens for the rest of the slot. Using beacons at both ends of a
slot is to accommodate slot misalignment, as in [[10]]. It permits
the analysis to treat the schedules as though they are aligned at
the slot level; for a detailed treatment of this alignment issue,
see [6]. Two nodes, A and B, discover each other when they
have an overlapping awake slot and successfully receive the
beacons from each other.

Let S; and d; denote the schedule and duty cycle, respec-
tively, of node A; € A, where S; C {0,1,...} specifies the
set of slots when A; is awake. Likewise, let S and d denote
the schedule and duty cycle of B. The goal is to determine the
schedule for each node so that the latency for one node in A to
discover B is minimized. Fig. [[(b) shows an example, where
A ={A;, Ay, A3}. The schedule of a node is represented by
the slots, with shaded slots representing awake slots and blank
slots representing asleep slots. The discovery latency in this
example is 3 slots, when A3 and B discover each other.

Existing pairwise schedules guarantee that a node A; € A
can discover B within ¢/(d; - d)) slots, where ¢ is a constant
determined by the details of a pairwise discovery schedule (see
Section [I). For neighbor discovery in group settings, simply
using an existing pairwise schedule, we can certainly guarantee
discovery latency in time no more than

c
(maxi dl) -d '
Note that this analysis just relies on the node with the largest
duty from the group to discover B—in particular, it does not
provide any benefit for a large group that consists of nodes
with small duty cycles. Ideally, of course, we would like the
nodes in A to work in tandem to provide stronger discovery
guarantees that scale as a function of the fotal duty cycle of
the group rather than the maximum duty cycle of the group.

We define the effective duty cycle, denoted deg, of the
group as the fraction of time when at least one node in
the group is awake. That is, deg is the duty cycle of the

Authorized licensed use limited to: UNIVER

schedule Ul S;. To calibrate our expectations, note that if each
node A; were awake with independent probability d; in each
time slot, then Pr[no A; awake] = [[,(1 — d;) and hence
Pr[some A; awake] = 1 — [](1 — d;). With this motivation,
we define the ideal duty cycle

dideal = 1 —H(l —d)~1—e"

7

Zi di
)

where the approximation is accurate when the d;’s are small.

As an example, consider a collection of 10 nodes, each
with 5% duty cycle. Then the ideal duty cycle of the group
is 1 — (1 —0.05)!° ~ 40%. When the nodes use pairwise
schemes for neighbor discovery, since all the nodes have the
same duty cycle, they may naively choose exactly the same
schedule (i.e., they all wake up in exactly the same slots). In
that case, the effective duty cycle of the group is only 5%, far
below the ideal duty cycle.

Our goal shall be to provide schedules for which deg ~
dideal, and show that the nodes in a group can actually
discover new nodes with latency determined by de.g rather
than max; d;.

C. A Simple Randomized Schedule

We now show that a simple randomized schedule, where a
node wakes up in each time slot with independent probability
equal to its duty cycle, has the desired property that deg ~
didea1. For any fixed time slot, it is easy to show that for the
randomized schedule Prjsome A; is awake] = 1—[[,(1—d;),
which is precisely digea for this group. Then it is clear that

Pr[A and B discover each other at time t] = diqea1d

for any particular time step ¢ and, moreover,
1
dideard’
where E[-] denotes expectation. It is furthermore easy to

establish strong “tail bounds” on the probability that discovery
takes significantly longer than 7' is:

Pr[discovery time for A and B > T < (1 — digeard)”
e Tdigeard

E[discovery time for A and B] =

Despite these strong properties, randomized schedules have
a critical drawback: even after two nodes discover each other—
due to the randomness in the schedules—they cannot predict
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each other’s future awake slots. Additionally, randomized
schedules cannot offer deterministic guarantees of discovery.

D. Deterministic Schedules

We focus on deterministic schedules, which have the ad-
vantage that when two nodes discover each other, they can
precisely predict each other’s awake slots in the future. This
allows convenient future communications and can significantly
improve application performance (see Section [VII). We de-
velop two deterministic schemes that provide deg ~ digeal
and also have the desirable property that two nodes can com-
municate their schedules to each other with short messages.
The first scheme (Section is a random shift technique that
can be applied to existing pairwise discovery schedules, while
maintaining their worst-case pairwise discovery guarantees.
The second scheme (Section [V) is a new family of “poly-
nomial” schedules, which provides a rigorous guarantee on
expected discovery time (scaling in digeal)-

In both schemes, a node does not need to keep track of
which group that it belongs to, or what other nodes are in
the group, or communicate explicitly with other nodes in
the group, hence they are ideal for mobile networks where
the nodes in the group change dynamically over time. The
“coordination” among the nodes in the group is through the
randomness in their schedules, specifically, the random shift
at the beginning of the schedule and the random coefficients
of the polynomial for each node. Once the randomness is
determined at the beginning, the schedules are deterministic.
Both schemes lead to deterministic future awake times, and
hence are deterministic schemes. The deterministic future
awake times will be leveraged in Section to improve
application-level performance. In addition, both schemes can
be used in mobile networks with interference and packet
collisions. In such cases, the beacons that are used for neighbor
discovery can be corrupted, which can increase the discovery
latency.

IV. RANDOM SHIFT SCHEDULES

Before describing the random shift technique, we first use
an example to motivate its design. Suppose all nodes in A have
the same duty cycle and the same deterministic schedule. In
that case, they would all be awake during the same time slots,
and thus effectively act like a single node. Therefore, having
the group of nodes, no matter how large the group is, does
not help at all in reducing the latency in discovering B. One
simple approach to avoid the above synchronization is to add
random shifts to the nodes’ schedules, which is the main idea
of the random shift technique. We next describe the approach,
and then prove that it leads to an effective duty cycle that is
close to the ideal duty cycle.

A. Schedule Design

Consider a group of nodes A = {A;,...,A;}, with
schedules S, ..., Sk and duty cycles dq, ..., dg, where S; is
determined by a pairwise scheme. The random shift technique
can be applied to any deterministic pairwise schedules that are
periodic, i.e., the schedule is a fix-length schedule that repeats

el

itself. Specifically, denote the periods of the nodes’ schedules
as nq,...,n,. The random shift schedules are determined by
selecting a random shift «; for each S;, where «; is selected
independently and uniformly in {0, 1, ... ,n; —1}; this choice
suffices since schedule S; is periodic, with period n;.

Fig. [[(b) shows an example of random shift schedules.
Suppose each node has duty cycle of 3/7, and the original
schedule is {0,1,3,7,8,10,...}, i.e., a periodic schedule with
period of 7, which is determined by a pairwise neighbor
discovery scheme. Following the random shift technique, each
node chooses a random shift in {0,1,...,6} and applies it
to the original schedule. Specifically, the random shifts for
nodes Aj, Ay, As, and B are 0, 5, 1, and 2, respectively.
Their schedules after the random shift are shown in Fig. [T(b),
where the shaded slots represent awake slots. After the random
shift, we see that the discovery latency is 3 slots, when Ag
discovers B. On the other hand, if nodes A, A5 and As all
use the schedule as that of A, the discovery latency will be
6 slots.

As mentioned earlier, the above random shift technique can
extend any existing periodic pairwise scheme to group settings.
As an illustration, we apply it to Disco [[10]]. Recall that for a
node with duty cycle d, the corresponding Disco schedule is
characterized by two primes p; and ps so that 1/p1+1/ps = d.
Applying the randomly shift technique, a node determines the
two primes as above, and selects a uniformly random element
from {0, 1,...,p1pa —1}. Note that with these parameters set,
the schedule is now deterministic. When two nodes meet each
other, they inform each other of the two primes as well as
their current offset in the schedule; then each can completely
reconstruct the other’s future awake slots. The random shift
does not introduce any additional communication overhead
since even without random shift, a node needs to send another
node its two primes and its current offset in the period (since
nodes could start their schedules at different times).

B. Discovery Time

We next establish that, with high probability, random shift
schedules achieve effective duty cycle deg that is close to
dideal. Define & = (v, . .., ay), where «; is the random shift
for node A; € A. Then the effective duty cycle of the group
A is

N |{t6{07,H1n2—1}|31,t+a, GSZ}‘
- [T;ni 7

where we use the notation der () in place of deg as a reminder
that it depends on a. Since the schedule of each node is
periodic, when defining dog (), it suffices to consider a period
of ]_[Z n;, where n; is the period of schedule S; for node
A; € A.

Theorem 1. Let A = {Ay,..., Ar} be a group of nodes,
with schedules S1, . .., Sk, duty cycles dy, . ..,d; and periods
ni,...,Nn,. Under the random shift technique, the expected
effective duty cycle d.g(a) as defined in satisfies

deft () (D

E[deﬁ(a)] = dideal =1- H(l — dz) ~1— e_zdi .

i
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In the “small” regime when ), d; < 1/2, for any 0 <n <1
we have

_n?%id;
< e Zmax;d; |

Pr [deﬂ(a) <1 e (U-mME;di 2

It follows that deg (@) ~ diqea1 With high probability, so long
as max; d; < . d;.

Proof. Let D; denote the density of the union of the first ¢
shifted schedules S1+a1U- - -US;+«;. Let I'; = 1—D; denote
the density of the “uncovered” times when none of A4, ..., A;
are awake. With these definitions, note that degt(a) = Dy, =
1—T%.

Writing T'; = (1 — 4;)T;—1 (for a value 0 < v; < 1),
the random variables I'; implicitly define a family of random
variables T T,

iy

The variable ~; is the fraction of “uncovered” times (by
A, ..., A;_1) that are newly covered by adding the schedule
S; + «;. A favorable property of ~y; is that, regardless of
S1,...,8-1and aq,...,a;_1, the expected value of ~; is pre-
cisely d; (assuming that I'; # 0). (Recall that the probability
that any individual time slot is covered by S; + «; is precisely
d;.) It follows that the random variables X, = ZL(%‘ —d;)
satisfy the martingale condition E[X}, | X;—1] = Xj_1. Note,
also, that if ). d; < 1/2 then for each ¢ we have I'; > 1/2
and I';_; — I'; < d; so that 0 < v; < 2d;; it follows that
|Xs — Xioa] < d;.

We apply now Azuma’s inequality [25, Theorem 4.16], a
classical concentration inequality for martingales. In this case,
it asserts that

Vi =

A2

Pr[X; < -\ <e 25i%

and, by setting A =17 - ). d; for a constant 0 < ) < 1, that

k k
Pr lZ% <(1-mn) (Z%)] <e
n2%d,

S e 2max;d;

02 dp?
2y, d?

3)

where we have applied the bound
z:dZ2 < (Z di) maxd; .
i i ’

Observe, finally, that if >~ ~; > (1 —n) >_ d;, then
2
Iy = H(l — ) <e Zit < e Eidi

Combining equations (3) and @), we conclude that

“4)

n? %, d;
Pr[[), > e (ImMXidi] < o~ Fmari d; |
Recalling that dog () = 1—T, this establishes (2)) as desired.
O

As an example, consider a group of 10 nodes and the
duty cycle of each node is 1%. When setting 7, 1/2,
following (), desr(cx) is at least 4.9% with 71.3% certainty.
When the number of nodes is increased to 20, following ,

el

der (@) is at least 9.5% with 91.7% certainty. In both cases,
the effective duty cycle is much larger than 1%, the duty cycle
of an individual node.

Theorem [T] shows that the random shift scheme establishes
control of deg for arbitrary schedules subjected to random
shifts at the start of the schedules. Additionally, we remark
that the construction retains any favorable pairwise discovery
guarantees that the schedule might have previously enjoyed.
Specifically, if the original schedules guaranteed pairwise
discovery in time ¢/(dd’), then these new schedules also have
this property. On the other hand, this result does not give
a guarantee on the expected discovery time; the polynomial
scheme (Section [V) provides such a guarantee.

V. POLYNOMIAL SCHEDULES

In this section, we develop a family of schedules that are
determined by a small number of random bits (which can be
thought of as the “fingerprint” of the schedules) and are oth-
erwise deterministic; then other nodes which are aware of the
“fingerprint” of a peer’s schedule can completely reconstruct
the peer’s schedule. Furthermore, we wish the schedules to
have guaranteed expected discovery time that scales appro-
priately in terms of dijqes;- To achieve such guarantees, we
study a family of “polynomial” schedules that rely on degree-3
polynomials. The reason for focusing on degree-3 polynomials
is that they achieve 4-wise independence, a property critical
for our analysis of the schedules (see Theorem [3).

A. Schedule Design

Consider a group of nodes A and node B. Each node A; €
A has duty cycle d; and schedule S;. Node B has duty cycle
d and schedule S. In the following, for ease of exposition,
we first describe how B determines its schedule S based on
degree-3 polynomials; the schedules for the nodes in A are
constructed similarly (see later).

Schedule for B. Based on its duty cycle d, node B chooses a
prime, p > 1/d. Let Z, be the field with p elements, i.e., the
integers modulo p. Define a polynomial Q(z) = aza® +-- -+
ag, where ag, ..., a3 are chosen independently and uniformly
in Z,. Then node B determines its schedule S C Z, as

S={z€Z,|Q(x)modpe{0,...,|[pd]}}.

Since the coefficients ag, . . ., ag are chosen independently and
uniformly in Z,, the p random variables

are 4-wise independent (see Remark below); in particular,
for any 4 fixed, distinct elements z1,...,x4 € Zp, the
random variables (Q(x1),...,Q(x4) are uniform in Z, and
independent. This property will be critical for the proof of
Theorem [3] below.

Remark. In %eneral, we remark that if a degree k& polynomial
P(z) = >;_ bz’ is selected by choosing the coefficients
b; € Z, independently and uniformly at random, then for any
k + 1 distinct fixed values vy, ...,v; the random variables
P(vg),...,P(v) are independent. To see this, consider a
sequence of k£ + 1 “target” values wy,...,wy € Z, (which
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are not necessarily distinct) and the event that Vi, P(v;) = w;.
Organizing these constraints into a linear system, we find that
the b; must satisfy

1 v vg e vg b
g w
1 vy 0?2 - of 0 0
12 k) \bk W
1 v, v v
1%

The matrix V' in the above linear system is a Vandermonde
matrix, and hence has full rank when the v; are distinct. It
follows that this linear system has a unique solution in the b;
and hence that Pr[Vi, P(v;) = w;] = 1/p**!, as desired. As
this holds for any fixed collection of v;, we conclude that the
family of random variables P(0),..., P(p—1) are k+ 1-wise
independent (when k < p).

We next describe two properties of the above schedule:
(1) it preserves the duty cycle, and (ii) it leads to succinct
representation. First of all, we observe that the above schedule
preserves the duty cycle of the node. Specifically, for any fixed
z € Lp, Pr[Q(x) €{0,..., [pd]}] = (lpd| +1)/p = d+r/p,
where 0 < r < 1. Hence, the average duty cycle of the
schedule S is

Ea[S|/p] = (lpd] +1)/p =d + O(1/p),

where a = (ag,...,a3). We remark that the O(1/p) error
term can be made arbitrarily small by choosing a large value
of p. In particular, for p ~ 1000/d, this error is never more
than 0.1% and log, p ~ log, 1000 + log, d < 10 + log,(1/d)
so that integers modulo p can be efficiently written down
and manipulated. We also emphasize that once (a, ..., as)
is chosen (at the beginning), the schedule is deterministic and
can be represented succinctly through the prime p and the
four values, ao,...,as € Z,. This succinct information can
be forwarded to another node (after discovery), which can
then completely reconstruct the schedule. The communication
overhead for the setting discussed above (where p = 1000/d)
is 6log, p &~ 60 + 6log 1/d bits.

Schedules for the nodes in 4. Following a similar procedure
as above, each node A; € A chooses a prime based on its duty
cycle d;, and then chooses a random degree-3 polynomial,
which determines its schedule S;. For the schedules thus
constructed, for any fixed time ¢ it follows immediately that

Pr [t e (U &) n s] = digeard 5)

where digea1 = 1 — [] (1 —d;). That is, the probability for
A to discover B at time t is djgeaid- (The probability above
is taken over the choices of the coefficient vectors for all the
nodes in A and B.)

B. Discovery Time

Theorem 2. Consider a group of nodes A = {A;} and
node B. Assume each node selects a schedule following the
polynomial scheme as described above. Let S; denote the
schedule for node A;, S denote the schedule for node B, and

el

d; (and d) the average duty cycle. Let X; be the indicator
variable for the event t € (|J; S;) NS. Then

5
E,[discovery time] = E,min{t | X, =1}] <1+ T
ideal
(6)

where digea1 = 1 — [[,(1 — d;).

The random variables X;’s as defined above are 4-wise
independent (because the event X; depends only on a single
value Q;(x;) for node i, where z; is determined by the
offset for this node). The above theorem is an immediate
consequence of the following general result on “first nonzero”
variable for a family of 4-wise independent variables.

Theorem 3. Let X1,..., X1 be a sequence of 4-wise inde-
pendent indicator random variables with E[X;] = p. Then

Emin{t | X; =1} <14+5/u.

We begin with a proof of Theorem [3| and then return to
prove Theorem

Proof of Theorem |3 We begin with a standard 4th moment
inequality to bound the probability Ef X;=0for1 <t<T.
(The reader might wonder why a conventional second—moment
method does not suffice for this purpose—we comment on
this below.) For convenience we write Y; = X; — u, so that
E[Y;] = 0 and note that

t

(Xv)

3

E

< ) E[Y;,...Y,]
il,..,i4

- zi:']E[Yf] + (;L) > EYPYF,

i<j

as any term of the form E[Y;, ...Y;,] in which a particular
index appears exactly once is equal to zero by virtue of the
fact that the Y; are independent and E[Y;] = 0. Observe then
that E[Y?Y?] = E[Y?] E[Y}] (when i # j) and 0 < E[Y}!] <
E[Y;?] < u, so that

E <t + 3(ut)? < 4(put)? (7

(7)

assuming that ¢ > 1/u. Applying Markov’s inequality, we
conclude that (when ¢ > 1/p)

Pr [ZXi:O] < Pr HZY ztu}
—Pr [(Z 1@)4 > (w)“}
B[] 4

= (ut)* S(M)”

enittelds tbibiurepn vk 'mx/miiﬁtqihuﬁﬁss‘requﬂesHE[SE/pavmiBﬁa’em?pehitqastﬂwwa'ederd@(mlﬁlicaikms’/rights/imﬂex_hmlfﬁmmmedmhfmmﬁmn.

Authorized licensed use limited to: UNR‘ISERS?ITY OF CONNECTICUT. Downloaded on January 03,2022 at 18:15:12 UTC from IEEE Xplore. Restrictions apply.



T
This article has been accepted for pubqlcanon ina

1536-1276 (c) 2021 IEEE. Personal@)mp&EﬂtRﬁ&unmR;sblisgtimﬂmddhtbﬂmmpnb'

is article has been acce or publication in IEE
fedtion ?uture issue%tfet?ujs ]ro%ma(f, ut has not

content may change pri(}rrta(%l Qggg gllilsbg%

Transactions on Wireless Communications. This is th thor's yersion which has no n fully edj nd
een fsxﬁfyleglste(f &gntent may chelljnée p|1910r to I}szllf pu% 1gaplon4 &?tatlionvivn%ormat?on:t]ggi 104 Yo99’f%8.2021.3133099, IEEE
i N eistsa' n informatijon: DOI 10.1109/TWC.2021.3133099

ommumca{lons

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. X, NO. X, XXX 2021 8

It follows that the expected value of the smallest index 7 for
which X; =1 is

E[min{i | X; = 1}]

T
= ZPr[min{i | Xi =1} > 1]

t=1
T
=14+ PriX; ==X, =0
t=1
< Z 1+ Z Pr[X; = = X, = 0]
t<[1/p] t>[1/p]
1 4
= [J t 2 e
t>[1/p]

1 4 [ 1 5
< |-+ Sdt <14 —.
H Syt 1%

We remark that a similar argument based only on variance (that
is, the second moment) does not provide such a O(u~!) bound
on expectation, as the resulting integral [ 1/¢ would introduce
an undesirable factor of log T into the final bound. O

Remark 1. A more careful analysis of the expectation above
can reduce the factor 5 appearing in the denominator. Specif-
ically, by separately handling the (ut) and (ut)? terms of (7)),
one can reduce the factor of 5 in the numerator of the final
bound to 4.5.

Proof of Theorem 2] Applying Theorem [3| to the X; defined
above (with expectation given by (3)) and T' — oo yields the
desired bound (6). O

Last, the above polynomial algorithm is designed for neigh-
bor discovery in group settings. In a pairwise setting, it does
not guarantee that two nodes will discover each other in a
bounded amount of time; to ensure delay guarantee, it can
be used together with existing pairwise schemes as follows.
For a duty cycle of d, select two duty cycles di,ds so that
di + dy = d, use the polynomial time algorithm to decide a
wakeup schedule S for duty cycle d;, use an existing pairwise
scheme to decide a wakeup schedule S5 for duty cycle ds, and
then S U S5 is used as the wakeup schedule for duty cycle d.

VI. EXPERIMENTAL RESULTS

In this section, we use experiments in a testbed to investigate
the impact of various practical issues (e.g., interference, trans-
mission latency) on neighbor discovery in group settings. We
consider three schemes. The first two apply the random shift
technique to two representative pairwise schemes: Disco [10]
and Singer [40] (Singer is an optimal scheme for pairwise
neighbor discovery in homogeneous settings; Disco works
in both homogeneous and heterogeneous settings, and is
significantly simpler than Singer), referred to as Disco-RS and
Singer-RS, respectively. The third scheme is the polynomial
scheme, referred to as Poly.

In the following, we first describe the testbed setting,
and the experimental results on latency and loss rate under
multiple simultaneous transmissions. After that, we describe
the experimental results when running the neighbor discovery
schemes in the testbed.

Authorized licensed use limited to: UNIVER

Raspberry Pi

-
4 P
~EE
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Fig. 2. Tllustration of the testbed. Each Raspberry Pi has one WiFi and one
Ethernet interface. The wireless interfaces are set in the ad-hoc mode for
neighbor discovery. The Ethernet interfaces are connected to a switch (wires
omitted for clarity) for easy control of the experiments.
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Fig. 3. Probability of having ¢ (¢ > 0) simultaneous transmitters when n = 10
nodes are in the neighborhood of each other.

1 2 3 4 5

A. Testbed

Our testbed contains 8 Raspberry Pi 3 Model B devices (see
Fig.[2) that are placed in the transmission range of each other.
Each device has two network interface cards: an integrated
BCM43438 WiFi interface that features single-band 2.4 GHz
IEEE 802.11b/g/n, and a 100 Mbps Ethernet interface. The
wireless interfaces of the devices are configured in the ad-hoc
mode for neighbor discovery. They are set to communicate
over channel 1, and use the IEEE 802.11 MAC protocol, i.e.,
CSMA/CA, for medium access. The beacons for neighbor
discovery are sent using broadcast, and hence have no MAC-
layer ACKs or retransmissions. The Ethernet interfaces are
used to control the experiments. Specifically, we connect the
Ethernet interfaces of the devices to a switch. The control
commands related to the experiments are sent via the Ethernet
interfaces through the switch so that the latency is negligible.
One node serves as the aggregator, which sends the control
commands to the other nodes, and collects the experimental
results, all through the Ethernet network.

The operating system on each node is Raspbian 8. We
program all the nodes using Python, leveraging the RPC/RMI
(Remote Process Call/Remote Method Invocation) module
Pyro (Version 4.60) [9], which allows us to define the ag-
gregator and nodes conveniently as objects.

B. Simultaneous Transmissions

When multiple nodes transmit simultaneously (e.g., when
their slots are aligned and they wake up in the same slot),
they may potentially cause interference to each other. In the
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following, we first quantify the extent of simultaneous trans-
missions in group settings (i.e., the probability that multiple
nodes in the neighborhood transmit simultaneously), and then
investigate its impact on transmission latency and packet loss
rate using experiments in the testbed.

Extent of simultaneous transmissions. Suppose n nodes are
in the transmission range of each other, each with duty cycle
d. In the rest of the paper, we only consider the cases when n
is around 10 or less, and the nodes’ duty cycles are no more
than 10%. The considered node density is reasonable since
the transmission range of a node is within tens or hundreds of
meters under existing technologies such as Zigbee and WiFi
(note that n represents the number of nodes that are in the
transmission range of each other; the total number of nodes
in the network can be much larger, as in the settings to be
explored in Section [VII). Setting duty cycle to be no more than
10% is desirable for saving energy, particularly for embedded
devices that are often used in wireless networks.

Fig. Ba) plots the probability of having ¢ nodes waking
up and transmitting in the same slot under four neighbor
discovery schemes (Disco-RS, Singer-RS, Poly, and the simple
randomized schedule) when n = 10 and d = 10%. The results
for the simple randomized schedule are obtained analytically:
under the scheme, since a node wakes up in a slot with
probability equal to d, the probability of having 7 nodes waking
up in the same slot is (7})d*(1—d)"~". The results for the other
three schemes are obtained empirically (from 10,000 instances
of schedules). Fig. 3[b) plots the results under a lower duty
cycle, d = 1%. We observe that in both cases, the probability
of having more than 3 simultaneous transmitters is very low:
it is below 1.8% when d = 10% and below 0.03% when
d=1%.

Experiment setup. We use experiments to investigate the
impact of simultaneous transmissions on one-way latency and
packet loss rate, which will be used to provide insights on the
neighbor discovery results in Section

Based on the results above, we set the number of simul-
taneous transmitters to 2 or 3, and use the case when there
is a single transmitter as the baseline. A node transmits UDP
packets periodically every 100 ms over the ad-hoc wireless
network. Each packet contains three fields, node ID, sending
time and a sequence number. In addition, we set up a node
as a sniffer, dedicated to listening and logging all the packets
it hears. All the nodes are synchronized using Network Time
Protocol (NTP) so that we can obtain one-way latency from
sending to receiving a packet (we verified that the clock
differences of the nodes are within 2 ms). The sniffer records
the time when it receives a packet, and then obtains the one-
way delay of the packet as the difference of the sending time
(carried by the packet) and the receiving time. It further uses
the sequence numbers to obtain packet loss rate.

The aggregator sends control messages to the nodes sequen-
tially with an interval, A, through the Ethernet network to
initialize the transmission of the nodes (i.e., a node immedi-
ately starts transmission after receiving a control message). In
the following, we consider three settings, A =0, 1 or 10 ms.
When A = 0 ms, the aggregator sends control messages back-
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Fig. 4. One-way latency from a sender to a receiver when the number of
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04

04

40 ms 40 ms
03 H-1 ms 03 H-1ms

410 ms 410 ms

) o

3 3

~0.2 202

P P

@ 2

Q <

[ -

e
oS

__ / — —

1 2 3 1 2 3
Number of Senders Number of Senders

(a) Midnight (b) Noon

Fig. 5. Packet loss rate when the number of simultaneous senders is 1, 2, or
3,and A =0, 1 or 10 ms.

to-back to the nodes, essentially making the nodes transmit
simultaneously; when A = 1 or 10 ms, the transmissions of
the nodes are staggered. Once starting, a transmitter sends
1200 UDP packets periodically at the interval of 100 ms. Our
testbed shares the same wireless spectrum as the university
campus WiFi network (our testbed is located in a lab inside
the University of Connecticut). Each setting is repeated 5 times
in midnight (when the load in the campus WiFi network tends
to be low, and hence causing less interference to the testbed)
and 5 times at noon time (when the load in the campus WiFi
network tends to be higher).

Latency and loss rate. Fig. [4] plots the CDF (cumulative
distribution function) of one-way delay when the number of
transmitters is set to 1, 2, or 3, and A = 0 ms (i.e., when
the node transmissions are synchronized). The results for the
measurements at midnight and noon time are both shown in
the figure; the results for other settings (i.e., when A is 1 ms
or 10 ms) are similar (figures omitted). We observe that one-
way delay is around 10 ms in most cases. It is insensitive to
the number of simultaneous transmitters. During noon time,
the variance of the latency is slightly larger than that during
midnight, indicating more impacts from the campus WiFi
network.

Fig. [§] plots the average loss rate in each setting; the 95%
confidence intervals are also plotted in the figure. In all the
settings, we observe negligible loss rate when there is a single
transmitter. When there are 2 or 3 transmitters, the loss rate
is negligible when A 10 ms, which is not surprising
since as shown in Fig. 4} most of the one-way latencies is
within 10 ms, and hence staggering node transmissions by 10
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Fig. 6. Illustration of neighbor discovery with aligned and staggered slots.
In this example, the discovery latency is 10 slots in the aligned case, and 9
slots in the staggered case.
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ms causes very little interference to each other (and hence
negligible loss rate). When A = 0 ms, the loss rate can be
high, particularly for 3 simultaneous transmitters. The loss
rate is reduced significantly when the nodes’ transmissions
are slightly staggered (when A = 1 ms). Last, comparing
Figures [5[a) and (b), we observe slightly lower packet loss
rates during midnight compared to that during noon time,
which might be due to less background traffic during midnight
in the campus WiFi network.

While the loss rate can be high when multiple nodes
transmit simultaneously (i.e., when A = 0 ms), it represents a
scenario that is unlikely to occur during neighbor discovery
in practice, since it requires the nodes to have perfectly
synchronized clocks. As we have shown, even a slight offset
of the nodes’ transmissions leads to very low loss rate. In
addition, as shown earlier, the probability of having more
than two simultaneous transmitters is low under the settings
we consider. Hence we do not expect packet loss to have
significant impact on neighbor discovery, which we validate
next by comparing results from the testbed (that incorporates
realistic factors, including packet loss) and those from a
simulator (that does not consider packet loss).

C. Results on Neighbor Discovery

We have implemented Disco-RS, Singer-RS, and Poly in the
testbed. While running them in the testbed has the advantage
of incorporating the impact of various realistic issues, it is
cumbersome for evaluation in some cases (e.g., in mobile
networks, or when the nodes duty cycles are very low and
hence the discovery latency is very large). We therefore
also implemented them in a simulator that we developed in
MATLAB. The simulator captures the essential properties of
the schemes, while making simplifying assumptions in that it
does not consider transmission latency or packet loss. In the
following, we compare the experimental results obtained from
the testbed with those from simulations. In both the testbed and
simulator, the number of nodes in A is set to 2, 4 or 6. All the
nodes have the same duty cycle of 10%; the cases with lower
and heterogeneous duty cycles are deferred to Section
We next describe the setups in the testbed and the simulator
in more detail, and then the results.

el

In the testbed, a node follows a pre-calculated schedule:
when it is asleep, it does not transmit or listen to packets;
when it is awake, it broadcasts a beacon (a UDP packet with
the node ID) at the beginning and end of a slot, and listens
for the rest of the slot. The slot length is 100 ms or 50 ms
(to be significantly larger than one-way delay, which is around
10 ms). We investigate two cases, i.e., when the slots of the
nodes are aligned and when they are staggered, as illustrated
in Fig. [6] Specifically, following the setup in Section
the aggregator sends control messages to the individual nodes
so that their slots are aligned (i.e., A = 0 ms), which can
lead to high loss rate, or staggered by 10 ms (i.e., A = 10
ms), which only leads to negligible loss rate. The nodes in A
are started first, and B is started the last. When a node in A
discovers B, it sends the discovery latency 7' (i.e., the time
when the discovery happens minus the time when the neighbor
discovery process starts) to the aggregator. Similarly, when B
discovers a node in A, it sends the discovery latency T to
the aggregator. The aggregator records the discovery latency
in the group setting as max(7,T").

In the simulator, we model the neighbor discovery process to
obtain the discovery latency. In the aligned case, the discovery
is achieved when a node in A wakes up in the same slot as
B, which is the standard notion of discovery in the literature.
In the staggered case, due to the staggering and the one-way
latency, discovery can be achieved when B is in an awake
slot ¢t and a node A € A is in an awake slot ¢ + 1. Therefore,
under the same schedules, the staggered case can achieve faster
discovery than the aligned case. Fig. [0] illustrates these two
cases using an example: in the aligned case, the discovery is
achieved in slot 10 for both nodes A and B; in the staggered
case, the discovery is achieved in slot 8 for B and slot 9 for
A.

Fig. [/(a)-(c) show the CDF of the discovery latency of
Singer-RS, Disco-RS and Poly, respectively. Each distribution
is obtained from 500 runs, with randomly chosen schedules
in each run, when each node has duty cycle of 10% and
|A] = 6. The slot length is 100 ms (using slot length of 50
ms leads to similar results). The results from both the testbed
and simulator are shown in the figure. We observe that the
staggered case indeed leads to faster discovery, and the results
from the testbed match well with those from the simulator.
For the aligned case, the latency from the testbed tends to be
smaller than that from the simulator. This may be because of
stochastic transmission latencies and/or less aligned slots over
time (e.g., due to different speeds of the clocks) in the testbed.
Overall, for all the three schemes, the results obtained from the
simulator agree with those from the testbed. Last, we remark
that the one-way latency (i.e., around 10 ms) on our Raspberry
Pi platform is much larger than that in other platforms (e.g.,
Mote sensors [3]], [[10], programming radios [23], low-power
RFID platforms [7]], [21]], and other embedded platforms [[17],
[26]). The slot length of the neighbor discovery schemes
running on a platform needs to be chosen based on one-way
latency of the platform. Existing studies used slot length of 10
ms or less for the platforms that they use; we used larger slot
length due to much larger one-way latency of our platform.
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Fig. 7. Experimental and simulation results for Singer-RS, Disco-RS and Poly. Each node has duty cycle of 10%, |.A| = 6.

VII. CASE STUDY

In this section, we present a case study that uses neighbor
discovery in group settings as a building block. Specifically,
we consider two applications described in Section @
unicast data transfer in a DTN network, where a source needs
to send a message to a destination and multiple copies of
the message (each carried by an individual node) are allowed
in the network; and (ii) broadcast data transfer where the
message needs to be sent to the rest of the nodes in the
network. For the unicast application, the goal is to minimize
delivery latency, i.e., the delay from the message is generated
at the source until it reaches the destination; for the broadcast
application, the goal is to minimize completion time, i.e., the
delay from the message is generated at the source until it
reaches all the other nodes. For our proposed random shift and
polynomial techniques, we develop a simple extension called
Proactive Transmission that leverages the deterministic nature
of these schedules and show that it can significantly improve
application-level performance (i.e., reducing delivery latency
or completion time). In the following, we first describe the
Proactive Transmission mechanism, and then the simulation
setting and results.

A. Proactive Transmission

The Proactive Transmission (PT) mechanism is used by a
node that has just received a copy of the message to proactively
transmit it to other nodes that might be close by and have not
received a copy of the message. It allows the message to be
transmitted faster into the network, and hence reducing the
delivery latency.

Specifically, suppose that a node A has just received a copy
of the message at time ¢. Suppose that node A maintains a node
list, N 4, which records a list of nodes in the network that A
is aware of (because node A met them in the past or through
message exchange with other nodes, see later). For each node
u € Ny, let u.r = 1 represent that, to node A’s knowledge, u
has received a copy of the message; u.r = 0 otherwise. Let u.t
represent the time when node A last met v and u.« represent
the set of parameters of u that can be used to determine wu’s
future awake slots. Through the PT mechanism, node A sends
a copy of the message to up to K nodes in N 4. Specifically,
node A considers each node u € N4 with u.r = 0 (ie., A
believes that u has not received a copy of the message), sorts

Authorized licensed use limited to: UNIVER

them in increasing order of ¢ — u.t (breaking ties arbitrarily),
and selects the first (up to) K nodes, i.e., preferring the nodes
that A met more recently. For each selected node v, node A
determines the next time slot when v is awake (based on v’s
schedule, as represented in v.«), denoted as t,,, and proactively
wakes up at t,, to transmit a copy of the message to v. Then v
will receive a copy of the message if and only if it is in node
A’s transmission range at time t¢,. As described above, for a
particular message, node A only uses the PT mechanism once
(i.e., when it just receives a copy the message), which leads
to low overhead.

In the PT mechanism above, we assume that a node does
not know its location (e.g., the nodes are simple embedded
devices that do not have GPS). Therefore, a node simply uses
the last meeting time as a proxy of its distance from another
node. When nodes are equipped with GPS and node distance
can be estimated more accurately, a more refined mechanism
can be developed for A to decide which K nodes to select to
increase the likelihood of success.

Maintaining node list. We now describe how a node, A,
maintains its node list, N4. Initially, N4 is empty. When
node A meets another node B at time ¢, they update their
status information (i.e., whether one has received a copy of
the message or not). That is, if A has a copy of the message,
while B does not, then A transmits a copy of the message to
B, and vice versa. Then node A updates its node list N4: it
adds B to N4 (if B ¢ N4), with B’s schedule B.q, the latest
meeting time B.t = ¢, and the status information B.r. Node B
updates its node list Np in a similar way. In addition, A and
B share their node lists so that they get to know more nodes
in the network as follows. Consider each node u € Ny U Np.
If u € Ny and u € Np, then A and B update u’s status based
on their joint information: if either A or B knows that u has
received a copy of the message, then both of them set u.r =1
in their node lists. If w € Np but u ¢ Ny, then A adds u
to its node list V4, with «’s information, u.r (as recorded by
B), u.c, and sets u.t = —oo (indicating that A has not met «
yet). Similarly, if w € N4 but u ¢ Np, then B adds u to its
node list Np in a similar manner.

B. Simulation Setting

We use a custom-built simulator that we developed in
MATLAB to simulate the unicast and broadcast applications in
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Fig. 8. Performance results for the unicast application in homogeneous setting (all the nodes have duty cycle of 1%), ps = 1, and K = 10 in PT.

a mobile network. In the network, N nodes move in an area
of 500m x 500m following Random Waypoint Model. The
simulation of neighbor discovery follows the same methodol-
ogy as described in Section [VI-C] Following the literature, we
assume the slots of the nodes are aligned, and hence two nodes
discover each other when they are both in awake slots. The slot
length for neighbor discovery is set to 10 ms. For simplicity,
we assume each node has a circular transmission range of
radius R = 150 m. We set N to 10, 20, or 40; correspondingly,
the average number of neighbors for a node is 2.9, 5.4, and
11.0. For all the nodes, the minimum and maximum moving
speeds are 0.5 m/s and 2 m/s, respectively. One node, chosen
randomly from the N nodes, is the original data source that
has a message. In the unicast application, the message needs
to be sent to a destination that is chosen randomly. In the
broadcast application, the message needs to be sent to all the
other nodes in the network. For both applications, when the
source discovers a node w, it transmits a copy of the message
to u, which then becomes an additional data source and can
transmit the message to other nodes. As time goes on, more
and more nodes have a copy of the message. For the unicast
application, the process ends when the destination receives a
copy of the message. For the broadcast application, we explore
two cases: the process stops after all the nodes receive the
message or a finite amount of time.

At one point of time, as illustrated in Fig. Ekb), there can
be multiple instances of neighbor discovery in group settings,
one for each node B that has not yet received a copy of the
message, and a group of nodes that are in B’s transmission
range and each has received a copy of the message. A scheme
that leads to faster neighbor discovery in group settings allows

bli
Authorized licensed use limited to: UNI‘“\"ISER

B to get a copy of the message more quickly, and reduces
the overall delivery latency to the destination(s). We consider
four schemes: Disco-RS, Singer-RS, Poly, and the simple
randomized algorithm serving as the baseline. For the first
three schemes, we consider the variants with and without
PT. The randomized algorithm cannot perform PT due to the
randomized nature of its schedules.

To model the impact of interference and packet collision or
loss, we assume that when two nodes are in the transmission
range of each other and are both awake, they can discover each
other successfully with probably p, € (0, 1]. In the following,
we set ps to 1 (ideal case), 0.9, or 0.5 (high interference).

The performance metrics are (i) latency, i.e., delivery latency
for the unicast application and completion time for the broad-
cast application, and (ii) the average number of extra wakeup
slots per node in a simulation run, which is only applicable to
the three deterministic schemes with PT. For each setting, the
results below are obtained from 2,000 simulation runs, each
lasting up to 10° time slots.

C. Evaluation Results for the Unicast Application

In the following, unless otherwise stated, p; = 1 (i.e., two
nodes discover each other when they are in the transmission
range of each other and both are awake). At the end of this
subsection, we explore the impact of p;.

Homogeneous settings. Fig. |§ka)-(c) plot the CDF of the de-
livery latency for the various schemes when all the nodes have
duty cycle d = 1%, p, = 1, K = 10 in PT, and the number of
nodes N in the network is set to 10, 20, and 40, respectively.
(i) We first compare Singer-RS, Disco-RS and Poly without
PT with the randomized algorithm. Among the four schemes,
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Fig. 9. Performance results for the unicast application in heterogeneous settings (nodes randomly choose their duty cycles to be either 0.5% or 1%) , ps = 1,

and K = 10 in PT.

Singer-RS leads to the shortest delivery latency for all the
settings, particularly when the network density is low (i.e.,
N = 10). This is not surprising, since it is based on Singer, an
optimal pairwise discovery scheme for homogeneous settings,
which provides advantages particularly in early stage (when
less nodes have a copy of the message in the network). The
performance of Poly is similar to that of the randomized
algorithm, particularly for N = 20 and 40, where they almost
overlap with each other. The performance of Disco-RS lags
behind the other three algorithms. (ii)) When adding PT, the
performance of all the three deterministic schemes (Singer-RS,
Disco-RS, Poly) improves significantly. Both Singer-RS with
PT and Poly with PT have visibly shorter delivery latency
than the randomized algorithm for all settings of N. When
N = 10, their median delivery latencies are 40% and 20%
lower than that of the randomized algorithm, respectively; the
corresponding reductions are respectively 40% and 30% when
N = 20, and 38% and 36% when N = 40. Disco-RS with
PT leads to delivery latency significantly closer to that of the
randomized algorithm for larger N (i.e., N = 20 and 40),
compared to Disco-RS without PT.

Fig. [B(d)-(f) plot the CDF of the average number of extra
wakeup slots per node in a simulation run. The results for
the three schemes with PT are plotted in the figure. Since
K =10, a node has at most 10 extra wakeup slots in an entire
simulation run. We see that the extra overhead due to PT is
similar for the three schemes, and is low in all the settings.
The extra overhead increases with the number of nodes N in
the network, with the average number of extra wakeup slots
per node less than 6 in most of the simulation runs even when

N = 40.

Heterogeneous settings. We assume the original data source
has duty cycle of 1%, while for the rest of the nodes, each
node randomly chooses its duty cycle to be either 0.5% or
1%. Again K = 10 in PT, ps = 1, and the node density
is varied by setting N = 10, 20 or 40. Fig. P(a)-(c) plot
the delivery latency of the various schemes (Singer based
schemes are not shown in the figures since they are only
applicable to homogeneous settings). Without PT, we again
observe that the delivery latency of Poly is similar to that
of the randomized algorithm. When adding PT to Poly, its
delivery latency becomes significantly lower than that of the
randomized algorithm, particularly for large N: its median
delivery latency is 13%, 23%, and 36% lower than that of the
randomized algorithm when N is 10, 20 and 40, respectively.
The delivery latency of Disco-RS without PT is worse than that
of the randomized algorithm; Disco-RS with PT has similar
or slightly lower delivery latency compared to that of the
randomized algorithm. Fig. 0(d)-(f) again shows that PT only
leads to a small number of extra wakeup slots per node.

Impact of p,. So far, our results are for the ideal settings of
ps = 1. When p; < 1, the neighbor discovery latency will
be larger, which will lead to larger delivery latency. Fig. [I0[a)
plots the CDF of the delivery latency in homogeneous settings,
when N = 40 and ps = 0.9. As expected, for all the schemes,
the delivery latency is approximately 10% higher than that
when p; = 1 (shown in Fig. [8[c)).
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Fig. 10. (a) Impact of ps: delivery latency for the unicast application, homogeneous setting when ps = 0.9, N = 40, and K = 10 in PT. (b) and (c) are
for the broadcast application, homogeneous setting when ps = 1, N = 40, and K = 10 in PT.

D. Evaluation Results for the Broadcast Application

We observe similar trends in the broadcast application as the
unicast application. One example is shown in Fig. [I0[b), which
plots the CDF of the completion time for the homogeneous
setting where all the nodes have duty cycle of 1%, and N =
40, ps = 1, and K = 10 for PT. As in the unicast application,
we see that adding PT significantly improves the performance
of the deterministic schemes, and Singer-RS and Poly with PT
significantly outperform the simple randomized algorithm.

We further explore the scenario where the message delivery
process stops at time 7. This is an interesting scenario since
sometimes there is no need for other nodes to receive the
message beyond a certain time, e.g., when the messages are
generated periodically and a message becomes stale after time
T. In this case, we explore the completion percentage, i.e.,
the percentage of the nodes that have received the message by
time 7. Fig.[I0fc) plots the completion percentage when 7 is
varied from 0 to 2 x 10* slots for the setting in Fig. b).
When T = 10* slots, the percentage of completion varies from
71.5% to 99.6% for the various schemes, while the percentage
of runs that are completed by 7T (i.e., the runs in which all the
nodes have received the message by T') is much lower (1.2%
to 89.9% as shown in Fig. b)), indicating that the majority
of the nodes may receive the message quickly, while it may
take a long time for all the nodes to receive the message.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we have investigated neighbor discovery in
group settings. We first defined the notion of ideal duty cycle
for a group, and then developed two deterministic algorithms,
one based on random shifts and the other based on 3-degree
random polynomials. We showed that for both schemes, the
effective duty cycle of a group is close to the ideal duty cycle,
and the polynomial schedule further provides a guarantee on
expected discovery latency. In addition, being deterministic
algorithms, they can be enhanced with a proactive transmis-
sion mechanism that leads to improved performance at little
additional overhead, as shown in our case study.

As future work, we plan to improve the energy consumption
of the neighbor discovery schemes as follows. Currently, the
duty cycles of the nodes are fixed. As the group size increases
(i.e., more nodes receive a copy of a message), it may be
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beneficial to reduce the duty cycle of the nodes, which can
further preserve the energy of the nodes, while may not
increase the application-level latency much. Exploring this
direction in both unicast and broadcast applications is left as
future work.
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