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The authors recently reported that undercooled liquid Ag and Ag—Cu alloys both exhibit a first order
phase transition from the homogeneous liquid (L-phase) to a heterogeneous solid-like G-phase under
isothermal evolution. Here, we report a similar L—G transition and heterogenous G-phase in simulations
of liquid Cu-Zr bulk glass. The thermodynamic description and kinetic features (viscosity) of the L-G-
phase transition in Cu—-Zr simulations suggest it corresponds to experimentally reported liquid-liquid
phase transitions in Vitreloy 1 (Vitl) and other Cu—-Zr-bearing bulk glass forming alloys. The Cu-Zr
G-phase has icosahedrally ordered cores versus fcc/hcp core structures in Ag and Ag—Cu with a notably
smaller heterogeneity length scale A. We propose the L-G transition is a phenomenon in metallic liquids
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associated with the emergence of elastic rigidity. The heterogeneous core-shell nano-composite
structure likely results from accommodating strain mismatch of stiff core regions by more compliant
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1. Introduction

The glass transition occurs in many diverse substances such as
ceramics, polymers, metals, etc. as the high temperature liquid
is supercooled below its melting temperature without the
intervention of crystallization.'™ The glass transition can be
viewed as either a dynamic transition with a dramatic slow-
down of kinetics, or as a thermodynamic transition character-
ized by the freezing out of configurational entropy.® From a
thermodynamic point of view, glassy states frozen from deeply
undercooled liquids are selected from the inherent states of the
potential energy landscape (PEL) in configuration space that
depend on cooling rate as well as the quenching trajectory.”
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For example, two types of Au-based metallic glass were classi-
fied experimentally with different critical cooling and heating
rates.® Recently reported liquid-liquid phase transitions
(LLPT’s) in strongly interacting liquids such as Si,” P,'® and
Ge-Sb,"* molecular liquids,"? ionic liquids,”® and metallic
liquids'*"> suggest that undercooled liquids exist in distinct
metastable phases. In molecular liquids, LLPT’s have been
explained by either a defect ordered phase'®'” or by arrested
crystallization."®*® For metallic alloys, it was recently reported
that the glass transition itself evolves into a first order melting
transition for metallic glasses in the ultra-fragile Pt-Cu-P
ternary alloy system.?° This work demonstrates the existence
of two glass phases, a high temperature disordered liquid-like
glass and a configurationally ordered low temperature solid-
like glass, separated by a first order thermodynamic melting
transition. Similarly, a metallic glacial glass (MGG) with a
higher hardness was recently reported in a rare-earth-
element-based BMG and observed to display an apparent first
order melting transition upon heating.”!

To investigate the origin of an underlying thermodynamic
glass transition and its connection with the LLPT’s in metallic
liquids, we previously performed molecular dynamics (MD)
simulations on elementary Ag and binary Cu-Ag liquids under
both ultrafast quenching and under isothermal evolution con-
ditions below the melting temperature.”>>* We demonstrated
that both elementary undercooled Ag and Ag—Cu binary liquids
undergo a first-order configurational freezing transition from a
homogeneous disordered liquid phase (L-phase) to a hetero-
geneous, configurationally ordered G-phase under isothermal
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evolution.**??

This ordered G-phase exhibits strong first order
melting behavior upon rapid re-heating, very different from the
traditional view of the glass transition. A significantly increased
shear modulus (~20 GPa) accompanies the L-G transition
suggesting that G-phase formation is accompanied by the
emergence of persistent long-range elasticity and driven by
the reduction of local distortion energy arising from deviatoric
strain energy in the liquid L-phase.>* We conjectured that
G-phase formation may explain experimentally observed LLPT’s
in metallic glass systems.'*"?

Here, we employ MD simulations to investigate the L-G
transition in binary Cu-Zr alloys known to form bulk metallic
glass (BMG) in the laboratory. Specifically, the compositions
CugeZrys and CuyeZrs, are well studied BMG’s.?>2® Here, we
examined the Cu,Zr and Cu,yZr;, compositions, close to the
composition CugeZrz,. In the simulations, the binary Cu-Zr
liquids are ultrafast quenched to room temperature with a
cooling rate of 3.4 x 10"* K s~ " and freeze to a homogeneous
L-phase glass with homogeneous liquid-like character. In con-
trast, when the undercooled liquids are isothermally evolved at
900 K (336 K below the alloy melting temperature), a first order
L-G transition occurs over several hundred nanoseconds. The
time scale for the Cu-Zr alloys is orders of magnitude longer
than for the elemental Ag L-G transition. The product G-phase
is clearly glassy, lacking long range atomic order beyond
~ 1 nm, but displays inherently heterogeneous character with
icosahedral local ordering in the G-phase cores. The ordered
core regions are separated by disordered regions (the matrix);
with the overall structure displaying a characteristic heteroge-
neity length scale A of 1.5-1.7 nm, significantly less than that
seen in Ag and Ag-Cu alloys (~4 nm and ~ 2 nm, respectively).
The thermodynamics state functions are derived for all phases
observed under the assumption of metastability in MD simula-
tions. Elastic shear rigidity and persistent stress fields in the
G-phase are characterized to demonstrate that the L-G transi-
tion corresponds to the emergence of elastic rigidity. Combined
with our earlier work on Ag and Ag-Cu, the present study
suggests that the L-G transition from a homogeneous fluid-
like to heterogeneous solid-like phase may be a universal
feature of undercooled metallic liquids. While the specific local
atomic ordering of the core regions varies (i.e. fcc/hep local
order in Ag and Ag-Cu versus icosahedral order in Cu-Zr), the
emergence of a heterogeneous core-liquid shell structure at a
nanometer length scale /A, the onset of shear rigidity, and the
absence of long range order are universal features of the
product G-phase.

2. Simulation procedures

2.1 Model construction and MD simulations

We performed the MD simulations using LAMMPS software®’
to investigate the L-G transition in binary Cu-Zr systems. The
embedded atom model (EAM) potential is applied in MD
simulations to describe the interatomic interactions. Most
simulations were performed using the Sheng’s Cu-Zr EAM
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potential.>® Another Cu-Zr EAM potential*® was used to con-
firm the L-G transition and metastability of the G-phase on the
MD time scale. The velocity Verlet algorithm is used for
integrating the equations of motion with a timestep of 1.0 fs
in all MD simulations. Periodic boundary conditions (PBC)
were applied along three directions to minimize the possible
surface effects. We focused on the compositions Cu,Zr and
Cu,Zr; for the detailed analyses of the first order L-G transi-
tion, structural characterization, thermodynamic state func-
tions, kinetics, and elastic rigidity.

The L-phase glass was obtained from ultrafast quenching
simulations as discussed in the literature.”****° The well
equilibrated liquid was first achieved at 2000 K using 5 ns
NPT dynamics. The liquid is then quenched to ambient condi-
tions using a high cooling rate of 3.4 x 10" K s~ '. The G-phase
is not obtained directly from the ultrafast MD quenching
simulations. Instead, it is produced by isothermally aging the
supercooled liquids at 900 K. It requires 500-1000 nanoseconds
(~1 ps) to complete the L-G transition at 900 K for both
compositions of Cu,Zr and Cu,Zr;. Following isothermal aging,
we quench the G-phase to the room temperature using the
same cooling rate to produce the L-phase (3.4 x 10> K s™"). The
NPT ensemble is applied in all simulations to account for
the possible volume changes during L-G transition. For the
composition Cu,Zr;, the cell parameters were adjusted isotopi-
cally to the pressure change in NPT ensemble. But the L-G
transition does not occur (for times up to 1 us) for Cu,Zr if the
cell parameters were isotopically changed. Therefore, we
allowed the cell parameters to change independently of each
other. This means the cell length and angles all vary in NPT
simulations. This method permits relaxation of arbitrary aver-
age stresses within the MD cell. The Nose-Hoover thermostat
and barostat were applied to control the temperature and
pressure (stresses) in NPT ensemble with the damping con-
stants of 200 fs and 2000 fs, respectively. We have tested the
dumping constants for thermostat and barostat using the
G-phase melting process, as shown in Fig. S1 of the ESI.{ These
results indicated the selected dumping constants are robust
in the present study. We used the system size of 32000 atoms
for the composition Cu,Zr; case, which is large enough to
examine the heterogeneity of G-phase. For Cu,Zr the system
size was increased to 41472 atoms to make comparisons with
single crystal Laves phase which has the similar local ordered
structure as the core region of G-phase. The unit cell of Laves
phase (MgCu,-type) consists of 24 atoms and the initial L-phase
for Cu,Zr is obtained by melting the 12 x 12 x 12 supercell of the
Laves phase, leading to a total of 41472 atoms. The equilibrium
MD simulations were performed to obtain the thermodynamics
state functions of L-phase, G-phase, and Laves phase, including
enthalpy, entropy, free energy, and molar volume.

2.2 Structure analysis: radial distribution function,
Honeycut-Anderson analysis, bond-orientational order
parameter, and PE-density map

The structures of all phases were characterized by various
techniques including radial distribution function (RDF),
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Honeycut-Anderson (HA) topological analysis,>® bond-
orientational order parameters (BOOP),**** and PE-density
maps.>>>* The RDF represents the average number density
variation of neighboring atoms as a function of distance, and
is widely used to distinguish the liquid phase, crystal phase,
and glass phase. The local order within several atomic dis-
tances cannot be determined directly from RDF analysis.
Instead, we use the HA analysis and BOOP to characterize the
local atomic ordering. The HA index is determined by the
topological relationship of neighboring pairs, where fcc, hep,
and icosahedral orders are identified by various HA indices
1421, 1422, and 1551, respectively.>' Besides HA index, the local
ordered structures can be further illustrated using the BOOP, ¢,
(I=2,4,6,8,...).>>* In BOOP, the local symmetry is determined
by the quadratic and third-order invariants of bond spherical
harmonics. Among all BOOP, the gg and g, order parameters
are very sensitive to icosahedral, fcc and hcp orders, and
disordered structures, and are adopted to characterize the
L-phase and G-phase in the present study. The cutoff distance
for neighboring pairs in both HA analysis and BOOP calcula-
tions is determined by the first minimum position in the RDF.

The potential energy (PE) density map illustrates the con-
figurational enthalpy of each atom by averaging the PE, ¢, over
a period of two picoseconds, much longer than the timescale of
atomic vibrational motions. Thus, vibrational noise is removed
and only the configurational contribution to the enthalpy is
left. The PE-density map has been used successfully to char-
acterize the G-phase in Ag”>® and Ag-Cu.>*”* With respect to
different atomic PE values for Cu and Zr, we first calculated the
average PE per atom for Cu and Zr in the whole MD cell,
respectively. Then the deviation from the average PE for each
atom is computed and normalized by the mean variance of the
PE per atom. The relative PE then is comparable for the
different types of atoms. To determine the correlation length,
A, of the local ordered regions, we computed the PE pair
distribution function (PE-PDF) using the same approach as
computing RDF.”*** We do the average of PE for 100 picose-
conds to obtain the smooth curve of PE-PDF.

2.3 Thermodynamic functions calculations

The PE curves of both L- and G-phases reach steady state and
are therefore well equilibrated (for at least several nanose-
conds) for temperatures below its melting temperature. This
indicates their robust metastability and the plausible applica-
tion of equilibrium thermodynamics. The configurational
entropy of the liquid may be defined as sc(¢) = kgln We(¢h)
from potential energy landscape (PEL) theory,>*** where W(¢)
is the density of inherent configurations per atom and kg is the
Boltzmann constant. Therefore, the thermodynamic state func-
tions of a liquid, enthalpy %, entropy s, and free energy g, are
approximately composed of well separated configurational and
vibrational contributions that are weakly coupled via anharmo-
nic effects.’® In our MD simulations at zero pressure, the
potential energy of the liquid at fixed temperature T is thus
given by ¢.(T) = ¢Y(T) + $£(T), where ¢}(T) is the vibrational
term that has the form ¢}(T) = 3/2RT + aT® which includes the
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classical Dulong-Petit contribution (3/2 RT) and an anharmo-
nic term (2nd order term); and ¢(T) is the specific configura-
tional enthalpy of a liquid. Our simulations were performed at
zero pressure, making the enthalpy the same as the potential
energy. The ¢(T) term follows a “1/T’ temperature depen-
dence if one assumes a Gaussian distribution of inherent state
energies in the liquid.>* The G-phase and Laves phase are solid-
like phases for which the configuration changes only insignif-
icantly over the MD timescale. Therefore, the potential energy
of these two phases was treated as the summation of the
vibrational terms along with a temperature independent con-
stant configurational term. The L-phase reaches equilibrium
within the first 100 ps at temperatures above 900 K and only the
data above this temperature were used in fitting the ¢ (7).

Under the assumption of a metastable equilibrium state for
the G-phase, for the L-phase on supercooling, and for the Laves
phase upon superheating, other thermodynamic state func-
tions such as entropy, free energy, specific heat, etc. can be
readily computed directly from MD simulations.?*?* The
entropy of each phase is computed through the integration of
dAh/T. The integration constant for each phase must be deter-
mined independently. Here, we use the single crystal phase
(Laves phase) as the thermodynamic reference state. At its
melting temperature (determined from the two-phase coexis-
tence simulations) the entropy of fusion determines the liquid
entropy. Here we assume that the entropy of the single crystal is
zero [sx(T = 300 K, P = 0) = 0] at room temperature and zero
pressure. Room temperature is selected to avoid quantum
effects on vibrational modes since our simulations employ
classical molecular dynamics. Thus, the entropy of fusion
determines the integration constant for the liquid (relative to
the crystal), giving the entropy curves for the L- and X-phases.
Using the same approach, we determined the entropy curve of
the G-phase using L-phase as the reference phase.

2.4 Two-phase coexistence simulations to predict melting
temperature

The two-phase coexistence simulation is a powerful tool to
determine the melting temperature from MD simulations.*®
In this technique, the liquid phase and crystal phase are joined
together at various temperatures with about one atomic dis-
tance between two phases. Then the system is equilibrated, and
one observes the evolution of the combined system to deter-
mine whether the temperature is above or below the melting
temperature. If the temperature is above melting temperature,
Txm, the interfaces between two phases move towards the
crystal phase and the system melts to liquid phase eventually.
The PE of the whole system increases, indicating the melting
process. If T < Ty, the interfaces move towards the liquid
phase and PE decreases. If T ~ Tx, the interfaces are stable
and PE barely changes in the MD timescale. The two-phase
coexistence simulation can also be applied to determine the
melting temperature of G-phase, TGy Similar to the crystal
case, the liquid phase and G-phase are first combined and then
the mixed system evolves at various temperatures.
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The slope of the PE curves of two-phase coexistence simula-
tion is correlated to the speed of the interface’s movement and
it is close to zero at T & Txm (or Tgm). The kinetics of
solidification in binary alloys is very slow compared to the
MD timescale, as indicated by the sluggish L-G transition in
the Cu-Zr system. To determine the Txn (or Tgm) using the
two-phase coexistence simulation, the slope of PE is applied
near the equilibrium temperature.

For the two-phase coexistence of Cu,Zr; composition, the
crystal phase is necessary to obtain Tx . Assuming that the
crystal phase remains the Laves phase in this composition, we
constructed it by randomly substituting the Zr atoms with Cu
atoms in Cu,Zr Laves phase to match the proper atomic ratio.
Then the Monte Carlo (MC) simulations were performed for
over 1.0 x 10° steps to find the lowest energy structures by
swapping atoms in the lattice.

2.5 Von-Mises stress and viscosity calculations

The reduction of distortion strain energy, Ugistortion, 1S COITE-
lated with the Von-Mises stress, o¢,,>* and therefore we
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computed the o, from the atomic stress that consists of kinetic
and Virial contributions,*” and atomic volume using Voronoi
tessellation.®® To remove the thermal noise at high tempera-
ture, the g, is averaged over two picoseconds, much longer than
the atomic vibrations.

The viscosity of L-phase was computed from the Green-
Kubo formalism®® relating the ensemble average of the auto-
correlation of shear stress ¢**. Since a liquid is isotropic, the
shear viscosity is computed by averaging over the three inde-
pendent shear components: ¢, ¢*%, and ¢**. For the G-phase,
the viscosity is estimated from a simple Maxwell model
n = u X T where p is the shear modules and 7 is the relaxation
time. The shear modulus was computed from the elastic
constants C; and stiffness constants S; using the Voigt-
Reuss-Hill average.*® The elastic constant, Cyj, is calculated by
evaluating the stress tensor as the lattice is deformed elastically
along possible directions.*’ Then the S is derived from the
inversion matrix of Cy. The relaxation time, 1, is obtained by
allowing a pre-deformed supercell with 2% shear strain evolve
and examining the shear stress relaxation.
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Fig. 1 L-Glass and G-glass formation in the binary Cu,Zr and Cu,Zrs systems, including their structure characterization: (A) PE vs. Temperature during
quenching from 2000 to 300 K, indicating the formation of L-phase glass. (B) PE vs. Time during the isothermal MD runs at 900 K, leading to the
formation of the G-phase. (C) Atomic structure of the L-phase for Cu,Zr composition at 300 K. (D) Atomic structures of the G-phase for Cu,Zr at 300 K.
(E) Atomic structure of the L-phase for Cu;Zrs composition at 300 K. (F) Atomic structures of the G-phase for Cu;Zrs at 300 K. The icosahedral and liquid
atoms determined from the Honeycutt-Anderson analysis are represented by purple and yellow balls, respectively.
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3. Results and discussion
3.1 Glass formation in binary Cu-Zr system

In the present study, we examined two compositions: Cu,Zr
and Cu,Zr; which are close to the experimentally reported bulk
metallic glass composition Cugs5Zr355.>> On rapid quenching
at constant cooling rate from the high temperature melt to
ambient T, both compositions show an inflection in Potential
Energy (PE) vs. T curves at ~900 K, indicating configurational
freezing to an L-Glass as shown in Fig. 1(A) - a result similar to
many other MD studies.*>**° If rapid quenching is inter-
rupted at 900 K, and the system configuration is allowed to
evolve in time under isothermal MD dynamics, we observe a
strikingly different behavior. In contrast to L-phase formation,
the metastable liquids for both compositions initially equili-
brate, then subsequently undergo a systematic drop in the PE
that leads to a final state that is well-defined but with signifi-
cantly lower PE as seen in Fig. 1(B). This PE drop under
isothermal conditions is very similar to that previously reported
for the L-G transition in Ag-Cu,* but the time required for L-G
transition is substantially longer in the Cu-Zr alloys (several
hundred ns) compared to Ag-Cu alloys (several ns). To test
whether this result might depend in the specific EAM
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potential®® we carried out simulations using a very different
EAM on the L-phase and G-phase but obtained qualitatively
equivalent results, as shown in see Fig. S2 of the ESL{ The
product G-phase at 900 K is found to be metastable, albeit with
somewhat lower PE difference with L-phase.

We characterized both the G-phase and L-phase using PE-
density and Honeycutt-Anderson®' analysis, as shown in
Fig. 1(C-F). The PE-density map of the G-phase displays a
heterogenous structure with low PE ordered core regions that
are randomly orientated and separated by high PE matrix
regions (Fig. 1(D and F)). The Honeycutt-Anderson analysis
indicates that the low PE core regions have ordered structures
characterized by significant icosahedral short-range order
while the high PE regions have a more disordered structure
characteristic of a liquid phase. No other local atomic ordering,
such as fcc, bee, or hep, was identified. To illustrate the
correlation between PE density and HA analysis, we plotted
the PE density distribution for icosahedral and non-icosahedral
atoms for both Cu,Zr and Cu,Zr; at room temperature, as
shown in Fig. S3 of ESL{ The results clearly show that the
icosahedral atoms have a lower PE density compared to non-
icosahedral atoms, confirming the good correlation between
PE-density and HA analysis. In contrast to the G-phase, the

---- Laves ;
Cu-Cu — G-phase

- Laves

R (nm)

R (nm)

Fig. 2 RDF analysis of L-phase and G-phase for Cu,Zr composition. (A) Total RDF of L-phase, G-phase, and Laves phase. (B—D) Comparison of partial

RDFs of Cu—Cu (B), Cu-Zr (C), and Zr-Zr (D).
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L-phase displays significantly more homogenous character, as
shown in Fig. 1(C and E). Far fewer icosahedral atoms were
identified in the L-phase; only ~6% compared to ~38% in the
G-phase. While icosahedral atoms are homogenously distribu-
ted in the L-phase, the G-phase exhibits a heterogeneous
distribution with high icosahedral concentrations in its core
regions.

Fig. S4 (ESIY) displays the icosahedral atoms in the G-phase.
Three sectional slabs, each with a width of 8 A, are shown to
better illustrate the microstructure. These results indicate that
each icosahedral region (ordered core region) has a different
orientation and that they are generally separated by liquid
phase. Interestingly, most icosahedral regions are linked by a
line of atoms (indicated by the brown ellipses), suggesting that
after formation of the G-phase, the ordered cores may perco-
late. Also interesting is a twin like structure in Fig. S4 of ESIt
where the apparent twin boundary is shown by a red line.

The G-phase does not exhibit long-range order in contrast to
crystalline phases. This is clearly confirmed by the Radial
Distribution Function (RDF) plots of the L-phase and G-phase
as shown in Fig. 2(A). Both the L-phase and G-phase display no
long-range order beyond ~1 nm. To further characterize the
ordered core structure in the G-phase, we compared the RDF of
the G-phase to that of the intermetallic Cu,Zr Laves phase. The
comparison of partial RDFs in Fig. 2(B-D) indicates that the
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ordered core structure in the G-phase closely resembles the
intermetallic Laves phase. A similar RDF analysis was also
performed on the composition Cu,Zrz; with similar results as
shown in Fig. S5 of ESL¥

3.2 Thermodynamic functions of the G-phase and latent heat
of the L-G transition

To illustrate the thermodynamic driving force for the L-G
transition in the binary Cu-Zr system, we computed the ther-
modynamic state functions of both phases, such as enthalpy,
entropy, and free energy. The thermodynamic state functions
for the Laves phase were also computed as the lowest energy
structure at low temperature. The enthalpies of all phases for
Cu,Zr were calculated for various temperatures ranging from
300 to 2000 K and are displayed in Fig. 3(A). Fitting these data
at varying temperature yields the enthalpy curves and the ¢,(7),
(x =L, G, Laves) listed in the eqn (1)-(3). We find the latent heat
for the L-G transition to be 67.7 meV per atom at 900 K, which
provides the thermodynamic driving force for the L-G transi-
tion. The enthalpy of the L-phase is reduced by forming the
locally ordered regions in the G-phase. But these ordered
regions comprise only a fraction of the volume of the MD cell.
For comparison, the latent heat of solidification for the liquid
to Laves phase transition is much larger, computed to be
143.8 meV per atom at 900 K. Therefore, the latent heat of
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Fig. 3 Thermodynamic functions. (A) Enthalpy map of various phases extracted from MD simulations. (B and C) entropy (B) and free energy (C) of the

L-phase, G-phase, and Laves phase. (D) Molar volume vs. T.
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L-G transition is only ~47% of that for the liquid-to-crystalline
Laves phase transition.

¢1(T) = —4348.5 mV per atom + 0.1293T + 0.8 x 10 °T?

— 133468.0/T (1)
¢a(T) = —4675.2 mV per atom + 0.1293T + 1.6 x 10 °T?
(2)

¢Laves(T) = —4645.4 mV per atom + 0.1293T + 1.5 x 10 °T?
(3)

The G-phase formed at 900 K was subsequently heated to
higher temperatures. Fig. S6 of ESIf indicates the G-phase
reversibly melts at ~1300 K under constant heating back to
the L-phase. This remelting essentially establishes that the L-G
transition is reversible, albeit with thermal hysteresis; evi-
denced by undercooling of the liquid and overheating of the
G-phase above its melting temperature on continuous heating.

To obtain the entropy, we need to obtain the equilibrium
melting temperature for crystal phase and G-phase, which can
be derived from two-phase coexistence simulations. Fig. S7
(ESIt) shows the PE curves of Cu,Zr composition near the
equilibrium temperature in the two-phase coexistence simula-
tions. The slope of PE vs. time is linear in the region close to
Txm (0r Tgm)- The Tx v is 1236 K for the Laves phase and the
Tsm is 1002 K for the G-phase. Fig. 3(B) displays the entropy
curves for all three phases. In the MD simulations, the Laves
phase displays a heat of fusion of 178.4 meV per atom at its
melting point of 1236 K. The Laves phase entropy of fusion is
thus 13.9 ] mol " K%, of which roughly 3/4 (10.7 J mol * K1) is
vibrational, with the balance configurational. Combining the
enthalpy and entropy curves, we obtained the specific Gibbs
free energy of all three phases at zero pressure, with the results
displayed in Fig. 3(C). Thermodynamically, the G-phase is
metastable at all temperatures, but it is an intermediate state
since the L-phase transforms to the Laves phase in the deep
undercooling region. It is worth noting the entropy of the
L-phase is lower than the G-phase at ~600 K, in analogy with
the traditional Kauzmann paradox. As such, the extrapolated
entropy and free energy of L-phase below 600 K should be
viewed as non-physical.

Previous experimental studies suggest that the specific
volume in the cooling-heating cycle drops by ~0.7% during
the liquid-liquid transition observed experimentally in Vitreloy
1 (Vit1) at 890 K."> The molar volume of Cu,Zr (Fig. 3(D))
decreases by ~2.0% during the L-G transition at 900 K, which
is roughly similar to experimental observation on Vit 1. This
suggests that the L-G transition in the present study may be
fundamentally related to the experimentally observed liquid-
liquid transition in Vitl. The thermodynamic state functions
for the Cu,Zr; composition are displayed in Fig. S8 of ESL

3.3 Structure of the G-phase from PE density maps and the
correlation length

The structure of the heterogenous G-phase is significantly
different from the L-phase. The spatial PE-density map of the

This journal is © the Owner Societies 2022
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Fig. 4 Characterization of G-phase at 900 K for composition Cu,Zr:
(A) PE-density map, (B) Von-mises stress, (C) OP-8, and (D) OP-10.

G-phase (Fig. 4(A)) reveal an obvious heterogeneous structure.
In contrast, the same map for the L-phase reveals a homoge-
nous structure (Fig. 5(A)). To correlate the PE-density map with
local deviatoric strain energy of the G-phase, we analyzed the
atomic level von-Mises shear stress (Fig. 4(B)). The low PE
density regions correspond to a low von-Mises shear stress
and thus a lower distortion energy.** The positive correlation
suggests that the driving force of the L-G transition is indeed
the local deviatoric strain energy in Cu-Zr. For comparison, the
von-Mises stress map for the L-phase displays a more homo-
genous character (Fig. 5(B)).

C,0P-8 D, OP-10

Fig. 5 Characterization of L-phase at 900 K for composition CuyZr:
(A) PE-density map, (B) Von-mises stress, (C) OP-8, and (D) OP-10.
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The PE density map also correlates closely with local atomic
structures. The bond-orientational order parameters analysis®>**
indicates a good correlation with the PE-density maps (Fig. 4(C
and D)). Several features of the G-phase are notable. The hetero-
geneous G-phase consists of low configurational enthalpy regions,
¢&(T), with icosahedral-ordered core structures (low OP-8 and high
OP-10), embedded in a higher $&(T) matrix with more disordered
structures (high OP-8 and low OP-10). The ordered core regions
possess substantial icosahedral shortrange order without signifi-
cant fec, bee, or hep character. These ordered regions are on the
~1 nm scale but topologically isolated and surrounded by the
disordered matrix of “liquid-like” regions. The G-phase structure is
a spatially correlated well-defined mixture of ordered core regions
embedded in a surrounding liquid-like disordered medium.

To understand the correlation between PE-density with other
order parameters in Fig. 4, we performed the correlation analysis of
PE-density with these parameters for Cu and Zr atoms separately. As
shown in Fig. S9 of ESL} the PE-density is correlated with HA
analysis, Von-mises stress, the OP-8 and OP-10 order parameters for
Cu atoms. However, the large atomic fluctuations on these para-
meters lead to small correlation coefficients. The PE density corre-
lates best with OP-8 order parameter with a correlation coefficient of
0.28. The next best correlation is with the OP-10 order parameter
with a correlation coefficient of 0.09. The Von-mises stress is less
correlated with PE-density with a correlation coefficient of 0.06. For
Zr atoms we performed the analysis on Von-mises stress, the OP-8
and OP-10 since very few Zr atoms are identified as icosahedral
atoms. As shown in Fig. S10 of ESL the PE density correlates best
with OP-8 order parameter with a correlation coefficient of 0.25. But
the next correlated parameter is Von-mises stress with a correlation
coefficient of 0.10. The OP-10 is the least correlated with PE-density
and a correlation coefficient is just 0.02.

Fig. 5(C and D) shows the bond-orientational order para-
meters of the L-phase at 900 K which display a far more
homogenous structural character. A similar structure analysis
was performed for the G-phase of composition Cu,Zr;; with
character similar to Cu,Zr as shown in Fig. S11 of ESL.¥

The spatial scale of the core regions can be characterized by
the length scale of heterogeneity, A, which is computed from
the PE pair distribution function (PE-PDF). Fig. 6 displays the
PE-PDF of the G-phase at 900 K for the composition Cu,Zr and
Cu,Zr;, respectively. We obtain 4 ~1.5 nm for Cu,Zr and it
increases slightly to ~1.8 nm for Cu,Zr;, suggesting that the
scale of the low PE core regions depends slightly on alloy
composition. Comparison to the G-phase for single component
systems,*? show that both A and the latent heat of the L-G
transition are significantly reduced. This may explain why the
L-G transition is kinetically far more sluggish in the binary
Cu-Zr system compared with a single component liquid (e.g. Ag
or Cu).>*** The 4 is not well defined in liquid phase and the
same analysis on L-phase at 300 K leads to /A = ~0.27 nm which
is similar to near neighbor atomic distance.

3.4 Elastic rigidity and persistent stress fields in G-phase

The underlying physical origin of the G-phase likely relates to
long-range elasticity and minimization of deviatoric strain
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Fig. 6 PE-PDF at 900 K. PE-PDF at 900 K showing the correlation length

of G-phase is ~1.5 nm for CuyZr (R1) and ~1.8 nm for CusZrs (R2). The
insert figure is zoom in y axis to show the correlation length.

energy. In terms of elasticity, it is important to recognize that
both the L- and G-phases are macroscopically isotropic. But the
shear rigidity exhibits very different time scales for the G-phase
compared to the supercooled liquid L-phase. It is generally
assumed that liquids do not support shear on any practical
time scale, which we find here also. In contrast, the G-phase
support shear over a far longer but finite time scale. Thus, we
obtained a stress relaxation time of 7, ~ 6.0 ns for the G-phase
(Fig. 7(A)) at 900 K. We determined the shear stress relaxation
time for the G-phase by imposing a 2% shear strain, &,,, and
then holding the MD cell fixed and allowing relaxation of the
shear stress o,,. In contrast, the relaxation of L-phase is of order
T, ~ 20 ps, 300 times shorter, as shown in Fig. 7(B). A stress
relaxation time scale that exceeds the configurational hopping
time, implies a persistent contribution of frozen elastic stress
fields to the configurational potential energy of the inherent
states in the G-phase. This alters the distribution of inherent
state energies, or equivalently alters the configurational density
of states in the G-phase versus the L-phase (since the high
hopping rate time averages this contribution to the PE of the
inherent state for the L phase). Effectively, the inherent state
energies are renormalized by the long-range power law of
elastic interactions. This renormalization alters the density of
inherent states and consequently the thermodynamic functions
of the G-phase.

The shear modulus (u) for the G-phase is 24.1 GPa, much
larger than that of L-phase, 1.5 GPa. Using a simple
Maxwell model, we estimate the viscosity of the G-phase to be
g (900 K) = u x T ~ 144.8 Pa s. This is ~1500 times higher
than the viscosity of L-phase at 900 K, calculated to be
4.6 x 102 Pa s (Fig. 7(C)). Therefore, the L-G transition is
accompanied by a dramatic discontinuous jump in the liquid
viscosity. This is consistent with an experimentally observed
viscosity jump of roughly two orders of magnitude accompany-
ing an apparent discontinuous liquid-liquid transition in Vit 1

This journal is © the Owner Societies 2022
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Fig. 7 Relaxation of G-phase and G-phase, as well as viscosity of L-phase.

(A) The relaxation process of G-phase at 900 K. (B) The relaxation process of

L-phase at 900 K. (C) The MD derived viscosity of L-phase at high temperature from 900 K to 1400 K. The viscosity is fitted by the equation n = 59 x
exp(C/T x exp(—(2 + ) x aT)).*? The fitted parameters are 5o = 0.153 x 10~ Pa's, C = 8075, 2 = 4.21, and « = 8.13 x 107> KL,

at temperatures ~900-1100 K."* The viscosity in the experi-
mentally reported LLPT jumps from ~0.2 to ~20.0 Pa s at
1100 K.** The G-phase at high temperature is a relatively
viscous liquid with a shear modulus that persists over the time
scale of its stability. This implies that configurational rearran-
gements in the G-phase are subject to long range elastic
constraints that arise from elastic compatibility requirements.
Such constraints reduce the configurational entropy of the
G-phase relative to that of the L-phase, consistent with the
entropy drop we observe to accompany the L-G transition.

The L-phase is characterized by both the lack of long-range
order and the lack of rigidity. In contrast the G-phase lacks
long-range order (as indicated from the RDF analysis, Fig. 2)
and is non-crystalline, but manifests a large shear modulus and
exhibits more substantial and persistent shear rigidity, i.e. is
solid-like. The experimental liquid-liquid transition in Vit1 and
other Zr-based bulk metallic glasses'*" bears a remarkable
resemblance to the behavior of the L-G transition reported
here. We propose that the two transitions may be one and
the same.

4. Conclusion

In summary, we examined the L-G transition in binary Cu-Zr
liquids, in which the isotropic undercooled L-phase liquid
transforms to another, elastically rigid, solid-like G-phase.
The L-phase is homogeneous on the atomic scale while the
G-phase displays a distinctly heterogeneous topological struc-
ture with a characteristic length scale A of 1.5 and 1.8 nm for
Cu,Zr and Cu,Zr;, respectively. The G-phase contains locally
ordered core regions with icosahedral short-range order and
low configurational enthalpy. These core regions are embedded
in a continuous matrix composed of a disordered liquid-like
structure with high configurational enthalpy. In addition to its
heterogeneous structure, the G-phase is further distinguished
from the L-phase by the emergence of elastic rigidity with a
finite persistent shear modulus. Based on our present and prior
work, we propose that the first order L-G transition may be a
universal liquid-like to solid-like phase transition in metallic
liquids, that is driven by reduction of strain energy.

This journal is © the Owner Societies 2022

The disordered high potential energy regions are expected to
be more elastically compliant (smaller shear modulus) than the
stiffer and lower PE ordered cores regions. In the composite
structure of the G-phase, stored elastic strain energy arising
from elastic incompatibility of neighboring core regions will
then be substantially reduced by accommodation in the inter-
vening disordered regions, leading to overall elastic compat-
ibility with a minimum energy cost.
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