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a b s t r a c t 

It was shown in recent experiments and molecular dynamics (MD) simulations that Schrage equation 

predicts evaporation and condensation rates of water in the absence of a non-condensable gas with good 

accuracy. However, it is not clear whether Schrage equation is still accurate or even valid for quantifying 

water evaporation and condensation rates in air. In this work, we carry out MD simulations to study 

steady-state evaporation and condensation of water at a planar water-air interface. The simulation results 

show that the evaporation and condensation fluxes of water in the presence of air are still in a good 

agreement with the predictions from Schrage equation. From Schrage equation and Stefan’s law of mass 

diffusion, we derive an analytical expression for the effective thermal conductivity of a planar heat pipe. 

The analytical prediction of the dependence of effective thermal conductivity on heat pipe length and 

density of non-condensable gas is corroborated by our MD simulation results and recent experimental 

data. 

© 2021 Elsevier Ltd. All rights reserved. 
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. Introduction 

Water evaporation/condensation in air is a process of great im- 

ortance to a variety of natural phenomena [1–4] and engineer- 

ng applications [5–7] . A fundamental understanding of heat and 

ass transfer at a water-air interface requires treatment from the 

inetic theory of gases (KTG) [8–11] . Two relationships that were 

erived from the KTG and widely used in the past decades to 

odel evaporation and condensation processes are Hertz-Knudsen 

HK) relationships [8–10] and Schrage relationships [ 11 , 12 ]. Both 

elationships provide an expression that correlates the evapora- 

ion/condensation flux with the temperature and density of fluid 

ear a liquid-gas interface and the mass accommodation coefficient 

MAC). Despite the wide use of HK and Schrage relationships in 

nalyses of water evaporation and condensation processes, the ac- 

uracy and even the validity of these relationships are still a sub- 

ect of extensive discussion because accurate measurement of the 

uantities in HK and Schrage relationships remains challenging in 

xperiment [8] . Although recent experimental and molecular dy- 

amics (MD) studies [ 13 , 14 ] suggest that Schrage relationships are 

apable of predicting evaporation and condensation rates of wa- 
∗ Corresponding author. 
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er in the absence of a non-condensable gas with good accuracy, 

he validity of Schrage relationships in the prediction of evapora- 

ion and condensation rates of water in the presence of air is still 

ebated. 

To mitigate the experimental challenges in the investigation of 

ater evaporation and condensation processes, we use MD simu- 

ations in this work to test the validity and accuracy of Schrage 

elationships in quantifying steady-state evaporation/condensation 

ates of water at a planar water-air interface. MD simulations de- 

ermine positions, velocities, and forces of all atoms and molecules 

n a model system by numerical integration of Newton’s equation 

f motion. Therefore, they can readily determine all the quantities 

n Schrage relationships, including the MAC, and the temperature, 

ensity, and macroscopic velocity of model fluids with high fidelity 

nd with high temporal and spatial resolutions that are difficult 

o achieve experimentally. We have used MD simulations to study 

vaporation and condensation of monatomic fluids and polymers 

nd showed that Schrage relationships are accurate in the pre- 

iction of evaporation and condensation rates of these model flu- 

ds [15–19] . MD simulations were also successfully used to under- 

tand the evaporation and condensation processes of a pure wa- 

er, i.e., water in the absence of any non-condensable gases [ 14 , 20 ].

herefore, MD simulations are a very powerful tool for microscopic 

nalyses of evaporation and condensation processes. In this work, 

e will add air in the MD model to study evaporation and con- 

https://doi.org/10.1016/j.ijheatmasstransfer.2021.122285
http://www.ScienceDirect.com
http://www.elsevier.com/locate/hmt
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijheatmasstransfer.2021.122285&domain=pdf
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Nomenclature 

D self-diffusion coefficient 

D AB binary diffusion coefficient 

D H 2 O −air binary diffusion coefficient of water-air gas mix- 

ture 

D H 2 O −N 2 
binary diffusion coefficient of water-nitrogen gas 

mixture 

f shifted Maxwell velocity distribution 

G thermal conductance 

h f enthalpy of saturated liquid 

h f g latent heat of vaporization 

h g enthalpy of saturated vapor 

J net molar flux across liquid-gas interface at steady 

state 

J con net condensation flux at right surface from Schrage 

prediction 

J condensing molar flux of vapor molecules condensing on liq- 

uid surface 

J e v p net evaporation flux at left surface from Schrage 

prediction 

J e v aporating molar flux of vapor molecules evaporating from 

liquid surface 

J H 2 O molar flux of water at steady-state evapora- 

tion/condensation 

J N 2 molar flux of nitrogen at steady-state evapora- 

tion/condensation 

J strike molar flux of vapor molecules that strike the liquid 

surface 

J theory molar flux of water from theory 

k e f f effective thermal conductivity 

L separation distance between two liquid-gas inter- 

faces 

M molar mass of vapor molecules 

N A Avogadro constant 

N inc total number of incident water molecules 

N re f total number of incident molecules that return to 

gas phase 

P pressure 

P air partial pressure of air 

q heat flux 

R universal gas constant 

R ec total thermal resistance between evaporating and 

condensing liquid surfaces 

R L conduction resistance in thin liquid layers of heat 

pipe 

R W 

conduction resistance in solid walls of heat pipe 

t time 

�t time interval for incident molecules crossing imag- 

inary plane to return to vapor phase 

�t a v g average �t

�t cut cutoff �t

T temperature 

T h temperature of heat source 

T l temperature of heat sink 

T L temperature of liquid near liquid-gas interface 

T̄ L average temperature of two liquid-gas interfaces 

�T L temperature difference between two liquid-gas in- 

terfaces 

T L, 1 temperature at evaporating liquid-gas interface 

T L, 2 temperature at condensing liquid-gas interface 

T v temperature of vapor near liquid-gas interface 

u internal energy 
t

2 
⇀ 

v i translational velocity of water molecule i 

v i,x x-component velocity of water molecules i in cen- 

tral gas region 

v n average normal velocity of incident vapor 

molecules crossing imaginary plane 

v R ratio of v v , 0 to the most probable thermal speed of 

vapor molecules 

v v , 0 macroscopic velocity of vapor near liquid-gas in- 

terface 

v x molecular velocity component along evaporation 

direction 

V volume of central gas region 

�x distance between imaginary plane and liquid-gas 

interface 

x c position of condensing interface in x-direction 

x e position of evaporating interface in x-direction 

y N 2 molar fraction of nitrogen 

Greek symbols 

α mass accommodation coefficient 

ρair density of air 

ρ f density of saturated liquid 

ρg density of saturated vapor 

ρN 2 
density of nitrogen gas 

ρNCG density of non-condensable gas 

ρtot total molar density of gas mixture 

ρv density of vapor near liquid-gas interface 

ρv , 1 density of water vapor near evaporating liquid-gas 

interface 

ρv , 2 density of water vapor near condensing liquid-gas 

interface 

ensation at a planar water-air interface and test the accuracy 

f Schrage relationships by comparing their predictions with the 

vaporation/condensation rates obtained directly from MD simula- 

ions. 

In the next section, we introduce the theoretical background on 

chrage relationships. In Sec. 3 we describe the MD model and the 

asic properties of the model fluid. In Sec. 4 we present results 

f the steady-state evaporation/condensation process and test the 

alidity of Schrage relationships in quantifying steady-state evap- 

ration/condensation rates of water in the presence of air. Based 

n Schrage relationships, we derive an analytical expression for ef- 

ective thermal conductivity of a planar heat pipe and discuss how 

he effective thermal conductivity will be affected by air pressure 

n the heat pipe and length of the heat pipe in Sec. 5 . Finally, we

lose with conclusions. 

. Theory 

Schrage relationships were derived from the KTG. The key as- 

umption made in Schrage analysis is that the velocity distribution 

VD) of vapor molecules near an evaporating liquid-gas surface fol- 

ows the shifted Maxwell VD [11] : 

f ( v x ) = 

√ 

M 

2 πRT v 
e −

M ( v x −v v , 0 ) 
2 

2 RT v , (1) 

here v x is the molecular velocity component along the evapo- 

ation direction, T v and v v ,0 are the temperature and macroscopic 

elocity of vapor near the liquid-gas interface, respectively, R is 

he universal gas constant, and M is the molar mass of vapor 

olecules. Here vapor molecules refer to molecules undergoing 

hase change at the liquid-gas interface, not the non-condensable 

as molecules. Using the VD given by Eq. (1) , one can readily ob- 

ain the molar flux of vapor molecules that strike the liquid surface 
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o  
i.e., flux of vapor molecules with v x < 0): 

 strike = ρv 

√ 

R T v 

2 πM 

�( v R ) , (2) 

here ρv is the density of vapor near the liquid-gas interface and 

 R is the ratio of v v ,0 to the most probable thermal speed of vapor

olecules: 

 R = 

v v , 0 √ 

2 R T v /M 

. (3) 

The function �( v R ) in Eq. (2) is given by [ 11 , 12 ]: 

( v R ) = e −v 2 R − v R 
√ 

π [ 1 − er f ( v R ) ] . (4) 

Of those molecules that strike the liquid surface, a fraction, α, 

ill change to liquid. The remaining part of molecules will return 

o vapor phase without phase change. The fraction α is known as 

he MAC [ 8 , 11 , 12 ]. Accordingly, the molar flux of vapor molecules

ondensing on the liquid surface is 

 condensing = αρv 

√ 

R T v 

2 πM 

�( v R ) . (5) 

Similarly, assuming Maxwell VD of liquid molecules on a sta- 

ionary liquid-gas interface at a temperature of T L , the molar flux 

f liquid molecules evaporating from the interface is [ 21 , 22 ] 

 evaporating = αρg ( T L ) 

√ 

R T L 
2 πM 

. (6) 

here ρg ( T L ) is the saturated vapor density at T L . The net molar

ux across the liquid-gas interface is equal to the difference be- 

ween J evaporating and J condensing : 

 = α

√ 

R 

2 πM 

(
ρg ( T L ) 

√ 

T L − �( v R ) ρv 

√ 

T v 

)
. (7) 

Eq. (7) , which is known as Schrage equation, predicts the evap- 

ration/condensation flux J across a liquid-gas interface at a tem- 

erature of T L when the temperature and density of vapor near the 

iquid surface are T v and ρv , respectively. If J is greater than 0, net

vaporation occurs. If J is less than 0, net condensation occurs. In a 

teady-state evaporation/condensation process, the net molar flux 

cross a liquid-gas interface equals to the molar flux in the evapo- 

ating/condensing vapor. Accordingly, we have 

 = ρv v v , 0 . (8) 

Substituting Eq. (8) into Eq. (7) , we obtain an implicit equa- 

ion for v v ,0 since v R on the right side of Eq. (7) also depends

n v v ,0 . Therefore, once the quantities α, T L , T v and ρv in Schrage

quation are known, one needs to use an iterative procedure 

o determine v v ,0 , i.e., the macroscopic velocity of the evaporat- 

ng/condensing vapor flow, and the evaporation/condensation flux 

 from Eqs. (7) and (8) . 

One of the advantages of MD simulations is that all quan- 

ities in Schrage equation can be determined with high fidelity 

rom MD simulations. This allows us to test the accuracy of the 

chrage equation in the prediction of evaporation/condensation 

ux at different driving force conditions. Moreover, MD simulations 

llow us to directly measure the VD of evaporating/condensing 

apor molecules to validate the key assumption, i.e., Eq. (1) , in 

he Schrage analysis. In this work, we will carry out MD simula- 

ions to investigate if the assumption of the shifted Maxwell dis- 

ribution is still valid for water vapor molecules near an evaporat- 

ng/condensing water-air interface and test the accuracy of Schrage 

quation in the prediction of evaporation and condensation rates of 

ater in air. 
3 
. MD simulation of water evaporation and condensation in air 

.1. The MD model 

Using MD simulations, we study evaporation/condensation 

cross a planar water-air interface. As depicted in Fig. 1 , a repre- 

entative model system consists of a model fluid mixture confined 

y two solid Au plates. Each Au plate is formed by a three-layered 

CC (100) plane solid Au with a cross section area of 14.7 nm by 

4.7 nm. On each of the two inner surfaces of Au plates, we place 

 liquid water thin film. The initial thickness of the liquid film on 

he left and right solid surfaces are approximately 5.3 nm and 5.0 

m, respectively, such that the liquid layers are thick enough to 

void effects of disjoining pressure on the equilibrium properties 

f the model water [14] . The separation between two liquid sur- 

aces is about 300 nm. We approximate air as a N 2 gas and add N 2 

olecules between two liquid surfaces. The total number of H 2 O 

olecules and Au atoms are 67280 and 15552, respectively. We 

ill vary the number of N 2 molecules in the gas phase to study 

ffects of N 2 gas concentration on evaporation and condensation 

ates of water. In MD simulations, periodic boundary conditions 

PBCs) are applied in the y and z directions, and atoms in the out- 

rmost Au layers are fixed. The fluid in the region from x = 10 

m to x = 300 nm is always in gaseous state in MD simulations. 

herefore, we define this region as the central gas region of the 

odel system. 

In the MD model, we use a rigid extended simple point charge 

SPC/E) model [23] to describe the intermolecular potential of wa- 

er molecules. The Coulombic interactions in the SPC/E potential 

re treated by the Wolf summation [24] with a damping factor of 

.15 Å
−1 

and cutoff distance of 9.0 Å. The Wolf summation tech- 

ique has been shown to produce reasonable saturated densities 

or SPC/E water [25] . The Lennard-Jones (LJ) potential, with param- 

ters σ = 3 . 3078 Å and ε/ k B = 36 . 67 K [26] , is used to describe

he non-bonded N-N interactions between the N 2 molecules whose 

ond length is fixed at 1.10 Å [27] . The LJ potential is also used

o describe the interactions between N 2 and H 2 O molecules with 

otential parameters determined from the Lorentz-Berthelot mix- 

ng rule [28] . In our recent work [29] , we used the same poten-

ial model to study the coalescence dynamics of N 2 nanobubbles 

n water. In this work, we will use this model to study water evap- 

ration and condensation in a N 2 gas. 

For Au-Au interactions, we use the embedded-atom-method 

EAM) potential [30] . The non-bonded interactions between Au and 

 2 O molecules, and between Au and N 2 molecules are described 

y the LJ potential with parameters taken from universal force field 

UFF) [31] and calculated by the LB mixing rule. The cutoff distance 

or all LJ interactions in the MD model is 9.0 Å. In MD simula- 

ions, a velocity Verlet algorithm is used to integrate the equations 

f translational motions [28] . A leapfrog algorithm for quaternions 

eveloped by Omelyan [32] is used for integration of the equations 

f rotational motions. A time step size of 1 fs is used in all MD

imulations. 

.2. The fluid properties of the model water 

To determine the evaporation/condensation flux from Schrage 

quation, i.e., Eq. (7) , we need to know the accurate value of α and

g of the model water. Therefore, we use equilibrium MD (EMD) 

imulations described in Sec. 3.2.1 and Sec. 3.2.2 to first determine 

he saturated vapor density, ρg , and the MAC, α of the model wa- 

er as a function of temperature. 

.2.1. Determination of ρg 

To determine the ρg of the model water, we place a liquid slab 

f 540 0 0 H O molecules in the middle of a simulation box, which
2 
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Fig. 1. (Top panel) A snapshot of the model system during NEMD simulation in the representative case of T h = 420 K, T l = 380 K, and the average ρN2 = 0.07 mol/L . The 

yellow, red, white, and blue dots in the snapshot represent Au, O, H, and N atoms, respectively (Same in other figures). (Bottom panels) Steady-state (a) temperature, and (b) 

density profiles in the whole model system, and (c) ln( y N2 ) profile in the gas region. The inset in (b) shows the density profile in the gas region. The horizontal dashed line 

in (a) indicates the average temperature in the gas region. The solid line in (c) shows a linear fit to the MD data (For interpretation of the references to color in this figure 

legend, the reader is referred to the web version of this article). 
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as a length of 20 nm and cross section area of 14.7 nm by 14.7

m as shown in Fig. 2 . 89 N 2 molecules are added to the gas

hase of the simulation box such that the N 2 density in the gas 

hase is close to the maximum N 2 gas density in subsequent non- 

quilibrium MD (NEMD) simulations of evaporation and conden- 

ation processes. The box size is fixed during the EMD simulation 

nd PBCs are applied in all three directions. We equilibrate the sys- 

em at multiple temperatures varying from 350 K to 500 K using 

he Berendsen thermostat [33] . At each temperature, 2 ns is used 

o equilibrate the system and another 2 ns is used for data aver- 

ging. After the model system reaches thermal equilibrium at each 

emperature, a liquid water slab sandwiched by a gas mixture of 

 2 and saturated water vapor is present in the simulation box. The 

aturated vapor density, ρg , and the saturated liquid density, ρ f , 

re calculated from the average H 2 O density in the gas phase and 

n the liquid phase, respectively. Figure 2 shows the representative 

MD simulation results at T = 400 K. If we define the liquid-gas in-

erfacial layer as the region whose density ranges from ρg + 0.01 ρ f 

o 0.95 ρ f , the result in Fig. 2 shows the thickness of the interfacial

ayer at T = 400 K is ∼ 1.5 nm. 

In Fig. 3 , we show the temperature-dependent ρg determined 

rom our EMD simulations has a reasonable agreement with the 

xperimental data [ 34 , 35 ]. We also perform similar EMD simula- 

ions in model systems with lower and zero N 2 density and find ρg 

s almost unaffected by the N 2 density. In subsequent NEMD simu- 

ations, we study evaporation and condensation of the model water 

round 400 K. To further verify that our EMD model determines 

eliable ρg for the model water around 400 K, we compare the 

imulation results near 400 K to the prediction from the Clausius- 

lapeyron equation [36] . If the ideal gas assumption is valid for the 
4 
aturated vapor of the model water, the temperature-dependent ρg 

atisfies [36] : 

d ( ln ρg ) 

d ( 1 /T ) 
= −h fg 

R 

+ T , (9) 

here h fg is the latent heat at a given temperature T . To find h fg of

he model water at a temperature of 400 K, we carry out separate 

MD simulations to determine the internal energy, u , and pressure, 

 , of the saturated liquid water and the saturated vapor water at 

 = 400 K. Using the u, P , and ρg obtained from EMD simulations,

e determine the enthalpy, h f , of the saturated liquid and the en- 

halpy, h g , of the saturated vapor. The difference between the two 

nthalpies gives h fg = 40.77 kJ / mol for the model water at T = 400

 which agrees reasonably with the experimental value h fg = 39.32 

J / mol [ 34 , 35 ]. 

To investigate if the temperature-dependent ρg satisfies Eq. (9) , 

e take five MD data points ranging from 375 K to 425 K and fit

n( ρg ) vs. 1/ T data with a linear function. As shown in the inset of

ig. 3 , the linear fit gives a slope of −5054 K at T = 400 K, which

as a reasonable agreement with −4504 K predicted by Eq. (9) . Us- 

ng the calculated P and ρg of the saturated model water vapor at 

 = 400 K, we find the compressibility factor (CF) of the saturated 

apor is 0.93, which implies the saturated vapor of model water 

s close to, but not a perfect ideal gas at T = 400 K. In our recent

tudy on the phase change of a model n-dodecane at T = 450 K 

19] , we also found that the CF of the saturated vapor n-dodecane 

s 0.93 and the slope of ln( ρg ) vs. 1/ T deviates ∼ 10% from the

rediction from Eq. (9) . Therefore, we believe the 10% difference 

etween the MD result and the theoretical prediction is caused 

y the non-ideal gas behavior of the model water vapor around 
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Fig. 2. A snapshot of a liquid water slab sandwiched by a gas mixture of N 2 and 

saturated water vapor at a temperature of 400 K, and the corresponding density 

profile in the model fluid system. The dash-dot lines indicate the position of liquid- 

gas interfaces. The vertical dashed lines in the snapshot indicate the position of 

imaginary planes used for determination of the MAC. The solid and dashed lines in 

the density profile is used to guide the eye. 
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 = 400 K, and our temperature-dependent ρg data are reliable in 

he analysis of the subsequent NEMD simulation results of evapo- 

ation and condensation processes. 

.2.2. Determination of α
Using the same EMD model described in Sec. 3.2.1 , we deter- 

ine the MAC which is defined as the fraction of vapor molecules 

hat strike the liquid surface and are accommodated to the liq- 

id phase. To determine if an incident vapor molecule is accom- 

odated to or reflected from the liquid surface, we set an imagi- 

ary plane 2 nm from the liquid-gas interface as shown in Fig. 2 .
ig. 3. The saturated vapor density, ρg , of model water as a function of temperature. The

inear fit to ln( ρg ) vs. 1/ T of the model water in the range from T = 375 K to T = 425 K. 

5 
he liquid-gas interface is defined at the position where the wa- 

er density equals to ( ρg + ρ f )/2. We define vapor molecules that 

ross the imaginary plane and move towards the interface as in- 

ident molecules. The distance between the imaginary plane and 

he interface is greater than the thickness ( ∼ 1.5 nm) of the liquid- 

as interfacial layer to ensure that the vapor molecules that cross 

he imaginary plane are out of the interface. This distance should 

lso be much smaller than the mean free path (MFP) of vapor 

olecules to ensure that the incident molecules mainly collide 

ith the liquid surface, not with other vapor molecules. 

To estimate the MFP of saturated vapor of model water, we 

arry out a separate EMD simulation in a cubic simulation box con- 

aining saturated water vapor at T = 400 K. Using the EMD simu- 

ation, we obtain the self-diffusion coefficient D = 1.3 × 10 −5 m 

2 / s 

or the model water vapor from Green-Kubo formula [28] : 

 = 

1 

3 

∫ ∞ 

0 

dt 〈 ⇀ 

v i ( t ) ·
⇀ 

v i ( 0 ) 〉 , (10) 

here 
⇀ 

v i is the translational velocity of water molecule i , and t 

s time. Substituting this value into the Einstein-Smoluchowski’s 

quation [37] , we find the molecular MFP in the saturated model 

ater vapor at T = 400 K is about 38 nm, which is much greater

han the distance between the imaginary plane and the interface. 

To determine the MAC from the model system shown in Fig. 2 , 

e follow the trajectory of each incident vapor molecule to deter- 

ine the time interval, �t , for each incident molecule to cross the 

maginary plane again and return to the vapor phase. The time in- 

erval, �t , for vapor molecules that are directly reflected by the 

iquid surface should be smaller than that for vapor molecules that 

re first accommodated to the liquid phase and later evaporated. 

herefore, we need to find a cutoff time interval, �t cut , to deter- 

ine if the incident molecule is accommodated to the liquid sur- 

ace. Near a liquid-gas interface in thermal equilibrium, the aver- 

ge normal velocity of incident vapor molecules crossing an imag- 

nary plane is v n = 

√ 

πRT / 2 M according to the KTG [38] . For va- 

or water at T = 400 K, the KTG predicts v n = 539 m / s which

grees well with v n = 536 ±9 m / s directly obtained from our EMD

imulations. Accordingly, for incident molecules that are directly 

eflected by the interface, the average time flight time should be 

t avg = 2 �x / v n = 7.4 ps , where �x = 2 nm is the distance be-

ween the imaginary plane and the liquid-gas interface. Hence, we 

se �t cut = 7.4 ps to determine the MAC of the model water at 

 = 400 K. For MACs at other temperatures, we use the �t cut cor-

esponding to the average flight time at the given temperature to 

valuate the corresponding MAC. 
 dashed line is the experimental data taken from NIST [ 34 , 35 ]. The inset shows the 

The equation of the solid line in the inset is ln( ρg ) = 9.763 − 5054/ T . 
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Fig. 4. (a) The ratio of number of molecules returned to vapor within �t to number 

of incident vapor molecules at a temperature of 400 K. 1 – N ref / N inc at �t = 7.4 

ps is used to evaluate the MAC. (b) The MD simulation results of the MAC as a 

function of temperature for the model water. The dashed line in (b) is a third order 

polynomial fit to the MAC vs. T in this work. 

Table 1 

The self-diffusion coefficient, D , molecular MFP, compressibility factor, CF , and den- 

sity, ρg , of the model saturated water vapor, and the latent heat, h fg , the MAC, α, 

of the model water at T = 400 K. 

D 

( m 

2 / s ) 

MFP 

(nm) 

h fg 
( kJ / mol ) α CF 

ρg 

( mol/L ) 

1.3 × 10 −5 38 40.77 0.94 ±0.01 0.93 0.058 ±0.002 
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In a 2-ns-long EMD run at T = 400 K, we measure the total

umber of incident water molecules, N inc , and the total number of 

ncident molecules that return to the gas phase, N ref , within �t . 

f an incident vapor molecule takes more than �t cut = 7.4 ps to 

eturn to the vapor phase, we consider that the vapor molecule is 

rst accommodated to the liquid and later evaporated. Accordingly, 

e use α = 1 – N ref / N inc at �t cut = 7.4 ps to evaluate the MAC at

 = 400 K as shown in Fig. 4 (a). A similar method has been used in

he previous work to evaluate the MAC of monatomic fluids, poly- 

ers, and water [14–19] . In the range of N 2 density studied in this

ork, our MD results show the MAC of the model water depends 

eakly on the N 2 density ( α = 0.93 ±0.01 for ρN2 = 0.056 mol / L

nd α = 0.94 ±0.01 for ρN2 = 0 mol / L ). Therefore, we use a pure

ater system (i.e., ρN2 = 0 mol / L ) to determine the temperature- 

ependent MAC as shown in Fig. 4 (b) and assume the MAC is not

ffected by the N 2 density in the subsequent theoretical analy- 

is of evaporation and condensation processes. Our MD simula- 

ion results are consistent with the previous MD studies [ 14 , 39 ]

n the MAC of SPC/E water, which show the MAC is around 0.9 at 

 = 400 K and the MAC decreases with increasing temperature. For 

he convenience of discussions of simulation results in the follow- 

ng sections, we summarize the properties of the model water at 

 = 400 K obtained in this section in Tab. 1 . 
6 
. NEMD simulation of evaporation and condensation 

.1. NEMD simulation details 

To study evaporation and condensation of the water in the 

odel system shown in Fig. 1 , we set the left Au plate as a heat

ource, and the right Au plate as a heat sink. This results in evap- 

ration of water on the left surface and condensation of water on 

he right surface. The heat source temperature, T h , and the heat 

ink temperature, T l , are maintained in the subsequent MD simu- 

ations by velocity rescaling at each time step. T h and T l are higher 

nd lower than 400 K by the same amount, respectively, so that 

he average temperature of the whole model system is around 

00 K in all cases. Each heat source-sink simulation run is first 

erformed for 3 ns to allow the system to reach quasi-steady- 

tate evaporation and condensation, which means the evapora- 

ion/condensation flux becomes essentially time-independent af- 

er 3 ns. Subsequently, the NEMD simulation is carried out for 

n additional 2 ns for data collection and averaging. We con- 

ider the simulated process as a quasi-steady-state evaporation and 

ondensation process because the two liquid-gas interfaces move 

t a low speed of ∼ 0.1 m/s and during the 2-ns data collec- 

ion period the interfaces only displace by ∼ 2 Å. In Sec. 3 , we

nd the MFP of the saturated model water vapor is about 38 

m. When N 2 gas is added between two interfaces separated by 

00 nm, the MFP of vapor molecules will be smaller. Hence, the 

nudsen number in the gas phase of the model system is less 

han 0.12. 

To calculate the steady-state temperature and density profiles, 

e evenly divide the fluid region less than 10 nm from each of the 

wo solid surfaces into ten bins. The 1-nm bin width in this re- 

ion allows us to find the location and temperature of the liquid 

urface with precision. In the 290-nm-long central gas region, we 

venly divide the region into 29 bins. The 10-nm bin width in the 

entral gas region allows us to obtain good statistics of gas prop- 

rties. The steady-state evaporation/condensation molar flux is de- 

ermined by J = 
v i ,x /( VN A ) , where N A is the Avogadro constant,

 and v i,x are the volume and the x-component velocity of water 

olecules in the central gas region, respectively. The contribution 

rom the macroscopic velocity is subtracted in the calculation of 

emperature in each bin. To further improve the accuracy of the 

imulation results, four independent runs are performed in each 

ase of MD simulations. The uncertainties of the simulation results 

re determined by analyses of these independent runs. 

.2. Representative simulation results 

The representative NEMD simulation results in the case of 

 h = 420 K, T l = 380 K, and the average ρN2 = 0.07 mol/L are

hown in Fig. 1 . There are two heat transfer modes between the 

wo liquid-gas interfaces. One is the bulk motion of water va- 

or caused by evaporation and condensation at the two inter- 

aces. The other is heat conduction since a temperature gradient 

n the gas phase is observed in Fig. 1 (a). As a comparison, Fig. 5 (a)

hows the temperature gradient in the gas phase is almost zero 

f there is no N 2 gas in the model system, indicating that the 

eat conduction in Fig. 1 (a) is mainly due to the presence of non-

ondensable N 2 gas. Although heat conduction occurs in the gas 

hase, the heat conduction flux is negligible compared to the evap- 

ration/condensation heat flux. Furthermore, Fig. 1 (a) shows the 

emperature in the gas phase generally falls within 400 ±5 K. A ∼
% change of T v in Schrage equation, i.e., Eq. (7) , can only result 

n a small error in the prediction of the evaporation/condensation 

ux. Therefore, we will approximate the T v in Schrage equation 

s the average gas temperature in the model system in the sub- 

equent analysis of the evaporation and condensation process. 
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Fig. 5. (Top panel) A snapshot of the model system during NEMD simulation in the case of T h = 420 K, T l = 380 K, and ρN2 = 0 mol/L . (Bottom panels) Steady-state (a) 

temperature, and (b) density profiles. The inset in (b) shows the density profile in the gas region. The horizontal dashed line in (a) indicates the average temperature in the 

gas region. 
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Fig. 6. The steady-state x-component VD of water vapor molecules in the (a) left- 

most bin (closet to the evaporating surface), and (b) rightmost bin (closest to the 

condensing surface) of the central gas region in the representative case of T h = 420 

K, T l = 380 K, and ρN2 = 0.07 mol/L . The scatters are VDs obtained directly from 

MD simulations. The lines are the SMVD given by Eq. (1) with T v = 400 K. The 

vertical dash-dot lines show the mean velocity of vapor molecules. 
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There are also two mass transfer modes between the two 

iquid-gas interfaces. One is the mass transfer by bulk motion of 

he gas mixture. The other is the diffusive mass transfer since 

n evident density gradient of water vapor is observed in the 

as phase as shown in Fig. 1 (b). From the NEMD simulation, 

e directly obtain the steady-state evaporation/condensation flux 

 H2O = 0.50 ±0.03 mol / cm 

2 ·s and J N2 ≈ 0 mol / cm 

2 ·s . Hence, the

ass diffusion in the gas region is the diffusion of water vapor 

hrough a stagnant N 2 gas, which is a typical Stefan flow [38] . As a

omparison, Fig. 5 (b) shows the density gradient in the gas phase 

s almost zero when there is no N 2 gas in the model system, indi-

ating that the mass transfer is dominated by mass convection in 

he absence of non-condensable N 2 gas. 

To compare J H2O with the prediction from Schrage equation, we 

rst find the temperature at the evaporating liquid-gas interface 

 L,1 = 416.8 K and at the condensing interface T L,2 = 383.1 K as

hown in Fig. 1 (a). Using the ρg vs. T data found in Sec. 3.2.1 ,

e obtain ρg ( T L,1 ) = 0.095 mol/L and ρg ( T L,2 ) = 0.033 mol/L . Fur-

hermore, using the α vs. T data obtained in Sec. 3.2.2 , we obtain 

( T L,1 ) = 0.91 and α( T L,2 ) = 0.95. Additionally, we find the wa-

er vapor density near the evaporating interface ρv,1 = 0.078 mol/L 

nd near the condensing interface ρv,2 = 0.048 mol/L. ρv,1 and ρv,2 

re obtained in the leftmost bin and the rightmost bin of the cen- 

ral gas region, respectively. All these properties are summarized 

n Tab. 2 . Using the above properties and the average gas temper- 

ture T v = 400 K, Schrage equation predicts the net evaporation 

ux at the left surface J evp = 0.52 mol/cm 

2 ·s and the net conden-

ation flux at the right surface J con = 0.53 mol/cm 

2 ·s , respectively. 

oth theoretical predictions agree with the MD simulation result 

 H2O = 0.50 ±0.03 mol / cm 

2 ·s very well. 

The accurate prediction from Schrage equation implies the key 

ssumption regarding the VD of vapor molecules near an evapo- 

ating/condensing surface in Schrage analysis is still valid in the 

ase of water evaporation/condensation in a non-condensable gas. 

o directly verify this assumption, we measure the VD of water va- 

or molecules in the leftmost (i.e., closest to the evaporating sur- 

ace) and rightmost (i.e., closest to the condensing surface) bins 

f the central gas region from MD simulations. Using J H2O = 0.50 
7 
ol / cm 

2 ·s, ρv,1 = 0.078 mol/L and ρv,2 = 0.048 mol/L , we obtain the

acroscopic vapor velocity v v ,0 near the evaporating and the con- 

ensing surfaces are 64 m/s and 104 m/s, respectively. Substituting 

 v ,0 and T v = 400 K into Eq. (1) , we obtain the shifted Maxwell

D (SMVD) assumed in Schrage analysis. Fig. 6 shows the VDs ob- 

ained directly from the MD simulation closely follow the SMVD 

iven by Eq. (1) . Hence, the MD results verify the key assumption 

n Schrage analysis. 
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Table 2 

Comparison of the molar fluxes J H2O obtained from NEMD simulations with the predictions from the Schrage relationships. 

J evp and J con are evaporation and condensation molar fluxes predicted by Schrage relationships, respectively. Error% is de- 

fined as | J theory –J H2O |/ J H2O . The uncertainties of T L,1 and T L,2 are less than 0.1 K. The uncertainties of ρv,1 and ρv,2 are less 

than 0.002 mol/L . The uncertainties of J H2O are less than 0.03 mol / cm 

2 s . 

T h T l T L,1 T L,2 ρN2 ρv ,1 ρv ,2 ρtot D H2O-N2 J H2O J evp J con Error% 

(K) (K) ( mol/L ) (mol / m ·s) ( mol / cm 

2 s ) Evp. Con. 

420.0 380.0 414.7 384.6 0.000 0.061 0.056 - 0.76 0.77 0.80 1.3 5.3 

412.5 387.5 409.1 390.0 0.000 0.058 0.054 - 0.47 0.49 0.45 4.2 4.2 

420.0 380.0 415.7 383.7 0.035 0.070 0.051 0.0036 0.60 0.62 0.65 3.3 8.3 

412.5 387.5 409.5 389.6 0.035 0.064 0.052 0.0037 0.37 0.36 0.38 2.7 2.7 

420.0 380.0 416.8 383.1 0.070 0.078 0.048 0.0040 0.50 0.52 0.53 4.0 6.0 

412.5 387.5 409.9 389.1 0.070 0.067 0.050 0.0040 0.32 0.30 0.35 6.3 9.4 

4

r  

m

c

d

f

t

(  

o

c

fl

d

S

c

t

S

J

ρ
r

w

l(

t  

c

C

[(

u

i

c  

ρ
i  

α  

m  

i

m

a

e

Table 3 

Comparison of J / �T L obtained directly from MD simulations to the prediction from 

Eq. (15) . ρtot D H2O-N2 = 3.85 × 10 −3 mol / m ·s and L = 300 nm are used in the theo- 

retical prediction. 

ρN2 ( mol/L ) T̄ L (K) J/ �T L ( mol/cm 

2 s ·K ) 
MD Theory 

0 399.6 0.025 0.025 

0.035 399.6 0.019 0.018 

0.070 399.7 0.015 0.014 

Fig. 7. Steady-state evaporation/condensation flux of water as a function of �T L 
obtained from NEMD simulations. The dashed line shows the linear fit to J H2O vs. 

�T L . The uncertainty of J H2O is smaller than the size of symbols. 
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.3. Effects of ρN2 on J 

To study the effects of ρN2 on evaporation and condensation 

ates of water in the model system, we set ρN2 = 0 mol/L , 0.035

ol/L , and 0.07 mol/L . The driving force for the evaporation and 

ondensation processes in the model system is the temperature 

ifference, �T L = T L,1 – T L,2 , between the two liquid-gas inter- 

aces. For each ρN2 , we carry out NEMD simulations under two 

emperature-difference conditions: (1) T h = 420 K, T l = 380 K and 

2) T h = 412.5 K, T l = 387.5 K. It is shown in Tab. 2 that the average

f the two liquid-gas interface temperatures, T̄ L = ( T L,1 + T L,2 )/2, is 

lose to 400 K in all cases and the evaporation/condensation molar 

ux, J H2O , obtained from MD simulations increases with �T L and 

ecreases with ρN2 . In all simulated cases, the predictions from 

chrage equation deviate less than 10% from the MD results J H2O . 

Since our MD simulation results show Schrage equation is ac- 

urate in the prediction of evaporation and condensation flux of 

he model water, we will use analytical relationships derived from 

chrage equation to quantitatively understand the dependence of 

 H2O on ρN2 and �T L found in our MD simulations. First, when 

N2 = 0, Fig. 5 shows that the temperature and density in the gas 

egion are almost constant. Accordingly, in the limit of �T L / ̄T L 	1, 

hich is the case for our modeling results, one can obtain the fol- 

owing relationship from Schrage equation [ 15 , 19 ] 

J 

�T L 

)
0 

≈
α
(
T L 

)
2 − α

(
T L 

)√ 

R 

2 πM T L 
ρg 

(
T L 

)( 

T L 

ρg 

(
T L 

) dρg 

dT 

∣∣∣∣
T L 

+ 

1 

2 

) 

, 

(11) 

The subscript 0 on the left side of Eq. (11) indicates the rela- 

ionship is for a pure water system, i.e., ρN2 = 0. If the water vapor

an be approximated as an ideal gas, one can use the Clausius–

lapeyron equation (i.e., Eq. (9) ) to further reduce Eq. (11) to 

 15 , 19 ] 

J 

�T L 

)
0 

≈
α
(
T L 

)
2 − α

(
T L 

)√ 

R 

2 πM T L 
ρg 

(
T L 

)( 

h fg 

(
T L 

)
R T L 

− 1 

2 

) 

, (12) 

Note that all properties on the right side of Eq. (12) are eval- 

ated at T̄ L . This indicates that the evaporation/condensation flux 

n the model system will be proportional to �T L if T̄ L remains 

onstant. It is shown in Tab. 3 and Fig. 7 that in the case of

N2 = 0, T̄ L = 399.6 ±0.1 K and J H2O obtained from MD simulations 

s proportional to �T L with a slope of 0.025 mol / cm 

2 ·s ·K . Using

, ρg , and h fg obtained in Sec. 3 , Eq. (12) predicts J / �T L = 0.025

ol / cm 

2 ·s ·K , which is in excellent agreement with the slope found

n Fig. 7 . 

To correlate the slope J / �T L with ρN2 , we must consider the 

ass diffusion in the gas mixture in addition to the evaporation 

nd condensation processes at the two interfaces because of the 

vident density gradient observed in the gas mixture. In Sec. 4.2 , 
8 
e showed the mass flow in the H 2 O-N 2 gas mixture is a Stefan

ow. Hence, J H2O can be also determined by Stefan’s law [40] : 

 H 2 O = 

ρtot D H 2 O −N 2 

L 
ln 

y N 2 ( x c ) 

y N 2 ( x e ) 
, (13) 

here ρtot is the total molar density of the gas mixture, which is 

ssentially a constant in the gas phase, D H2O-N2 is the binary dif- 

usion coefficient, x e and x c are the position of evaporating and 

ondensing interfaces, respectively, L is the separation between 

wo liquid-gas interfaces, and y N2 is the molar fraction of N 2 

 y N2 = ρN2 / ρtot ). In Sec. 3 , we showed the model fluid is close to

n ideal gas. The KTG predicts that the diffusion coefficient D H2O-N2 

f an ideal gas is independent of the composition ratio and is in- 

ersely proportional to ρtot at a given temperature. Since the gas 

emperature in all simulation cases is close to 400 K, the product 

tot D H2O-N2 should be approximately a constant. To verify this KTG 

rediction, we calculate ρtot D of the model fluid from the 
H2O-N2 
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ollowing relationship derived from Eq. (13) : 

n y N 2 ( x ) = ln y N 2 ( x e ) + 

J H 2 O 
ρtot D H 2 O −N 2 

x. (14) 

Consistent with the prediction of Eq. (14) , Fig. 1 (c) shows 

n( y N2 ) is indeed a linear function of x. A linear fit to the MD data

n Fig. 1 (c) gives the slope J H2O / ρtot D H2O-N2 = 0.00134 nm 

−1 . Us-

ng J H2O = 0.50 mol / cm 

2 ·s , we obtain ρtot D H2O-N2 = 3.7 × 10 −3 

ol / m ·s . Using a similar method, we find ρtot D H2O-N2 in other sim-

lation cases. As shown in Tab. 3 , the calculated ρtot D H2O-N2 all 

all within 0.0 038 ±0.0 0 02 mol / m ·s , which means ρtot D H2O-N2 is al-

ost a constant as expected. Therefore, we use the average value 

tot D H2O-N2 = 0.00385 mol / m ·s in the following calculations. 

From Schrage equation ( Eq. (7) ) and Stefan’s law ( Eq. (13) ),

ur previous work [16] derived the following equation to corre- 

ate J / �T L with the density of non-condensable gas (N 2 gas in our

odel system): 

J 

�T L 
= 

( J/ �T L ) 0 

1 + 

α( ̄T L ) 
2 −α( ̄T L ) 

√ 

R ̄T L 
2 πM 

L ρN 2 

ρtot D H 2 O −N 2 

, (15) 

here we approximate the N 2 density at the center of the gas re- 

ion as the average N 2 gas density ρN2 and approximate the av- 

rage gas temperature as T̄ L . Both approximations are good for our 

odel systems. Since T̄ L and ρtot D H2O-N2 are both constant in our 

imulation cases, Eq. (15) predicts that J is proportional to �T L 
or a given ρN2 , and J / �T L will decrease with increasing ρN2 . As

hown in Tab. 3 and Fig. 7 , the slope J / �T L obtained directly from

he MD data agrees with the prediction from Eq. (15) very well for 

oth ρN2 = 0.035 mol/L and ρN2 = 0.07 mol/L cases. 

. Effective thermal conductivity of a heat pipe 

The model system shown in Fig. 1 , which contains a thin liq- 

id water layer on each of the evaporator surface and the con- 

enser surface, is similar to a planar heat pipe. The driving force 

or the evaporation and condensation in the heat pipe is the tem- 

erature difference �T L . Using the analytical equation for J / �T L , 

.e., Eq. (15) , we can determine the effective thermal conductivity 

f a planar heat pipe. The temperature difference �T L between the 

vaporating and condensing liquid surfaces in the heat pipe results 
ig. 8. The variation of k eff with the separation L between evaporating and condensing liq

on-condensable gas in the heat pipe is water and air, respectively and the average fluid 

9 
n a heat flux q = Jh fg from the evaporator to the condenser of the

eat pipe. Accordingly, the thermal conductance between the two 

iquid surfaces is 

 = q/ �T L = ( J/ �T L ) h f g . (16) 

The thermal conductance is related to the effective thermal 

onductivity k eff by 

 = k e f f /L , (17) 

here L is the separation between the evaporating and condens- 

ng liquid surfaces. From Eqs. (16) and (17) , we obtain the relation 

etween k eff and J / �T L : 

 e f f = ( J/ �T L ) h f g L. (18) 

Substituting Eq. (15) into Eq. (18) , we obtain the analytical 

quation to determine k eff as a function of temperature T̄ L , den- 

ity of non-condensable gas (NCG) ρNCG in the heat pipe, and L : 

 e f f = 

α( ̄T L ) 
2 −α( ̄T L ) 

√ 

R 

2 πM ̄T L 
ρg 

(
T̄ L 

)( h f g ( ̄T L ) 
R ̄T L 

− 1 
2 

)
1 + 

α( ̄T L ) 
2 −α( ̄T L ) 

√ 

R ̄T L 
2 πM 

L ρNCG 

ρtot D AB 

h f g L, (19) 

here D AB is the binary diffusion coefficient. Eq. (19) indicates that 

n the absence of NCG, i.e., ρNCG = 0, k eff will increase linearly with 

 . If the NCG is not fully evacuated from the heat pipe, Eq. (19) pre-

icts that k eff will first increase with L and then reach a maximum 

alue given by Eq. (20) in the limit of large L . 

 e f f = 

ρg 

T̄ L 

(
h f g 

R ̄T L 
− 1 

2 

)
ρtot D AB 

ρNCG 

h f g . (20) 

Eq. (20) indicates that the maximum k eff that can be achieved 

y a heat pipe is inversely proportional to the density of NCG. 

To clearly demonstrate the predictions from Eq. (19) , we con- 

ider the working fluid in the heat pipe is water and the NCG is 

ir. If the average temperature T̄ L in the heat pipe is 300 K, we 

se the following experimental data [ 34 , 35 ] of water properties in

q. (19) : (i) saturated vapor density ρg = 0.00142 mol/L , (ii) la- 

ent heat h fg = 43.9 kJ/mol , (iii) the binary diffusion coefficient of 

ater-air gas mixture [41] : 

 H 2 O −air = 1 . 87 × 10 

−10 T 
2 . 072 

m 

2 /s , (21) 

P 

uid surfaces in a planar heat pipe predicted by Eq. (19) . The working fluid and the 

temperature is 300 K. The inset shows the experimental data from Ref. [42] . 
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here the unit of P of the gas mixture is atm. Additionally, we 

et the MAC of water at 300 K to 1.0 based on our MD simulation

esult. The ρNCG (i.e., air density in this case) in Eq. (19) is deter- 

ined from the air pressure P air in the heat pipe and the ideal gas

quation. Figure 8 shows that when air is completely evacuated 

rom the heat pipe, k eff increases linearly with the separation L be- 

ween evaporating and condensing liquid surfaces, and k eff reaches 

 × 10 4 W / m ·K if L = 100 mm. This theoretical prediction agrees

ualitatively with k eff of a copper heat pipe measured in the re- 

ent experiment [42] . As shown in the inset of Fig. 8 , the k eff of

he copper heat pipe with water as the working fluid increases lin- 

arly with heat pipe length, and k eff achieved ∼ 10 4 W / m ·K at 100

m heat pipe length [42] . 

Note k eff predicted from our theoretical model (i.e., Eq. (19) ) is 

he k eff between the evaporating and condensing liquid surfaces in 

he heat pipe shown in Fig. 1 , while the k eff measured in the ex-

eriment is the k eff of the entire heat pipe. The total thermal resis- 

ance in a heat pipe includes not only the resistance ( R ec ) between

vaporating and condensing liquid surfaces (i.e., the one studied in 

ur theoretical model), but also the conduction resistance in thin 

iquid layers ( R L ) in the evaporator and condenser of the heat pipe

43] and the conduction resistance in solid walls ( R W 

) of the heat

ipe [ 44 , 45 ]. R ec is the inverse of thermal conductance given by

q. (16) , which is independent of the pipe length when air is com- 

letely evacuated from the heat pipe. Using water properties at 

00 K, we find from Eq. (16) that R ec = 1.9 × 10 −6 m 

2 ·K/W which

s equivalent to R L in a 1.2-μm-thick water layer and R W 

in a 0.76-

m-thick copper plate. The wick liquid structure in copper heat 

ipes is often in ∼ 10 μm scale [ 44 , 45 ]. Hence, the total thermal

esistance in a heat pipe is considerably larger than the resistance 

 R ec ) between evaporating and condensing liquid surfaces. As a re- 

ult, the k eff of the entire heat pipe is smaller than that calculated 

y Eq. (19) (i.e., the k eff between the evaporating and condensing 

iquid surfaces). 

If air is not completely evacuated from the heat pipe, 

ig. 8 shows k eff eventually reaches a plateau rather than increas- 

ng linearly at large L . In this case, the maximum k eff is inversely

roportional to P air or ρair according to Eq. (20) . For the specific 

ase shown in Fig. 8 , if the partial pressure of air in the heat pipe

s 10 −3 atm, k eff saturates when L reaches ∼ 1 mm and the max- 

mum k eff that can reach in the limit of large L is 100 W / m ·K . To

chieve k eff = 10 4 W / m ·K in the limit of large L , Eq. (20) suggests

hat one would need to reduce the air pressure in the heat pipe to 

elow 10 −5 atm (1 Pa). 

. Conclusions 

Using MD simulations, we show Schrage equation is accurate 

n the prediction of water evaporation and condensation rates 

n air. Using Schrage equation and Stefan’s law, we derive an 

nalytical expression for the effective thermal conductivity be- 

ween the evaporating and condensing liquid surfaces in a pla- 

ar heat pipe containing a non-condensable gas. The analytical 

odel shows the effective thermal conductivity will increase lin- 

arly with the separation between evaporating and condensing liq- 

id surfaces in the absence of a non-condensable gas. However, 

f a non-condensable gas is present in the heat pipe, the effec- 

ive thermal conductivity will reach a plateau at long heat pipe 

ength. The maximum effective thermal conductivity is inversely 

roportional to the density of the non-condensable gas in the heat 

ipe. 

Since Schrage equation gives accurate predictions of evapora- 

ion and condensation rates at a water-air interface, it can be used 

o formulate appropriate boundary conditions [18] at the water-air 

nterface for continuum modeling of water evaporation and con- 

ensation in air [ 46 , 47 ]. 
10 
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ustification of significance 

Water evaporation/condensation in air is a process of great im- 

ortance to a variety of natural phenomena and engineering ap- 

lications. Although recent experimental and molecular dynam- 

cs (MD) studies suggest that Schrage equation predicts evap- 

ration and condensation rates of water in the absence of a 

on-condensable gas with good accuracy, it is not clear whether 

chrage equation is still accurate or even valid for quantifying wa- 

er evaporation and condensation rates in air. In this work, we 

se MD simulations to show that the evaporation and conden- 

ation fluxes of water in the presence of air are still in a good 

greement with the predictions from Schrage equation. Based on 

chrage equation, we further derive an analytical expression for 

he effective thermal conductivity of a planar heat pipe. The an- 

lytical prediction of the dependence of effective thermal conduc- 

ivity on heat pipe length and density of non-condensable gas is 

orroborated by our MD simulation results and recent experimen- 

al data. 
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