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Abstract

Identifying emerging technologies has been of long-standing interest to many scholars and practitioners.
Previous studies have introduced methods to capture the concept of emergence from bibliographic
records, including the recently proposed Technology Emergence Indicator (Carley et al. 2018). This
indicator method has shown to be applicable to various technological fields. However, the indicator uses
a limited time window, which can overlook the potential long-term evolution of emerging technologies.
Moreover, the existing method suffers from interpretability, because it can be difficult to understand the
context in which identified emerging terms are used. In this paper, we propose an improved version of
the Technology Emergence Indicator that addresses these issues. In doing so, we examine emerging topics
within the field of autonomous vehicles technologies during the period of 1991-2018, guided by a
proposition about the long-term diffusion of an emerging technology topic. The results show that different
autonomous vehicle technology topics emerge during each of the three 10-year periods under analysis,
including an initial period of understanding the surrounding environment and path planning, a second
period marked by DARPA Grand Challenge motivated factors associated with the urban environment and
communication technologies, and a third period relating to machine learning and object detection. This
association with certain emerging technology topics in each decade is also characterized by different
trajectories of continued or cyclical carryover across the decades. The results suggest a methodology that
practitioners can use in examining research areas to understand which topics are likely to persist into the
future.

Keywords: autonomous vehicles, emerging technologies, technology emergence indicator, word-
embedding



1. Introduction

Accounts of the history of autonomous vehicle technologies appear to move consistently toward
increasing emergence in scientific and engineering communities. Wetmore (2003) discusses how
autonomous cars were initially based around intelligence embedded in the road system and with cars
equipped with receivers, for example, the General Motors Firebird Il. Meanwhile, certain function-specific
systems became more automated and were introduced in cruise control and anti-locking brakes. Pilots
of various vehicles to test greater autonomy continued. Government funding of academic research into
more fully autonomous vehicles took place in the 1970s, 1980s, and 1990s. The DARPA Grand Challenges
in 2004, 2005, and especially 2007 demonstrated the use of technologies that can navigate in traffic.
Academic research has continued alongside corporate pilot autonomous vehicles and prize competitions
that have increasingly used game-based technologies and deep machine learning (Stilgoe 2018).

Unmanned underwater vehicles have a similar technology trajectory, with early pilots focused on data
collection advancing to more recent efforts involving government funding, research, and corporate
activity around the synthesis of sensors, communication, navigation, artificial intelligence, and energy
management (Blidberg 2001, Wynn et al. 2014). Although torpedoes can be considered one of the earliest
examples of unmanned underwater vehicles, applications for deep-sea mapping have expanded into
deepwater offshore oil and gas production, mineral exploration, and maritime security, among others, as
artificial intelligence and energy management improve data gathering, transmission exchange, and
wayfinding. Unmanned aerial vehicles also have airborne torpedoes and missiles in their origins, and,
although they must fly, they use radio, sensors, computing, software, and mapping to address needs for
automatic stabilization, remote control, and navigation.

Some of these autonomous vehicle technologies seemingly follow a progressive technology R&D path in
the technology diffusion literature, while others fall by the wayside, such as Nikola Tesla’s dirigible-based
design for unmanned aerial vehicles (Newcome 2004). Macro- and micro-level factors are involved in the
uptake or drop-off of technologies not only in moving to market but also within the R&D domain itself.
Observers have commented on the influence of large scale macrosystems on the trajectory of emerging
technologies such as autonomous vehicles. Geels and Kemp (2007) highlight the multi-level influences of
transitions in socio-technical systems that can facilitate or impede the adoption of technologies. Yun et al.
(2016) similarly indicate that causal loops between technology and market result in inconsistencies in the
development of autonomous car technologies as represented by patents. Consideration of these
systematic, including regulatory, factors varies depending on the level of driver control versus automation,
acknowledging that autonomy is subject to gradations rather than being a dichotomous concept (Skeete
2018). At the micro-level, there are concerns about safety, disclosure, and privacy in artificial intelligence
databases and psychological needs for confidence and trust (Hengstler, Enkel and Duelli 2016,
Hohenberger, Sporrle and Welpe 2017, Penmetsa et al. 2019, Stilgoe 2018). Although some of these
factors are more market than R&D oriented, they may well have a role in affecting scientific as well as
market emergence of autonomous technologies. For example, scientists are members of the public and
can take their public values into the research setting (Scheufele et al. 2007, Youtie et al. 2011).

This paper aims to identify patterns in which technologies used in R&D on autonomous vehicles fall by the
wayside or continue to move forward. To this end, we seek to provide information that can help
distinguish among models in the literature on the diffusion of innovation and technological emergence.
Our presumption is that terms that persist follow one of the models of technology emergence: the



standard diffusion of innovation model of continued growth, or the cyclical model of growth, decline, and
possible re-emergence. To identify and evaluate such a variety of growth patterns, we propose to apply
the Technology Emergence Indicator to a longer time window than the single 10-year period it was
originally developed for, that is, to three decades in autonomous vehicle development. We incorporate
these multiple observation windows to fully address the evolution of topics. Moreover, we address the
difficulties in interpreting isolated emerging terms by comparing groups of closely related terms, which
are clustered based on their word-embedded vectors. We show that this greatly improves the
interpretability of emerging terms. We focus on autonomous vehicles because of their long history and
foundation in and involvement with multiple technologies. Autonomous vehicles are important
economically, in addition to from an R&D standpoint.

The analysis based on our improved version of the Technology Emergence Indicator shows that distinctive
technologies emerge during each of the three 10-year periods under analysis: (1) an initial period of
understanding the surrounding environment and path planning, (2) a second period marked by DARPA
Grand Challenge motivated factors associated with the urban environment and communication
technologies, and (3) a third period relating to machine learning and object detection. This association
with certain emerging technologies in each decade is also characterized by different trajectories of
continued or cyclical carryover across the decades.

The paper is organized as follows. In section 2, we discuss previous literature on technological emergence.
In section 3, we describe our method for measuring emerging topics and identifying and extracting
publication metadata for autonomous vehicle research fields. Section 4 provides our results, including the
list of prominent emerging topics that vary across the three periods. Section 5 concludes with discussions
and implications for policy and future research.

2. Literature on Technological Emergence

There is a long history of studies about emerging technologies. Much of this literature focuses on defining
just what is an emerging technology, particularly the characteristics that make it both emerging and
technology. Some of the seminal works are Thomas Kuhn’s book about the rise and adoption of paradigms
in scientific research (Kuhn 1962), Dosi’s technological paradigm, with which he describes discontinuities
in technological trajectory as the emergence of new technological paradigm (Dosi 1982), Utterback and
Abernathy’s introduction of the concept of dominant design (Utterback and Abernathy 1975), and
Corning’s work based in complexity theory on the self-organization of emerging technologies (Corning
2002). These works are important in that they broadly highlight how a field or technology appears out of
a burgeoning research area, emphasizing the dynamic elements of scientific fields.

Recent studies of Rotolo and colleagues and Villasefor Teran (2017) provide excellent reviews of more
contemporary works on emerging technologies. In the case of Rotolo, Hicks and Martin (2015), the
literature review extracts from and analyzes the characteristics of 12 studies and isolates a resulting set
of five characteristics of emerging technologies: novelty, growth, coherence, impact, and uncertainty.
Teran’s philosophical review focuses more on the connotations of emerging technologies as a dynamic
label for other terms of art: revolutionary technologies, converging technologies, technologies with social
impact and/or media attention, and technologies in an early stage of development. Teran discusses the
emphasis of works on the “emergent” word in the “emerging technology” phrase and proposes that



greater attention also be given to the “technology” part of the phrase, specifically the lack of precision as
to whether the technology actually refers to one or more fields or paradigms and whether emerging
technologies constitute a single technology or multiple technologies. This proposition harkens to Arthur
(2009)’s work about how many new technologies are actually embedded in a system of new and mature
technologies.

Both reviews suggest that there is another dimension besides novelty and growth to emerging
technologies. Novelty is interesting in itself because of its dynamic nature over time. There is a 50-year
history of the trajectory of the study of new technologies, which is based on the work of Everett Rogers’s
Diffusion of Innovation published in 1962 (Rogers 1962). His work, simply put, proposed a single diffusion
curve based on five adopter categories of innovation in the target population.

However, more recent conceptualizations about innovation do not follow a single curve. Other ideas
about systems conversation do not follow one curve, in part, because innovations relate to broader
research, market, infrastructure, and institutional systems, among others. The Gartner Hype Cycle (Linden
and Fenn 2003) and Schmoch (2007)’s double boom concept suggest that technologies are perceived as
novel and grow, but then decline, and some re-emerge in a second wave based on a different set of factors
including market acceptance (Raffaelli 2019) or technology breakthroughs (Schmoch 2007). Porter and
Carley likewise found that emergent technologies do not follow a consistently upward path but have
multiple cycles of decline and re-emergence over a 10-year period (Carley et al. (2017)). Novelty is
unsatisfactory by itself because coming up with something new per se is necessary but not sufficient for
ongoing impact. For example, the idea of the self-driving car is not new. General Motors has been working
on it since the 1950s, but early self-driving cars did not work well with the road system (Bimbraw 2015).
The notion of emerging technology is that there has to be something else to make the technology endure
in addition to novelty.

What is the other axis? Rotolo, Hicks and Martin (2015) suggest candidates such as coherence, impact,
and uncertainty. Suggested in the work of Uzzi et al. (2013) is the importance of combining novelty and
conventionality (Uzzi et al. 2013). Another set of candidates is proposed by the FUSE project, which, along
with novelty and growth, recommends community and persistence (Murdick 2012). We focus on this
concept of persistence as an overarching descriptor for technologies that not only have novelty and
growth but also endure over a sufficient length of time to be recognized as viable. The general purpose
technology literature likewise contends that in addition to breakthroughs, technology must be able to
weather the lag time for diffusion to enable it to exhibit the characteristics of a general purpose
technology: pervasiveness, innovation spawning, and scope for improvement (Bresnahan and Trajtenberg
1995).

Persistence is envisioned both as a measure of time but also incorporates a sense of dynamism as different
factors hold sway. One example of this dynamism is the technology life cycle theory, which argues that in
the early stage of a technology (emerging period), there is considerable experimentation and uncertainty.
This emerging period is followed by a period of growth where the beginnings of the dominant design
appear with increasing standardization, which eventually coalesces and matures. Diversity dominates
early growth stages, but standardization becomes more prominent as the technology interacts with
external factors, including markets (Dosi 1982, Utterback and Abernathy 1975). Rotolo and colleagues use
nanotechnology to exemplify this pattern in which Roco (2004) depicts several generations of



nanotechnology, from active nanotechnology to passive nanotechnology, to integrated systems that
include nanotechnology.

This section has shown that there is a conceptual discussion of what technology emergence means. There
have been measures put forth to identify emerging technologies, including the Technology Emergence
Indicator (Carley et al. 2017, Carley et al. 2018, Kwon et al. 2019, Liu and Porter 2020, Ranaei et al. 2020,
Wang et al. 2019). This indicator method incorporates the characteristics of emerging technologies
emphasized in these papers, such as novelty, growth, and persistence. In the next section, we provide an
improved methodology and introduce its application in the field of autonomous vehicle technology.

3. Methods

In this section, we first discuss the literature on measuring technology emergence and introduce the
Technology Emergence Indicator (TEIl). We then discuss the construction of data and the implementation
of the method in detail. Figure 1 presents an overview of the methods we used by illustrating a series of
steps by which emerging terms are cleaned, identified, consolidated, and evaluated. We first delineate
the field boundary of autonomous vehicle technology with our carefully constructed search terms and
obtain bibliographic records related to autonomous vehicle technology. We then parse noun-phrases
from the title and abstract fields, which we refer to as “terms” that represent topics within autonomous
vehicle technologies. We apply two separate algorithms to these terms to obtain their degree of
emergence and their vector representations. The degree of emergence is calculated using TEl (Carley et
al. 2018), while each term’s vector space is generated by a word-embedding method from using the
Word2Vec algorithm (Mikolov et al. 2013). The corresponding vector space for emerging terms is then
used for identifying clusters of similarly located terms. By looking at these clustered terms, we can better
understand and evaluate the contexts in which these terms are used in autonomous vehicle technology.
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3.1 Measuring emergence

The lack of a unifying definition of emerging technologies has resulted in previous studies using varying
methods to identify technologically emerging topics. For example, Porter et al. (2002) adopted a broad
definition of emergence, “technologies that could exert much enhanced economicinfluence in the coming
(roughly) 15-year horizon” (p. 189), and thereby investigated differential national R&D capacity on
externally selected emerging topics. Lacasa, Grupp and Schmoch (2003) considered historical
development in understanding technological change and innovation in the chemical industry. More recent
attempts exploit the text mining approach to identify emerging topics. For example, Glanzel and Thijs
(2012) used core documents, a set of documents strongly linked to a given number of documents via co-
citation, to identify new emerging topics. Small, Boyack and Klavans (2014) identified clusters of
documents that are new and growing rapidly as emerging topics. However, document-level methods can
require extensive manual review and interpretation, which is difficult for large-scale datasets. Recently,
Carley et al. (2018) came up with a novel text mining method, the TEI algorithm, to identify emerging
topics without directly employing clustering methods. This method has several advantages over existing
methods. First, it captures emerging topics (noun-phrases) by identifying their novelty, growth, and
coherence (a dimension of the community), which comprise the main characteristics of emerging
technologies defined by Rotolo, Hicks and Martin (2015). The algorithm also incorporates a persistence
element, the importance of which to enduring emerging technologies was raised by Murdick (2012).
Therefore, the algorithm is based on a clearly defined definition of emerging technologies. Secondly, the
unit of analysis is based on noun-phrases, which can be a good proxy for topics in the context of scientific
articles (Milojevi¢ 2015). Third, users can select a time frame for analysis. In this aspect, our research
draws on Carley et al. (2018)’s TEI algorithm to identify topics within the broad autonomous system
technology domain. However, this paper extends the TEl approach by (1) applying the algorithm over
multiple 10-year periods, and (2) clustering the emerging terms using the word embedded vectors
(Mikolov et al. 2013, Zhang et al. 2018).

3.2 Data

Crafting a viable search strategy for autonomous vehicle technologies can be challenging due to the
system-based nature of the technologies. For example, related terms like “smart” and “intelligent” have
extensive usage outside of the autonomous vehicle domain, increasing the risk of capturing research that
is irrelevant to our interest. Our search strategy is based on the work of Youtie et al. (2017). We began
by focusing on system-level technology, not limiting our search to specific, cutting edge technological
components. While automation is a frequent keyword and concept that appears in autonomous vehicle
publications, we focused on “autonomy” as opposed to terms like “automatic” or “unmanned” that can
also refer to remote human operator-controlled systems. We also included terms such as “smart” or
“intelligence,” which are indicators of autonomy. We empirically tested these outputs and decided not to
include the terms “automated” because that term produces documents related to remote human
operator-controlled systems. We prioritized precision over recall, meaning that we sought well-targeted,
representative “autonomous systems” datasets to draw accurate conclusions, and sacrificed some portion
of relevant data rather than trying to process noisier data.

We constructed sets of keyword-based search queries, which are shown in Table 1. These search terms
were first identified by identifying the most common keywords from the initial search, which only include



a few terms related to autonomous vehicle technology. We then iteratively refined our search terms. See
Youtie et al. (2017) for detail.

Table 1. Search Queries for Autonomous System Technologies

Query 1: TS = ((Self-driving or autonomous or driverless) near/4 (marine or underwater or
transport* or car or motorcar or vehicle or automobile or aircraft or airplane or
aeroplane))

Query 2: TS = ((drone near/2 autonomous) or (uav near/4 autonomous) or (auv near/4
autonomous))
Query 3: TS = ((robot* near/1 (underwater or marine or transport* or mobile or car or motorcar

or vehicle or automobile or aircraft or airplane or aeroplane)) AND (autonomous or self-
driving or driverless))

Query 4: TS = (“autonomous driv*”)

Query 5: TS = (((robot* near/1 (underwater or marine or transport* or mobile or car or motorcar
or vehicle or automobile or aircraft or airplane or aeroplane)) OR (drone or uav or auv))
AND (path or planning or planner or plan))

Query 6: TS = (((robot* near/1 (underwater or marine or transport* or mobile or car or motorcar
or vehicle or automobile or aircraft or airplane or aeroplane)) OR (drone or uav or auv))
AND (2D or 2-D or 3D or 3-D or map or localization or tracking or navigat* or obstacle or
avoid*)))

Note: A field “TS” includes title, abstracts and keywords from records.

Our data comes from the Web of Science Core Collection (WQOS), which provides detailed metadata
information for more than 73 million research articles published in over 20,000 journals. The metadata
includes detailed information about titles and abstracts as well as other fields. Our search (Table 2) yielded
(as of December 2, 2018) 53,678 publications. Since our objective is to identify emerging topics, we
removed publications that were not original articles or proceedings, such as reviews, editorials, and
corrections. This left us with 53,005 publications from the years 1956 to 2018.
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Figure 2 shows annual publications related to autonomous vehicle technology. Overall the annual
publication counts exhibit an increasing upward trend as expected from the general perception of this
technology. For example, the number of peer-reviewed publications from 2000-2009 is nearly three times
the number of articles from 1991-2000. The publications from the recent 10-year period (2008-2017) are
more than twice the number of publications from 2000-2009.

Table 2. Comparison of the Three Periods

Period 1 Period 2 Period 3
Period 1991-2000 2000-2009 2009-2018
A
verage yearly growth 25.00 14.11 14.36
rate (%)
Total Records 4,760 16,273 42,432

At the same time, there seem to be some fits and starts in the annual counts of publications against this
overall growth trend. The first divergence from consistent year-over-year growth is in the late 90s dot-
com bubble, after which time a decline in publications is observed. We then see a second wave of growth
until the Great Recession, after which another decline in annual publication counts appears. More recently,
the field has been experiencing rapid growth from the early 2010s, which may be led by recent expansion
in the artificial intelligence research frontier. We take this occurring pattern as a reason to identify
emerging topics for three distinct periods of time. We define the first period from 1991 to 2000, the
second period from 2000 to 2009, and the third period from 2008 to 2017. Notice that we allow some
overlaps between the periods to account for the continuous nature of this technology’s development.
Table 3 shows select differences between the periods. In terms of the growth rate, the first period saw
the most rapid growth rate, followed by the second and the recent periods. However, the most recent
period includes years just before the Great Recession, which may have the effect of attenuating the field’s
growth rate. When we consider records from 2010, the last period’s average growth rate is 16%, which is
higher than the average growth rate from the second period.

3.3 Identifying emerging terms

We describe the TEl algorithm step by step, which has been applied and tested against numerous scientific
fields (Carley et al. 2018, Huang et al. 2018, Kwon et al. 2019, Ranaei et al. 2020, Wang et al. 2019). The
algorithm’s objective is to identify a set of terms (noun-phrases) from the records that satisfy the
conditions put forth by the definition of emerging technology and calculate each term’s respective
emerging scores. We first extracted the terms - which are our potential emerging topics - from the titles
and abstracts of the identified publications. We began this extraction by merging the title and abstract



fields for each publication. We then extracted every noun-phrase from these fields!. We removed stop
words and common academic terms in the process. Then we applied five standard thesauriin “Refine NLP”
algorithm? from VantagePoint software (thevantagepoint.com) to further consolidate the noun phrase
terms and remove any stop words or multi-word phrases. This process resulted in 98,410 unique terms
over the complete time frame (1991-2018).

3.3.1 Identifying candidate terms

We now describe the TEI algorithm step by step, which has been applied and tested against numerous
scientific fields (Carley et al. 2018, Huang et al. 2018, Kwon et al. 2019, Wang et al. 2019). The TEI
algorithm requires terms from publications over a ten-year period as input.® For each of the three periods,
we separate the publications into a base period (first three years) and an active period (later seven years).
The reason for this separation is that the TEI algorithm makes a direct comparison of the relative term
frequencies between the base and active periods to calculate novelty and growth while ensuring that a
term has some degree of persistence over the period. Table A.1 in Appendix A illustrates every step for
the calculation and the corresponding mathematical equations.

Steps | to IV are applied to identify terms that satisfy (I) persistence, (Il) novelty and growth, (lll)
community, and (IV) scope criteria. Term persistence ensures that a term appears in at least three years
over the ten-year period and appears in at least seven publications in the active period. The novelty
criterion ensures that a term cannot appear in as many as 15% of the base period publications so that an
emerging term is relatively rare in the earlier period. The growth criterion ensures that the growth of the
publications using emerging terms should be at least 1.5 times greater than the general growth of the
field. The community criterion in Step Ill ensures that emerging terms are used by more than a single
organization to avoid the possibility that the usage of a term is driven by a highly productive but isolated
research group. Scope in Step IV is used to filter out extremely common terms in the corpus. Candidate
emerging terms are those that satisfy the filtering criteria laid out in Step | through Step IV, with additional
common terms such as from the search query having been manually removed. The sensitivity of the
parameters used in the e-score has been tested by Liu and Porter (2020); the tests found them to be
relatively stable.

3.3.2 E-score calculation

For every candidate term, we calculate their corresponding e-score using the TEIl algorithm. Step V in Table
A.1in Appendix A shows the formula of the calculation. The e-score is a weighted sum of three normalized
differences over a 10-period timeframe: (1) twice the difference between the 8th through the 10th

! There are few open-source NLP packages (Spacy or NLTK) that can readily be used for extracting noun-phrases
from sentences. However, we use VantagePoint software as they provide a finely tuned algorithm, particularly
suitable for extracting non-perfunctory noun-phrases from academic documents.

2 ClusterSuite consolidates VantagePoint’s five standard thesauri along with various fuzzy matching and other
cleaning and text consolidation routines. ClusterSuite is developed by J.J. O'Brien (O'Brien et al., n.d.) and available
at www.VPInstitute.org.

3 In fact, the time window does not have to be limited to 10 years. We can choose any time window, but we
believe that 10 years is reasonable window to observe evolutions of topics.



periods and the 4th through the 6th periods; (2) ten times the difference between the 9th and 10th period,
and the 7th and 8th period; and (3) ten times the average annual growth rate using the difference
between the 10th period and the 7th period divided by three. Once each candidate term’s e-score is
calculated, we regard terms with a non-negative score above a certain threshold as emerging topics.

3.4 Clustering individual emerging concepts

Although the current method allows for identifying emerging terms, it can be difficult to make sense of
them because we do not know the contexts in which they are used. One way to address this issue is to
cluster similarly used terms together to have a better sense of how these terms are used. Clustering terms
are based on their vector representation. A conventional method is to construct a term vector from its
bag-of-word representation, but this method neglects rich information embedded at a sentence level.
Hence, we apply word-embedding (Mikolov et al. 2013) to construct vector representations of words,
which are subsequently used for the clustering, which will be discussed in detail in the next section.

4. Results
4.1 Top emerging terms from autonomous vehicle technology

Table 3 reports the lists of top emerging terms separately calculated from the 1991-2000, 2000-2009, and
2009-2018 periods. The top emerging terms from Period 1 are dominated by terms related to research
programs on understanding surrounding environments. These include “unknown environment,” “indoor
environment,” “GPS,” and “recognition”. We also observe terms related to path planning algorithm
research: “localization,” “map building” and “dynamic model.” The top emerging terms from Period 2
includes some terms from the first period related to the path planning algorithm, for example, “grid map”
and “mobile robot path planning.” This period also witnessed an essential milestone in the advancement
of autonomous vehicle research (Beiker 2014). From 2004, DARPA hosted the three “Grand Challenge”
competitions on autonomous vehicles in 2004, 2005, and 2007. While the competitions took place in open
deserts in 2004 and 2005, the 2007 Grand Challenge took place in mock urban environments. The top
emerging terms from this period (2000-2009) reflect the significance of the research developed as part of
the Grand Challenge competitions. The top terms from this period include “urban environments” and
“urban challenge”. This period also includes new streams of research programs from communication
technologies (“wireless sensor networks”) and signal processing algorithms (“particle filter”).



Table 3. Top 10 Emerging Terms from the Three Periods

Period 1 (1991-2000) Period 2 (2000-2009) Period 3 (2009-2018)
Term e-score Term e-score Term e-score
k

un .nown 11.99 urban environments 9.53 deep learning 23.54

environment

localization 6.76 dynamic model 6.66 LIDAR 20.98

lutional I
indoor environment | 6.42 swarm robotics 5.44 convolutionatneura 15.22
network
map building 6.09 urban challenge 494 object detection 15.18
ireless sensor

surveillance sa9 |V 469 | CNN* 13.86

networks
mulati

GPs* 509 | CAenen 415 | point clouds 13.35
environment

multiple robots 4.88 particle filter 3.49 smart cities 12.96

tracking problem 4.56 WSN* 3.47 artificial intelligence 12.64

dynamic model 4.47 grid map 3.44 deep neural networks 11.87

. mobile robot path .

recognition 4.18 . 3.40 external disturbances 11.76

planning

Note: GPS*=global positioning system, WSN* = wireless sensor network, CNN* = convolutional neural network

The top emerging terms from Period 3 contrasts sharply with the emerging terms of the preceding periods.
Unlike the previous periods, terms related to path planning algorithms are not listed among the most
common terms in Period 3. Instead, terms related to machine learning dominate the list. These are terms
include “deep learning,” “convolutional neural network,” “artificial intelligence,” and “deep neural
networks.” We also see terms related to object detection research, including “LIDAR,” “point clouds,” and
“object detection.” Policy-driven research such as “smart cities” was also in the top list.

4.2 Patterns of emerging terms

The list of emerging terms in Table 3 allows us to understand what technology is emerging at a given
period, but it does not provide the specific context in which emerging terms are used. The ability of the
TEI algorithm to identify hundreds of emerging terms makes it difficult to explore how these emerging
terms are related to each other. It is thus useful to identify groups of emerging terms that are similar in
concept. There are several ways of clustering emerging terms. The traditional approach is to calculate a
bag-of-words vector for each record from the raw text in the title and abstract fields. Then, various
clustering techniques are applied to identify topics that are more likely to co-appear in the record. The
bag-of-words method can be unwieldy because of its large feature dimensions and sparse representation.



4.2.1 Vector representation of emerging terms

Recent advances in natural language processing allow us to represent the relation of words not based on
the sparse frequency networks but as vectors in dense high dimensional space (Mikolov et al. 2013).
Collectively known as word embedding, this new vector space model has attracted widespread attention
from not only computer scientists but increasingly from social scientists (Gentzkow, Kelly and Taddy 2019,
Kozlowski, Taddy and Evans 2019) as well. For our research, there are two ways to construct a vector
space model using word embedding methods. We could rely on a pre-trained word embedding model.
However, we believe that a pre-trained model would provide an accurate representation of words only in
a general context. Because terms tend to be field-specific in academia, we contend that a training model
using our dataset would provide a more accurate representation of terms in the context of autonomous
vehicle technology (this approach was also used by Zhang et al. (2018)).

We trained our word embedding model on our autonomous dataset with the Word2Vec algorithm®*. The
trained word embedding model assigns a dense vector for each word. Some of our emerging terms include
more than one word (i.e., “machine learning”), making the assignment of word embedding vectors to
each word problematic. We assigned the term frequency-inverse document frequency (Tf-IDF) weighted
sum of the word vectors to these terms to address this problem, thereby designating greater weights to
less frequent term vectors. We also used relative frequency weight, in which each term would be assigned
with weight associated with how common a word is in the corpus relative to its neighboring word in a
phrase, as part of the validation effort. Clustering, based on this method, led to consistent results with
insubstantial variations (see Appendix C).

4.2.2 Clustering emerging terms

After assigning vectors to each of the emerging terms, we used the k-mean clustering algorithm to assign
similarly represented emerging terms into groups of clustered topics. We reported our results using a 30
cluster solution. We did additional analyses using different numbers of clusters (k=40, k=50), which
yielded very similar results (see Appendix B for solutions based on alternative numbers of clusters).

Figure 3 illustrates two clustered groups of related emerging terms, plotting the annual changes in the
fraction of terms appearing in our dataset from 1991 to 2018. Figure 3(A) shows a group of emerging
terms associated with LIDAR (light detection and ranging) technology. The related emerging terms
grouped with “LIDAR” include terms directly related to LIDAR (LIDAR data or LIDAR sensor) or to various
detection technologies such as “radar sensors” or “light detection.” One advantage of using the word-
embedding over bag-of-words method is that embedded terms can be clustered together despite having
never appeared in the same records. For example, the term “radar sensors” in Figure 3(A) never co-
appeared with “LIDAR data”. However, these two terms are related in the sense that these terms are
often used in similar contexts in autonomous vehicle technology research. Emerging terms in Figure 3(B)
are also very much related to machine learning and artificial intelligence research. Appendix B groups
topics using k=40 (Figure B.1) and k=50 (Figure B.2) solutions. While Figure 3(B) groups Al and CNN/Deep

4 We used python Gensim package to implement Word2Vec algorithm.
(https://radimrehurek.com/gensim/models/word2vec.html)
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learning into the same cluster, when we allow for more topical solutions (i.e., higher values of k), we see
that these two groups are into two different clusters.

4.2.3 ldentifying varying patterns of emerging terms

Prominent emerging topics can monotonically persist over time. An example of this is shown in Figure
3(A), which represents clustered terms related to LIDAR, which is an essential component of autonomous
vehicle technologies. LIDAR illuminates targets with a laser and measures reflected light with sensors,
which then can be used to generate 3D environment maps (Schwarz 2010). These LIDAR functions allow
autonomous vehicles to detect and avoid obstacles. First used by meteorologists and cartographers,
LIDAR became one of the crucial components of autonomous vehicles when high-definition rotating head
LIDAR (i.e., 360-degree image information multiple sensors generating millions of point data in second)
was introduced during the DARPA Grand Challenges. The rapid growth of the fraction of publications on
the LIDAR topic from the late mid-2000s is consistent with the innovation and application of LIDAR
technology to autonomous vehicle research during and after the DARPA Grand Challenges.
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Figure 1. Relative Growth in LIDAR (A) and Al (B) topics. The y-axis is the share of publications in a given
year in which an emerging term appears. Emerging terms are clustered around a topic using the k-mean
clustering method with k=30.

Not all technologies experience linear monotonic growth. Another pattern that can be observed is the U-
pattern, where the technology becomes prominent, declines, then re-emerges. The artificial intelligence
topic shown in Figure 3(B) follows this pattern. Figure 3(B) shows that machine learning, artificial
intelligence, and computer vision start with a relatively high share in the early 1990s. From the mid to late
1990s, their share drops and remains stagnant until the mid-2010s, when they start to experience new
rapid growth. We can also see that there are fluctuations and many peaks, although the overall trend
follows a U-shape growth pattern.

This trend is consistent with the so-called “Al Winter” (Grosz 2005, Grudin 2009), a period from the late
1980s to the early 1990s, which witnessed reduced funding and interest in Al research. The re-emergence
of Al and machine learning research programs within the autonomous vehicle domain — also known as



the “Al Spring” (Cruz and Treisman 2018) — have coincided with increasing market demand for Al research
as well as recent advancements in computational power and more efficient algorithms (O'Leary 2013). In
this aspect, the growth patterns of machine learning research resemble Schmoch (2007)’s double boom
concept, which suggests that technologies are perceived as novel and grow, but then decline, and some
re-emerge in a second wave based on a different set of factors, including market acceptance (Schmoch
2007).

5. Discussion and Conclusion

This study used and extended the TEI algorithm (Carley et al. 2017) to understand the emergence of
autonomous vehicle technologies over the three decades from 1991 to 2018. Our results showed that the
emerging terms in the initial 10-year period included associated technologies designed for understanding
the surrounding environment and path planning. Those associated with the second decade were marked
by DARPA Grand Challenge related terms about the urban environment and new streams of research
programs from communication technologies and signal processing algorithms. Terms associated with
technologies in the third decade relate to machine learning and object detection. Although each decade
appears to be associated with distinct emerging technologies, we do see different patterns of carryover
from decade to decade.

Our research makes both conceptual and methodological contributions to the literature on emerging
technologies. From a conceptual standpoint, our study suggests that technology emergence is not only
about novelty and growth as studies on publication growth “bursts” underscore (Chen 2006). It is also
important to look at technology patterns over time to understand the extent to which terms related to
these technologies persist in the research literature. Our study showed that some terms persist while
others fall away over time. The literature related to technology emergence distinguishes these two
dynamics as the diffusion of innovation camp in which technology emerges and continues to grow in an
S-curve pattern, and the Uli Schmoch (and Gartner Hype Cycle) camp in which terms demonstrate initial
growth followed by a decline then the second period of escalation, indicative of a U-shaped pattern, as
market forces or new technology breakthroughs catch up with an early technological promise. Our study
shows evidence of both trends. LIDAR technologies exhibit monotonic growth indicative of an S-curve
while Al-related technologies exhibit a U-shaped pattern with growth in the first 10 years, then decline
and subsequent reappearance in the third 10 years as a result of the growth of machine learning. Both
patterns are observed for different technologies within the autonomous vehicle domain.

From a methodological standpoint, our paper uses a replicable quantitative method, which can
complement the use of qualitative case studies or anecdotal evidence (Linden and Fenn 2003, Raffaelli
2019). Our paper demonstrates the application and extension of the TEl algorithm to autonomous vehicles
technology abstract publication records to uncover emerging technologies. The existing TEl method uses
a 10-year time window to evaluate extracted emerging terms (Carley et al. 2018, Huang et al. 2018, Kwon
etal. 2019, Wang et al. 2019). This paper demonstrates the benefits of using multiple timeframes to better
understand how the saliency of technologies evolves over time. We also performed a sensitivity test using
5 half-year time slicing and generally saw the results were consistent with the main findings, although
missing data in the publication month field greatly reduced our sample. The paper also provides a use
case of applying a word-embedding algorithm to extract dense vectors that are then used to cluster
emerging terms that appear in similar contexts. This greatly enhances our understanding of emerging



technologies. While clustering embedded word vectors have been used on the “front end” to consolidate
synonyms into a single word (Zhang et al. 2018), we use this method on the “back end” with a different
goal, which is to find words that are used in similar contexts. As seen from our examples, providing groups
of related emerging terms greatly enhances the interpretability of emerging technologies.

Our analysis is subject to several limitations that should be noted. The e-score takes into account
document information and term level information from title and abstract fields. It is not based on the
entire full-text of the document, as was used by Small, Boyack and Klavans (2014), who manually read the
full-text as part of their cluster assignment approach. We contend, similar to the argument put forth by
Carley et al. (2018) and Milojevi¢ (2015), that the use of titles and abstracts is likely to be sufficient for
picking up the most important terms and it reduces noise. We also acknowledge that this is a study of a
single technology domain—autonomous vehicles. The robustness of our methodology and findings of
varying patterns of emergence would be strengthened by future research that applies it to other
technology domains as well as to different time periods. This paper does not address any mechanism with
which ideas emerge or remerge overtime, however which is great interests to many scholars. There have
been increasing attempts to address this question using networks of scientific concepts (Foster, Rzhetsky
and Evans 2015, lacopini, Milojevi¢ and Latora 2018, Shi and Evans 2019). Future research on the E-score
could not only focus on high scoring terms (high velocity) but also look at the changing technology
topology constructed from networks of emerging terms (either using co-occurrence or word embedded
vectors).

This study has implications for R&D managers in their efforts to use existing data to quantitatively
understand where technology might be going. Existing approaches often require extensive quantitative
and programming expertise, which may not be readily accessible to many R&D managers. Some of these
tasks can be readily automated, such as the acquisition of abstract records, and parsing, cleaning, and
scoring them. Our study made use of VantagePoint for these tasks and supplemented them with
guantitative programming associated with the use of word embedding for cluster analysis. Dimensional
analysis can be difficult to automate and can require some human intervention for assessing the
interpretability of the results. This combination of “push button” (through VantagePoint) processing of
front-end term extraction, cleaning, and grouping tasks, and programming methods with human
interpretation for back-end dimensional analysis tasks may not be readily usable to some R&D managers
but represents a movement away from requiring computing expertise for all tasks.

It will continue to be important for R&D managers to be able to apply systematic methods for looking at
where to place future R&D investments. Past experience, contact with experts in the field, simulations,
and other foresight methods can be helpful (Popper 2008). But many managers have to deal with bounded
rationality problems such as limitations on the knowledge they can process in addition to their capacity
to automate data acquisition and analysis tasks (Simon 1947). This analysis suggests a mixed automated-
computing approach for evaluating R&D investment options in a broad technology domain that not only
identifies growing topics but also focuses on those that are likely to persist into the future.
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Appendix A

TableA.1 Steps of TEIl generation
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Appendix B: Clustering with different k values.
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Figure B.1 Relative Growth in LIDAR (A), Al (B), and CNN/Deep Learning (C) topics. The y-axis is the share
of publications in a given year to which an emerging term appears. Emerging terms shown in figures are
clustered using the k-mean clustering algorithm with k=40.
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Figure B.2 Relative Growth in LIDAR (A), Al (B), and CNN/Deep Learning (C) topics. The y-axis is the share
of publications in a given year to which an emerging term appears. Emerging terms shown in figures are
clustered using the k-mean clustering algorithm with k=50.



Appendix C: Clustering using frequency weighted embedded vectors
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Figure C.1 Relative Growth in LIDAR (A) and Al (B). The y-axis is the share of publications in a given year
to which an emerging term appears. For all noun-phrase terms, embedded vector for each emerging
terms are combined using relative frequency of terms instead of its TF-IDF weight. Emerging terms
shown in figures are clustered using the k-mean clustering algorithm with k=30.
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Figure C.2 Relative Growth in LIDAR (A) and Al (B). The y-axis is the share of publications in a given year
to which an emerging term appears. For all noun-phrase terms, embedded vector for each emerging
terms are combined using relative frequency of terms instead of its TF-IDF weight. Emerging terms
shown in figures are clustered using the k-mean clustering algorithm with k=40.
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Figure C.3 Relative Growth in LIDAR (A) and Al (B). The y-axis is the share of publications in a given year
to which an emerging term appears. For all noun-phrase terms, embedded vector for each emerging
terms are combined using relative frequency of terms instead of its TF-IDF weight. Emerging terms
shown in figures are clustered using the k-mean clustering algorithm with k=50.



