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Abstract

Representing land-atmosphere exchange processes as lower boundary conditions remains a challenge in numerical weather
predictions. One important reason is the lack of understanding of heterogeneities in topography, land cover, stability, and
their effects on all aspects of the flow field and scalar transport. Well-resolved flow measurements can shed light on these
near-surface processes, yielding improved modeling approaches. Yet, it is precisely the heterogeneous characteristics in ques-
tion—along with the large separation of scales—that make field measurements notoriously challenging. To address some
of the difficulties encountered in probing the atmospheric surface layer, a unique and economically scalable field measure-
ment platform was designed around the nanoscale thermal anemometry probe technology, which has previously been used
successfully at high Reynolds numbers in laboratory settings. The small size of the nanoscale sensors not only provides a
high spatial resolution but also allows for velocity and temperature measurements with the same constant current operating
circuit. This operating mode is more economical and straightforward to construct than conventional constant temperature
anemometry systems, providing a scalable platform for multi-point measurements. The measurement platform was deployed
at the Surface Layer Turbulence and Environmental Science Test site in Utah’s West Desert as part of the Idealised horizontal
Planar Array study for Quantifying Surface heterogeneity. Streamwise velocity and temperature data were acquired within
the first meter above ground with good agreement in spectral behavior to well-known scaling laws in wall-bounded flows.

Graphic Abstract

————— -

P< K.Y.Huang
yichunh@princeton.edu 1 Introduction

Princeton University, Princeton, NJ, USA

o A detailed study of the atmospheric surface layer (ASL)—
2 University of Utah, Salt Lake City, UT, USA

the region that comprises roughly the lowest tenth of the

3 . . . .. .
California Institute of Technology, Pasadena, CA, USA planetary boundary layer—is imperative on both funda-
4 GALCIT, 1200 E California Blvd, Pasadena, CA 91125, mental and practical grounds. On a fundamental level, the
USA

Published online: 23 March 2021 @ Springer


http://orcid.org/0000-0003-0179-3615
https://orcid.org/0000-0003-3949-7838
https://orcid.org/0000-0003-2792-3190
http://crossmark.crossref.org/dialog/?doi=10.1007/s00348-021-03173-z&domain=pdf

76 Page 2 of 13

Experiments in Fluids (2021) 62:76

ASL, under the right conditions, resembles a canonical, ther-
mally stratified turbulent boundary layer and could serve as
a naturally high Reynolds number (Re) testing site for wall-
bounded turbulence. On a more applied level, the ASL is
host to a slew of meteorological phenomena including dew,
frost, fog, thermal inversion, and subsidence (Stull 2012)
that affect everyday lives and need to be accurately charac-
terized for reliable numerical weather predictions (NWP). A
better representation of the velocity, temperature and scalar
distribution is needed for realistic lower boundary conditions
that shape the near-surface micro-climate.

In recent years, NWP have become indispensable for air-
quality control, wind-energy optimization, agriculture, and
natural-disaster forecasting. NWP have traditionally para-
metrized momentum and energy fluxes with ASL similarity
theory (Stensrud 2009; ECMWF SP 2014), which is an ade-
quate representation for stationary and planar-homogeneous
flows in the absence of subsidence. However, heating and
cooling of the land surface together with evaporation and
condensation processes modulate turbulent motions within
the atmospheric boundary layer throughout its evolution.
In other words, thermal and moisture heterogeneities at the
surface do not rapidly blend away from the boundary but
instead impact the near-surface region of the atmosphere. As
a result, multiple studies have indicated a need for improved
modeling of surface layer flux-profile relationships that
account for these deviations (Ookouchi et al. 1984; Avissar
and Schmidt 1998; Seuffert et al. 2002; Desai et al. 2006;
Chow et al. 2006; Mironov and Sullivan 2016).

Nevertheless, understanding the dynamics and inter-
actions of near-surface velocity and scalar distributions
remains an outstanding challenge in micrometeorology. This
is in part due to the difficulties associated with probing the
ASL, since near-surface turbulence flux parameterizations
necessarily entail well-resolved measurements of the veloc-
ity, temperature, and humidity fields and their correlations
with each other in the near-surface region.

The challenge with field trials is manifold. Physically, the
measurement system needs to be robust and economically
scalable. Sensors cannot be fragile as they are often subject
to dust, rain, sun, or extreme temperatures. Unlike laboratory
studies in which the flow is conditioned and controlled, and
a single probe can be traversed for spanwise or wall-normal
profiles, field conditions lack homogeneity and statistical
stationarity. As such, any study seeking to understand ASL
behavior needs to sample multiple locations simultaneously,
which drastically increases the number of sensors and oper-
ating systems necessary.

Further complicating near-surface field studies is the
need for high spatial and temporal resolution. In light of
the high Re of atmospheric flows (Re, ~ 0(10%) where 6
is the momentum deficit thickness), conventional instru-
mentation used in atmospheric studies is often neither

@ Springer

small nor fast enough to fully resolve the smallest length
and time scales in the flow, which are on the order of a
millimeter and a millisecond respectively. While Doppler
wind lidars are robust and have remarkable range, thus
eliminating the need for multiple systems, they are better
suited to capture large-scale turbulence, with laser pulses
typically 20—80 m long and 10-30 cm in diameter (Tropea
and Yarin 2007). For a better representation of the small
scales in the flow, sonic anemometers are often used to
provide point measurements. While they are robust and
simple to operate, they still lack the spatial and tempo-
ral resolution necessary to capture the full spectrum of
turbulent fluctuations near the surface. Their response to
small-scale turbulent fluctuations is limited due to line-
averaging along a sampling path (typically ~ 0.1 m) which
results in low-pass filtering of the signals. This restriction
is exacerbated near surfaces where the scales of motion
are extremely small relative to the open path in the sonic,
with Wamser et al. (1997) suggesting the minimum meas-
uring height of sonic anemometers as z,,;, = 4L (where L
is the length of the sampling path), or almost half a meter
off the ground for most sonic anemometers. Using such
instrumentation that filters out the small-scale turbulent
fluctuations ultimately leads to bias errors and thus artifi-
cially low fluxes.

Even though techniques for measuring turbulent veloc-
ity fluctuations accurately and with high resolution are
well-known for laboratory environments (Tropea and Yarin
2007), there is often a trade-off between resolution and
durability as well as cost and complexity of operation. Even
conventional hot-wire anemometers (HWAs) have been
employed in only a handful of studies probing the ASL
(Kunkel and Marusic 2006; Metzger et al. 2007), as they
come with their own set of challenges. In HWA, a metallic
filament is heated above flow temperature by the Joule effect.
Changes in heat transfer due to flow convection are then reg-
istered as resistance changes of the sensor in constant cur-
rent anemometry (CCA) mode, or as current changes across
the sensor in constant temperature anemometry (CTA) and
in constant voltage anemometry (CVA) modes. Conven-
tional hot-wires have diameters on the order of 5 pm and
are extremely fragile; even a grain of sand carried in the
flow can break the wire. Most commercial HWAs operate
in CTA mode, in which a feedback loop is used to main-
tain the wire at a constant temperature, and circuit param-
eters need to be carefully tuned to achieve high bandwidths
(Comte-Bellot 1976). As a result, commercial HWA systems
are complex to construct and operate, and quickly become
economically demanding for applications requiring multiple
probes. Furthermore, calibration in the field is difficult and
often requires the use of portable calibration units (Metzger
2003). Recently, a so-called combo probe that combines hot-
film and sonic anemometry has been developed to facilitate
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automated in-situ calibrations using artificial neural network
techniques (Kit et al. 2010).

The present set-up seeks to address some of the chal-
lenges associated with using HWA in the field by using
nanoscale thermal anemometry probes (NSTAPs) instead
of conventional hot-wires. The NSTAP has proven effective
in capturing small-scale turbulence in numerous laboratory
environments (Smits et al. 2011; Ashok et al. 2012; Sin-
huber et al. 2015; Bodenschatz et al. 2014; Marusic et al.
2013; Rosenberg et al. 2013; Samie et al. 2018). CCA is
not typically used with conventional hot-wires as it yields a
relatively low frequency response. However, the small ther-
mal mass of the NSTAP results in inherently small thermal
time scales associated with the sensing element, which allow
for operation in CCA mode with relatively high frequency
response. In CCA, the current is held constant and no feed-
back loop is required, resulting in operating electronics that
are simple to construct from readily available components,
bypassing the CTA’s complexity and lack of scalability. In
addition, the batch manufacturing process of NSTAPs makes
them low cost with high repeatability in calibration and per-
formance. Lastly, when sampled simultaneously with the
cold-wire version of the NSTAP, named the T-NSTAP, the
velocity data can be instantaneously corrected for calibration
changes due to changes in ambient temperature. Thus, the
unique combination of the NSTAP technology and a CCA
mode of operation offers a measurement platform that is
high in spatial resolution, easy to construct, economically
scalable, and able to account for the drastic ambient tem-
perature changes in the ASL.

As an initial deployment, streamwise velocity and tem-
perature measurements in the first meter above ground were
acquired in the deserts of western Utah. The resulting spec-
tra replicated wall-bounded turbulent behaviors that are
well-established. The results indicate that the current set-up
is able to capture near-surface fluxes accurately and could
provide an alternate toolset in the continued quest to explore
the ASL.

2 Experimental methods
2.1 Nanoscale sensors

The NSTAP and T-NSTAP are miniature hot- and cold-wires
that are capable of measuring velocity and temperature at
unprecedented spatiotemporal resolution. Their ability
to fully resolve the flow, in turn, guarantees accurate flux
measurements. The micro-electromechanical batch manu-
facturing processes for both sensors are similar and involve
metal sputtering and deep-reactive ion etching of a standard
500 pm thick silicon wafer, with each 4-inch diameter wafer
producing approximately 180 sensors. As a result, NSTAPs

and T-NSTAPs have high degrees of repeatability, are well-
behaved in their calibration processes, and are extremely
low cost to produce.

The NSTAP is a hot-wire with extremely low thermal
mass designed to minimize spatial filtering and end-conduc-
tion effects. It consists of a platinum wire filament 100 nm in
thickness, 2 pm in width and 60 pm in length suspended on a
tapered silicon structure. A simplified 3D representation of
the NSTAP is shown in Fig. 1, and scanning electron micro-
scope (SEM) images of the sensing element from both sides
are shown in Fig. 2. Platinum was chosen as the sensing ele-
ment due to its favorable electrical and chemical properties,
such as a constant temperature coefficient of resistance over
a wide range of temperatures and a good resistance to corro-
sion and chemical reactions. Bailey et al. (2010) calculated
the time response to a step change in velocity of an NSTAP
operating in CCA mode to be 50 pus using the local heat bal-
ance along a hot-wire probe, compared to a time response
of ~ O(1 ms) in conventional hot-wires.

More recently, the NSTAP design was modified to cre-
ate the T-NSTAP in order to measure temperature. The
T-NSTAP is similar to the NSTAP in geometry and manu-
facturing process but has a few notable distinctions due to
the differing design considerations of hot-wires and cold-
wires (Arwatz et al. 2015). In contrast to hot-wires, which
are heated and therefore less sensitive to temperature, cold-
wires are unheated and adapt to the flow temperature. On the
NSTAP, platinum constitutes the bulk of the metal deposit in
contact with the silicon support structure (that is, the metal
deposit on the silicon other than the freestanding wire itself
is also platinum), whereas on the T-NSTAP it is gold, which
has a thermal conductivity more than four times that of plati-
num (Fan et al. 2015). To further ensure that end-conduction
effects are minimized, the length of the T-NSTAP wire is
200 pm, which, while longer than that of the NSTAP, is
still one order of magnitude shorter than conventional cold-
wires. See Fig. 3 for dimensions of the metal trace of the
NSTAP and the T-NSTAP.

A comprehensive overview of the NSTAP family
of sensors, which also includes the x-NSTAP for two-
component velocity measurements and the g-NSTAP for
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Fig.1 Simplified schematic of the NSTAP
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Fig.2 SEM image of the tip of the NSTAP mounted on carbon tape
with the metal side up (top) and the silicon side up (bottom). The
SiO, film seen in the image is etched away in the final steps of the
manufacturing process to create a free-standing wire

humidity measurements, can be found in Vallikivi and Smits
(2014) and Fan et al. (2015).

2.2 CCA circuit design

Both the NSTAP and the T-NSTAP were operated under
constant current with the same circuit design, which consists
of a Wheatstone bridge with a single-stage amplification of
the bridge output. Figure 4 presents a simplified schematic
of the design. The Eagle CAD files for the circuit used and
the associated parts list are hosted on an open GitHub repos-
itory (github.com/d008/CCA).

A stable supply voltage to the bridge is provided by an
AC-DC converter (KMD15-1515 from TDK-Lambda Amer-
icas) and controlled by a 10 V voltage regulator (AD587
from Analog Devices). The top resistor values (R, and R,)
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Fig.3 Metal traces of the NSTAP (left) and the T-NSTAP (right).
The dimensions are in pm

Fig.4 Simplified schematic of the CCA circuit design, where V
is the supply voltage, R, and R, are top resistors of the Wheatstone
bridge, Ry, is the variable resistor used to balance the bridge output,
R 18 the sensor (NSTAP or T-NSTAP), G is the instrument ampli-
fier, and V, is the output voltage

were chosen such that current through the arms of the bridge
and thus the sensor (R,;,.) is low enough that the wire does
not exceed its oxidation temperature and break, but still high
enough to provide a good response for the desired velocity
range. The overheat ratio is %, where T, is the tem-
perature of the wire in operation eand T, is the temperature of
the unheated element. In the current study, for hot-wire
operation, the top resistors were 3.3 kQ2, which yields about
3 mA over a typical NSTAP (100-200€). This results in
average overheat ratios ranging from 0.29 to 0.37 across the
five sampled heights. For cold-wire operation of the
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T-NSTAP, the top resistors were 56 kQ, which yields about
0.2 mA for a typical T-NSTAP (200-300 €2), so that tem-
perature changes due to Joule heating are negligible. A
200 Q trimmer potentiometer (Ry,;) was used to balance and
offset the bridge output voltage (V,,), measured between
nodes 1 and 2 in Fig. 4. Lastly, an instrument amplifier
(AD8429 from Analog Devices) with gain G = 301 for the
NSTAP and G = 4001 for the T-NSTAP, was used to boost
the signal before collection by the data acquisition system.

The temporal response of the CCA in cold-wire mode
is reported to be greater than 10 kHz based on a lumped
parameter model that accounts for the effects of end conduc-
tion and wire response (Arwatz et al. 2015). For the CCA
response in hot-wire mode, Byers et al. (2018) calculated
a temporal response of 22 ps in air by numerically solving
the balance between Joule heating and convection with an
unsteady term to account for the thermal lag. The tempo-
ral response was defined as the time it takes for the non-
dimensional temperature to decay to 1/e, where the non-
dimensional temperature is the change in wire temperature
with respect to an initial condition, 7' — 7'(0), divided by the
total temperature change of the wire, 7(t — oo0) — 7(0). As
a conservative estimate, this temporal response translates to
a frequency response of approximately 4.5 kHz. Although
not necessary for this study and thus not implemented, elec-
tronic compensation for the thermal lag in CCA mode, first
introduced by Dryden and Kuethe (1929), could be used to
achieve an even higher frequency response.

Special care was taken to accommodate the extreme
desert heat and solar radiation, as the temperature during the
day routinely reaches up to 40°C with no cloud coverage. All
electronic components were selected to have high tempera-
ture coefficients of resistance, and the custom-printed cir-
cuit boards were housed inside metallic boxes outfitted with
computer fans to aid in cooling. The circuit box, laptop, and
DAQ were all covered with reflective material in an attempt
to minimize signal drifts due to temperature changes.

2.3 Experimental set-up

The experiment was carried out at the Surface Layer Turbu-
lence and Environmental Science Test (SLTEST) facility in
June 2018 as part of the Idealized horizontal Planar Array
experiment for Quantifying Surface heterogeneity (IPAQS).
IPAQS included a wide range of surface-layer measurements
designed to better understand the impact of surface thermal
heterogeneity on near-surface turbulence and mean flow
dynamics (Morrison et al. 2021). The SLTEST is a facility
in western Utah’s Great Salt Lake Desert, which was once
the floor of Lake Bonneville. Located within the U.S. Army
Dugway Proving Ground, the SLTEST site spans approxi-
mately 240 km north-south and 48 km east-west and is
characterized by extremely low surface roughness with long

Fig.5 Image of the SLTEST site, known for its canonical nature due
to its low surface roughness, long uninterrupted stretches of land, and
regular diurnal wind patterns in early and late summer

Fig.6 Measurement tower of 1 m height, with acquisition systems
placed downwind and covered with reflective material

uninterrupted fetches of land in the dominant wind direc-
tions (see Fig. 5). The smooth surface, which approximates
an idealized boundary condition, is naturally renewed every
year when the high water table recedes in late spring, leaving
behind a stable crust that is very thin and essentially dust
free, with an aerodynamic roughness that ranges from less
than a millimeter to a couple of millimeters depending on the
amount of surface drying and cracking which varies by year
and season (Metzger et al. 2007; Jensen et al. 2016). The
SLTEST site has been used frequently in the past for high
Reynolds number (Re, ~ 0(10%) boundary layer studies
due to its near-canonical nature, low velocities, and excep-
tionally large length scales. A more detailed description of
the site can be found in Klewicki et al. (1998), Metzger and
Klewicki (2001) and Kunkel and Marusic (2006).

In this study, five stations of simultaneously sam-
pled NSTAPs and T-NSTAPs were spaced approximately
logarithmically within the first meter from the surface,
at z=0.0625m, 0.125 m, 0.25 m, 0.5 m, and 1.0 m (see
Fig. 6). However, temperature data at z = 0.5 m were not
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Fig.7 Schematic of the positioning of sensors at each measurement
height. Each sensor is located on one side of a 2.54cm X 2.54cm
T-slotted aluminum bar, so that there is approximately 3.6 cm
between the NSTAP and the T-NSTAP, between the T-NSTAP and
the thermocouple, and between the NSTAP and the Pitot tube

ceramic tube \

solder

copper wires

Fig.8 Schematic of the sensor soldered onto the probe to illustrate
the mounting orientation

included in the following analysis since they had unusually
high electrical noise levels.

At each sampling height, a 2.54 cm X 2.54 cm T-slotted
aluminum bar 30 cm in length was attached to the tower.
The individual probes were attached to the aluminum bar
using 3D-printed housings (see Fig. 7). Each probe con-
sisted of two copper wires fed through a 2-bore nonporous
alumina ceramic tube 2.5 mm in diameter and approximately
10 cm in length. The nanoscale sensors were soldered onto
the front ends of the copper wires while the back ends were
connected to the CCA circuit using BNC connectors.

For the NSTAP, Fan et al. (2015) reported a deviation
in the signal due to non-zero pitch angle § of less than 2%
for —15° < f < 15°. Following this guideline, the sensors
were mounted with the sensing element perpendicular to
the ground (see Fig. 8) in order to maximize the wind direc-
tion angles that could be accurately captured. The tower
was then oriented towards the northwest to align with the
dominant wind direction at night. In anticipation of wire
breakage, some measurement heights were outfitted with
more than one of each sensor. The circuits and acquisition
system were placed downwind of the tower to minimize flow
disturbances. Although they could certainly be sampled at
higher frequencies, the sensors were sampled at 100 Hz for
this initial deployment.

@ Springer

2.4 Calibration

At each measurement height, one Pitot tube and one thermo-
couple were also mounted to provide in-situ mean values for
calibration of the nanoscale sensors. The Pitot tube had an
inner diameter of 1/16” and was sampled at 100 Hz using a
Honeywell pressure sensor (TruStability® HSC with 250 Pa
range at +0.25% accuracy). The thermocouple was an E-type
fine-wire of 25.4 pm diameter and was sampled at 10 Hz.

2.4.1 T-NSTAP

The sensor resistance R, is first calculated with the Wheat-
stone bridge relations using the circuit values given in sect. 2.2.
A linear relationship between R;,. and the wire temperature
in operation 7', was then prescribed following Hultmark and

Smits (2010) such that

1 Rwire
Twire = Tref + E (K -1 (D
where R, is the resistance of the wire taken at a reference
temperature 7., and « is the temperature coefficient of
resistance of the wire (« = 0.0019 K‘l). The thermocouple
was used to obtain T prior to data acquisition.

2.4.2 NSTAP

Calibration of hot-wires, conventionally carried out in con-
trolled facilities such as wind tunnels, proves a challenge in
the field. One solution is to use a portable calibration unit
consisting of a miniature open-return wind tunnel for pre- and
post-calibration in the field (Metzger et al. 2007). However, to
further simplify the calibration procedure, and to reduce sensor
breakage associated with moving nanoscale sensors in and out
of the calibration unit, the current study instead used attached
Pitot tubes adjacent to each NSTAP to provide continuous,
in-situ mean velocity data.

Before the calibration curve was determined, temperature
compensation was carried out to address one of the main
sources of error in HWA — the change in calibration due to
changes in ambient temperature (Bruun 1996). This problem
is particularly important in field conditions, where the ambi-
ent temperature cannot be controlled and varies drastically
throughout the day. The current set-up with simultaneous
velocity and temperature measurements makes it perfectly
suited for an instantaneous application of the temperature com-
pensation scheme proposed by Hultmark and Smits (2010).
To accurately capture the effects of changing temperature on
the calibration in CCA mode, they proposed the relationship
between streamwise velocity (U) and the voltage across the
wire in operation (E) to be
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U E Table 1 Estimated total error
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where v is the f}u}d klnematlc. viscosity, k is the fluld 0.0625 32 67 s o1 108
thermal conductivity, and AT is the temperature differ- 0.125 L6 65 1.0 61 106
ence between the hot-wire and the surrounding fluid (i.e. 0'25 0'8 7'5 12'6 6.1 10'7
AT = Tyire — Tompient)- Equation (1) was used to calculate 0'5 0'4 164 18'0 B o
the temperature of the hot-wire, and k and v were evaluated | 03 134 243 61 106

at the average temperature between that of the hot-wire and
ambient air (known as the film temperature) using the cor-
relation given by Kannuluik and Carman (1951) for air. The
flow velocity was provided by the Pitot tube. After applying
the temperature compensation scheme, a King’s Law fit was
applied to relate U /v to E/kAT.

Fig. 9 shows a sample calibration curve for the NSTAP
located at z = 0.125 m before and after applying the tem-
perature compensation scheme. The data nearly collapse to a
single curve after temperature compensation, demonstrating
that the correction technique was able to capture the effects
of changing ambient temperature.

2.5 Data uncertainty

Uncertainty in the data arises mainly from two sources:
the propagation of systematic instrumentation errors and
incomplete convergence due to the limited sampling time.
Systematic errors obtained with the NSTAP and its calibra-
tion procedure were calculated following Yavuzkurt (1984).
Uncertainty from lack of convergence was estimated from
the theoretical ensemble-average difference as described by
Wyngaard (1992) for a 30-minute sampling period. The esti-
mated total error accounting for both systematic and incom-
plete convergence for each sampling height averaged over
the hour of study is presented in Table 1.
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Fig.9 Calibration curves before (left) and after (right) temperature
compensation at z = 0.125 m. Each data point represents an average
value over 15 s

Sampling heights were measured using a tape measure
with an uncertainty of +2 mm. For U, the uncertainty in the
NSTAP at the lowest three heights is on the same order as
those reported by Kunkel and Marusic (2006). However, the
sensors at z = 0.5 m and 1 m suffered higher instrument error.
This could be due to misalignment between the pitch of the
Pitot tube and the NSTAP. For 12, the estimated total errors at
all heights except z = 1 m are consistent with other studies of
the same site (Kunkel and Marusic 2006; Metzger et al. 2007).
The T-NSTAP exhibited a total estimated error of around 6%
for 7 and around 11% for 772 at all sampling heights.

3 Mean flow parameters

The present study focuses on the one-hour period soon
after sunset on June 21st since both near-neutral stability
and wind-alignment with the sensors occurred during this
time frame. Both of these criteria are verified by a nearby
sonic anemometer (Campbell Scientific CSAT3) stationed
approximately 10 m west at a height of 2 m.

The hour-long timeframe was split into two 30-minute
periods, and trends caused by a varying freestream velocity
are removed following the methodology of Hutchins et al.
(2012). Assumed and calculated mean flow parameters for
each period are given in Table 2. Data from the nearby sonic
anemometer sampled at 20 Hz, along with an adjacent fine-
wire K-type thermocouple and humidity sensor (Vaisala
HMP60), were used to calculate half-hourly mean values
following planar fit of the wind direction. Using standard
methods as described in Stull (2012), these mean quantities
include the friction velocity taken to be

u, = (—u'w)'/?, 3)

the characteristic ASL turbulent temperature scale

w'eo’
6, =- - L, 4

*

and the Obukhov length scale
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Fig. 11 Mean streamwise velocity profile. The solid black line indi-
cates the relation for a smooth wall, the dashed line for an equivalent
sand grain roughness value of k} = 90 (above which the wall is con-
sidered fully rough), and the dotted line for the viscous region. Solid
black symbols correspond to the four experimental runs in Kunkel
and Marusic (2006) and solid grey symbols are from Hutchins et al.
(2012)

w3

L=——F"—,

Ewa, §)
where ' and w' denote streamwise and vertical velocity
fluctuations respectively, k = 0.41 is the von Karman con-
stant, g is the gravitational acceleration, and 6, is the virtual
potential temperature. The viscous or inner unit of length is
represented by the quantity v/u,.

The stability parameter ¢ = z/L characterizes the thermal
stability of the ASL, with { < 0 indicating an unstable ASL
(such as over land during day time), { > 0 a stable ASL
(such as over land at night), and ¢ = 0 (usually |{] < 0.1) a
near-neutral ASL. Further, the mean virtual potential
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temperature profile captured by the T-NSTAP (see Fig. 10)
is well-described by the near-neutral value of 0.74 for the
Monin-Obukhov similarity function y; = xz 9, (Stull 2012).

6, o0z

The mean streamwise velocities measured from the
NSTAP as a function of distance from the surface in inner
coordinates are plotted in Fig. 11 for the two 30-minute
periods. The data generally follow the logarithmic relation
as expected in this region, with an offset due to rough-
ness. To find the equivalent sand grain roughness height
k,, the mean streamwise velocity profiles were fitted with
the generally accepted relation for a zero-pressure gradient
neutral boundary layer

K

Ut = lln [ki] + B, (6)
where U is the mean axial velocity at a distance z from the
wall, k; is the equivalent sand grain roughness height, B is
a function of the roughness height, and the superscript +
denotes inner normalization by u, for velocity and by v/u,
for length (Schlichting 1968). Ligrani and Moffat (1986)
show for hydrodynamically smooth walls (k] < 2.25)

= e
B= Kln[ks] +A, )

where A = 5.0is a constant; for fully rough walls (k! > 90)
B=38.5; ®)

and for the transitional region between the two regimes
(225 < kF <90)

1 1 . [1
B= ;ln[k:f] +A+ (8.5 —A-— ;ln[k:] )sm[zﬂh], 9)

where

_ In[k} /2.25]

In[90/2.25] {10
The equivalent sand grain roughness heights are on the same
order as those reported by Kunkel and Marusic (2006), and
slightly higher than those reported by Hutchins et al. (2012),
as shown in Fig. 11. This variation could be due to the natu-
ral degradation of the desert surface as it dries and cracks
over the course of the summer, the process of which varies
from year to year.

The surface roughness can also be quantified in terms
of the aerodynamic roughness length z,, defined such that

U+=lln[£]. (11)

K 20

The surface-layer depth 6 is estimated to be 60 m based on
comparisons of u’2 profiles with studies of the same site and
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Fig. 12 Streamwise turbulence intensities. The solid line indi-
cates the relation by Marusic and Kunkel (2003) at Re, = 1 x 10°
and the dashed line at Re, =3.8 x 10°. The open circles are
laboratory boundary layer data from Vallikivi et al. (2015) at
Re, =3 x10%,1.5 x 10* and 7 x 10% the solid symbols are the same
asin Fig. 11

the similarity formulations proposed by Marusic and Kunkel
(2003). This yields Re, = 1 X 106 for the current data set.
Profiles of u/2 are presented in Fig. 12, along with atmos-
pheric data from Kunkel and Marusic (2006) and Hutchins
et al. (2012), and laboratory data from Vallikivi et al. (2015).

Lastly, to provide an estimate for the physical size of
eddies encountered, the one-hour averaged streamwise
integral length scale L7, the Taylor microscale 4, and the
Kolmogorov length scale n were calculated and presented
in Fig. 13. The integral length scale L} was calculated from
integration of the temporal autocorrelation function and is
on the same order as those reported by Emes et al. (2019)
for the same site under near-neutral stability conditions.
The Taylor microscale 4 was calculated using two
approaches, one based on the osculating parabola of the
temporal autocorrelation function at zero time lag, and the
other based on the assumption of isotropic turbulence such

—©—autocorrelation —A— from e

1 © 1 X 1

0 0 0
0 102030 0 01 02 0 05 1
Ly (m) A (m) 7 (mm)

Fig. 13 Vertical profiles of the streamwise integral length scale L7,
the Taylor microscale 4, and the Kolmogorov length scale # averaged
over the sampling period of 2000 — 2100 MDT on 21 June 2018

4 Results

To quantify the performance of the experimental set-up,
spectral analysis of the measurements was performed in time
using standard fast-Fourier-transform methods with an aver-
aging interval of 15 minutes per run. The presented spectra
have been smoothed using a binning method to better illus-
trate the underlying features, and a constant level of elec-
tronic noise has been subtracted. Taylor’s frozen field
hypothesis was applied to transform the spectra from fre-
quency (f) to wavenumber (k) space, where k = Z%f and U is

the mean streamwise velocity.
4.1 Streamwise velocity spectra

The streamwise velocity spectra ¢, in inner coordinates are
shown in Fig. 14 and exhibit the two well-known scaling
behaviors, with almost two decades of k! scaling (at the
smallest z+ sampled) and an extended length of the iner-
tial subrange with a k=>/3 behavior. The transition between
these two regimes occurs roughly at kz ~ 1, consistent with
the attached-eddy model of wall turbulence and the spectral
theory introduced by Katul et al. (2012).

Table 2 Mean flow parameters

21 June 2018

20:00 MDT 20:30 MDT

wind direction (°) 321 316

6 (m) 60 60

u, (m/s) 0.24 0.29

v/u, (mm) 0.067 0.056

L (m) 36.0 52.2
atlm 0.028 0.019

0, (K) 0.10 0.10

k; (mm) 0.98 4.26

Zo (mm) 0.03 0.13
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Fig. 14 Inner-normalized streamwise velocity spectra for NSTAP
measurements at five different heights during the sampling period of
2000 — 2100 MDT on 21 June 2018

The k! scaling behavior in the energy-containing range
has been conjectured from dimensional analysis (Kader and
Yaglom 1991; Katul et al. 1995b), from simplified spec-
tral budgets (Tchen 1953, 1954; Katul et al. 2012; Banerjee
and Katul 2013; Banerjee et al. 2015), and from asymptotic
matching between the inner and outer regions of the bound-
ary layer (Perry and Abell 1975, 1977; Perry et al. 1986,
1994). Despite ample theoretical prediction, the existence of
the k! law remains somewhat of a controversy since it has
not always been observed experimentally, even in high-Re
flows (Morrison et al. 2002). Nickels et al. (2005) proposed
that to ensure an overlap region and subsequently see an
extended k! scaling law, Re must be sufficiently large (6+ >
52,500), z* sufficiently large (z* > 100), and z/6 sufficiently
small (z/6 <0.019). All three criteria are met in the pre-
sent study. Furthermore, as discussed by Kader and Yaglom
(1991), ¢,,, = C,u’k™", where 0.9 < C, < 1. The current data
set is well-approximated by C, = 0.95 in the k™! region.

Overall, the log-log representation of the streamwise
velocity spectra exhibits the expected k=>/3 scaling in the
inertial region and displays the elusive k~! region in lower
wavenumbers, consistent with other atmospheric studies
(Kunkel and Marusic 2006; Calaf et al. 2013; Hultmark
et al. 2013).

The spectra are also plotted in premultiplied form with
additional smoothing using both outer normalization and

@ Springer

Fig. 15 Premultiplied streamwise velocity spectra normalized with
outer flow scaling (top) and with distance from the wall (bottom)
from the same time period and with the same legend as in Fig. 14

normalization using distance from the wall in Fig. 15. The
premultiplied form is useful in examining the existence of
the k! scaling since the region will appear as a plateau,
and the area under the spectra corresponds to the overall
energy level. According to the attached-eddy model (Perry
and Li 1990), spectra in the outer flow scaling region should
collapse at low & and in the k! region, and should peel off
with z/6 at high k. With distance-from-the-wall scaling, the
spectra should collapse at non-dimensional wavenumbers
corresponding to the k= and k=>/3 overlap regions, and peel
off at wavenumbers lower than the k™! region. The data in
this study generally conform to the expected behavior, with
the scatter possibly due to non-stationarity or limited sam-
pling times.

4.2 Temperature spectra

The one-dimensional temperature spectra are plotted in
Fig. 16 and shifted by an arbitrary offset in Fig. 17 to
examine them individually. The temperature spectra
exhibit an extensive k~! scaling region at low k, which has
also been observed in other ASL field experiments under
near-neutral, mildly stable/unstable conditions (Kader
and Yaglom 1991; Katul et al. 1995b; Li et al. 2015), and
theorized from the z-independence argument (Kader and
Yaglom 1991) and more recently from simplified spectral
budgets (Li et al. 2016). Furthermore, Kader and Yag-
lom (1991) and Katul et al. (1995a) showed that under
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Fig. 16 1D temperature spectra in wavenumber space from the same
time period as in Fig. 14
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Fig. 17 1D temperature spectra in wavenumber space, with arbitrary
offsets to distinguish the behavior at different heights, from the same
time period as in Fig. 14

near-neutral conditions, ¢, ~ 0.962k~". This relation is
plotted in Fig. 17 for each height, and appears to charac-
terize the low-wavenumber behavior well. The £~/ iner-
tial-range behavior of the temperature spectra has been
extensively studied (Kaimal et al. 1972; Wyngaard and
Coté 1972; Kaimal 1973). In the present study, its extent
increased with height for the highest two heights. The
lack of k=/3 scaling behavior at the lowest height could
be due to low Reynolds number effects, anisotropy, or the
limited sampling frequency (100 Hz). Similar trends have
also been observed in laboratory studies at high Reynolds
numbers (Vallikivi et al. 2015).

5 Conclusions and future use

The crux of the measurement platform presented in this
paper lies in the use of nanoscale thermal anemometry
probes, whose high spatial resolution exceeds that of the
smallest scales in atmospheric flow and allows for operation
in constant current anemometry (CCA) mode. While CCA
has slower time responses compared to constant voltage or
constant temperature methods due to thermal lag, the low
cost and simplicity of the electronic system allow for dis-
tributed deployment of the sensors in large arrays. This is an
important advantage especially in field experiments where
multiple measurement locations and systems are needed to
account for the variability in surface heterogeneity.

The present study describes a limited initial deployment
that captures streamwise velocity and temperature measure-
ments simultaneously in the first meter from the surface.
The results demonstrate that the instrumentation array works
well by comparison against well-known wall-bounded tur-
bulence predictions. The array was able to reproduce the
elusive k! behavior and also show inertial-range behavior
that agrees with observations in other studies. The promis-
ing results indicate the viability of the current set-up as an
alternate toolset for probing the atmospheric surface layer.

For future studies, the flexibility of the set-up along with
the range of nanoscale sensors in the NSTAP family (Fan
et al. 2015) provide the means to investigate various turbu-
lence phenomena in the ASL. For two-component veloc-
ity fluctuations, either x-NSTAPs or two NSTAPs mounted
at 90 degrees to each other could be used. This eliminates
the need for sonic anemometers for vertical velocity meas-
urements, and, in conjunction with T-NSTAPs, could give
insight into wall-normal thermal fluxes near the surface. The
g-NSTAP offers humidity measurements with extremely
high bandwidth (= 500kHz) and high spatial resolution
(~ 0.1 pm in thickness), much higher than any state of the
science humidity sensors. It could be deployed in an array
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along with two-component velocity measurement sensors
to quantify latent heat fluxes at unprecedented scales. With
a horizontal rake, spanwise spectra can be captured which
could give insight into turbulent structures. Finally, deploy-
ment of a 3D array of sensors could enable a comprehensive
study of the spatial structure and heterogeneity of surface
fluxes over natural terrain. The wide range of turbulence
quantities that could be studied with the set-up would aid
in quantifying and representing land-atmosphere exchange
processes.
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