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We investigate the delocalization of operators in non-chaotic quantum systems whose interactions
are encoded in an underlying graph or network. In particular, we study how fast operators of different
sizes delocalize as the network connectivity is varied. We argue that these delocalization properties
are well captured by Krylov complexity and show, numerically, that efficient delocalization of large
operators can only happen within sufficiently connected network topologies. Finally, we demonstrate
how this can be used to furnish a deeper understanding of the quantum charging advantage of a

class of SYK-like quantum batteries.

I Introduction.— The conjecture that black holes are
the fastest scramblers of information in nature [1] has
precipitated a renewed interest into questions of ther-
malization and ergodicity in quantum systems [2], and
ushered in a new era of collaboration between seemingly
disparate fields like high energy theory, condensed mat-
ter physics and quantum information. In this regard, one
particularly important development in the past five years
has been the emergence of the Sachdev-Ye-Kitaev (SYK)
model [3],
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of disordered Majorana fermions as a canonical frame-
work to study questions from the information-loss para-
dox in (low-dimensional) quantum gravity to the physics
of spin-glasses. The SYK model in turn has led to the
development of a host of new (or, sometimes, forgot-
ten) tools such as out of time-order correlators (OTOCs),
spectral analysis of operators and computational com-
plexity to attack quantum many-body problems. Indeed,
this article arose from our trying to answer the question:
What is it that makes the SYK model so special? Is it the
Majorana fermions? Or its quenched random couplings?
Perhaps, it is the all-to-all ¢-fermi interactions?

An obvious starting point to answer this question
would be to focus on the scrambling properties of the
SYK model. Associated with the fact that the SYK,
model (for ¢ > 4) saturates the Maldacena-Shenker-
Stanford (MSS) bound [4] on the leading Lyapunov expo-
nent Ay, < 27T [5], it was recently argued that scrambling
is better understood in terms of the growth of the size of
time-evolving operators in the model [6-8]. The idea is
that in a scrambling system, the probability distribution
of the size of the operator, Ps(t), shifts towards larger
operators with an initial exponential rate determined by
the infinite-temperature chaos exponent.

We start instead from the seemingly very simple obser-
vation that scrambling in a many-body system is actually
made up of two distinct processes: an initial small oper-
ator first grows to a sufficiently large size; at the same
time, the grown operator delocalizes over the Hilbert
space of large operators. Our main goal in this article
will be to study the latter phase only, which we call op-
erator delocalization, in as simple (and universal) a setup
as possible, to understand how it can be controlled.

To elaborate, in this article we study the SYK> model.
Even though this model is essentially free, the quenched
random couplings J;; and Majorana fermions 4% endow
the system with a rich structure that has garnered much
recent attention [8-10]. We go even further and define
the model on a graph G(V, E), consisting of a collection
of vertices V' and edges £ C V ®V with the connectivity
of the graph encoded into matrix of couplings, J;;, now
interpreted as the adjacency matrix of the graph [11].

The key observation is that, since the SYKs; model
is free, we do not expect any operator growth through
Hamiltonian evolution [8, 12] but this does not mean
that the system is trivial. We will show that opera-
tor hopping induces nontrivial dynamics of the system
which is heavily controlled by the underlying graph. We
will conjecture that operator delocalization requires two
ingredients, i.e. (i) sufficiently non-local operators (ei-
ther obtained by the growing dynamics of initially small
operators or directly as initially large operators) and (ii)
networks that are able to utilise the non-locality. At the
technical level, we will make use of the notion of op-
erator complexity, introduced in [13]. This Krylov, or
K-complexity, Ck, describes the delocalization of an op-
erator in a finite dimensional Hilbert space with respect
to a specific basis - the Krylov basis - obtained by suc-
cessive nested commutators.

The following two sections introduce and use the
idea of K-complexity to provide supporting evidence



for our conjecture. In section IV we show how the
conjecture itself, and only the notion of operator
delocalization (without operator scrambling), can be
used to understand the quantum charging advantage ex-
hibited by the SYK quantum batteries introduced in [14].

II Krylov complexity for free models.— In this section
we review the notion of Krylov complexity [12, 13, 15].
Our focus, however, will be on the differences that arise
between initial operators having small or large size with
the latter not usually considered when dealing with
scrambling systems.

To this end, let us start with a given quantum operator,
O. Our goal will be to efficiently describe its Hamiltonian
time evolution,

o) = HI Ol (2)

We can expand @(t) over the set of the nested commu-
tators of @ with H, called the Krylov space, .#5. Out of
the Krylov set, we want to find a set of orthonormal op-
crators [16] which can fully reconstruct O(t) at any time
t. This subset forms the K-dimensional Krylov basis,
{@n}f;(}, where the subscript n represents the number
of commuting operations. In addition, the orthogonaliz-
ing coefficients, {by = 0, bn}ff;f form the set of so-called
Lanczos coefficients. In this formalism, the time-evolved
operator can be expressed as

K-1
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where @, (t) satisfy the differential equations

Bn(t) = bupnr(t) = busronaa (1) (4)

In other words, knowledge of the Lanczos coefficients b,, is
enough to determine the operator dynamics. To extract
the information encoded in the wavefunctions ¢,,(t) in a
tractable way, the K-complexity function, C'k (¢), can be
introduced. It computes the expected number of nested
commutators for O(t),

Cr(t) = nlen (), (5)

n

with Y~ |¢n|*> =1 and plays a pivotal role in our study.

In [13] it has been argued that, by taking a simple
initial operator, i.e. an operator that can be written as
a linear combination of single Majorana fermions, the
asymptotic behavior of the coefficients b,,, for n < logD
can be used to diagnose the chaotic/integrable nature of
the Hamiltonian under investigation. In particular, for
chaotic models one has b, oc n [17] while for integrable
models in general one has b, x n®, for some a < 1. The
extreme case of free models gives b,, ~ O(1).

A crucial consequence of equations (3) and (4) is
that, for short enough times, O(t) and C (t) are mostly

controlled by the b,’s with small n. We then conjecture
that at early times there could well be integrable or free
models sharing similar physical properties with chaotic
models. However, this intuition applies only when
considering initial large operators, involving products
of many 4;. Such large operators are required because
free models, such as SYK,, do not produce operator
growth dynamics; they simply translate operators in the
operator space [8, 12]. However, when starting with
operators of large size and not requiring any further
operator growth, the resulting hopping dynamics can be
very close to be chaotic at early times. In particular,
we expect that the dynamics of large operators will be
highly dependent on the connectivity of the graph which
defines the model. In the following section we test this
intuition.

III Operator delocalization without scrambling.— We
now study the time evolution of the K-complexity func-
tion, Ck(t), for particular deformations of the SYKj,
model, controlled by the topologies of the graphs over
which the models live. Our goal here is to study the ex-
tent to which Ck(t) is a good probe to distinguish the
properties of the graphs governing the dynamics of the
model under investigation.

Consider a set of SYK; models defined on graphs, be-
yond the standard choice of complete graphs that char-
acterize the all-to-all interactions typical of SYK physics.
The SYK model is a quantum mechanical model of
Majorana fermions in 1 dimension, consisting of oper-
ators 4%, i = 1, 2, ..., L, satisfying the Clifford algebra
{ﬁﬁ ﬁj} = 0%, with random g-body interactions. In this
article, we focus on the case of a quadratic Hamiltonian,

H® =i " 047 . (6)
i<j
In the usual formulation of the model, the all-to-all
coupling constants J;; are randomly extracted from a
Gaussian distribution, with vanishing mean and variance
(ij) = J?/L, and where the constant J2 has the dimen-
sion of energy. In what follows, we set J = 1.

Similar to the sparse SYK models of [18-20], we con-
sider models living on graphs different from the complete
graph case described above. To implement this, we re-
place the matrix of couplings J;; with the adjacency ma-
trix, A;;, of a given graph, G(L, E), with L vertices (one
for each Majorana fermion) and F edges. Finally, we
multiply each non-vanishing entry of A;; (with ¢ < j)
with a random number extracted from a Gaussian dis-
tribution having vanishing mean and variance ST*El, with
ng denoting the number of edges in G(L, E). This pro-
cedure produces a new matrix of couplings, jij, which
defines a quadratic Hamiltonian,

i<j
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FIG. 1. Ck(t) for systems having L = 24. Ck(t) is computed
for small (size 1) and large (size L/2) operators, for the full
SYK3> model, compared against the Watts-Strogatz Hamilto-
nians having k = 1, 2 and both low and large rewiring prob-
ability (p = 0.1 and p = 0.9, respectively). The results are
averaged over 1000 realizations of disorder and graph.

in the same fashion as for the complete graph, equa-
tion (6). Among these networks, small-world graphs [21]
form a distinguished subset. Produced by the so-called
Watts-Strogatz algorithm, they parametrically interpo-
late between a regular lattice and a random Erdos-Renyi
graph. The algorithm is specified in terms of two num-
bers: an integer k and a probability value p € [0,1].
For a given value of k, it starts with a regular circulant
lattice in which each vertex is connected to its 2k near-
est neighbours [22]. Edges are subsequently rewired at
random with probability p, avoiding self-loops, edge du-
plication and keeping the graph connected. When p =0
and k& = 1, the resulting SYKy model is equivalent to
a nearest neighbors tight-binding system, from which no
interesting dynamics can arise. On the other hand, by
dialling the value of p, networks become highly intercon-
nected and the mean distance between two edges can be
very short. We will show that this geometry change has
huge impact on the SYK; physics.

Given these preliminaries, we have computed the early-
time evolution of Ck(t), i.e. for times much shorter than
the saturation time, for several choices of k£ and p and for
both small operators (operators of size 1, i.e. the simple
operator 4') and for large operators (operators having
extensive size equal to L/2, i.e. OW) = Hf:/f 4%). For
comparison, we have also computed the time evolution of
the K-complexity for the fully connected SYKy model.
In all cases, to remove a possible source of spurious ef-
fects, we have normalized the Hamiltonians to have unit
bandwidth, i.e. we imposed that the difference between
the largest and the smallest eigenvalue is equal to 1. The
results are reported in figure 1.

There are a number of points we wish to draw atten-

tion to. First, the underlying graph plays essentially no
role for small operators. In all cases, Ck(t) displays a
slow growth and the full SYK curve is just barely dis-
tinguishable from the small-world curves, at both high
and low rewiring probabilities. This is just another man-
ifestation of the fact that, irrespective of the underlying
quantum network, the SYKs model is not a scrambling
system. As such, it cannot create any operator size and
so, does not utilize the connectivity of the underlying
graph. The situation changes drastically when large op-
erators are involved: here, we see that the evolution of
the K-complexity function which, as already mentioned,
quantifies the delocalization properties of the system,
varies dramatically with a change of the graph topol-
ogy. In particular, for low re-wiring probabilities, the
Watts-Strogatz Hamiltonians exhibit much smaller val-
ues of C'k () compared to the full SYK, Hamiltonian. On
the other hand, when p is large, the Krylov-complexity
for quantum small-world graphs is essentially equivalent
to the corresponding function for the full SYKs model.

Another interesting figure of merit to quantify the abil-
ity of a given graph to delocalize large operators is given
by the ratio R(¢), between Ck (t) for operators of size L/2
and operators of size 1. As is evident from its definition,
R(t) measures how good a given graph is in utilizing oper-
ators of large size, normalized by the delocalizing proper-
ties computed for small operators. Interestingly, we note
that R(t) is essentially time-independent. It thercfore
makes sense to consider instead the quantity R(L), de-
fined as such a constant ratio and computed as a function
of the system size, L. Our results are depicted in figure 2.
The main feature of note is that the difference between
the highly connected and poorly connected graph is now
quantitatively clear; for highly connected graphs, R(L)
scales with the system size, a feature shared with the
full SYKy Hamiltonian. On the other hand, poorly con-
nected graphs do not show any scaling behavior for R(L).
This lacking of a scaling happens because, without long
range interactions, the early-time physics is dominated
by the local features of the graph and, in particular, the
system size does not affect the dynamics.

Taken together, these results show that, when scram-
bling dynamics is absent, the topology (and in particu-
lar the connectivity) of the graph over which the model
is defined becomes the crucial ingredient to understand
how large operators delocalize under quantum evolution.
We note also that the total number of connections in the
model is irrelevant. This is seen from the similarities in
delocalization properties of the Watts-Strogatz Hamilto-
nians and the full SYK; model at large p, where the latter
has O(L?) edges against the O(L) edges of the former.
This property is the analog, for non scrambling models,
of the results discussed in [18-20] for the sparse SYKy
models, which exhibit similar behavior to the full model,
but with significantly fewer non-vanishing couplings.

IV An application to the quantum charging advan-
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FIG. 2. The quantity R(L), computed at different system
sizes and for the full SYK2 model, compared against the
Watts-Strogatz Hamiltonians having k = 1, 2 and both low
and large rewiring probability (p = 0.1 and p = 0.9, respec-
tively). All the results are averaged over 1000 different real-
izations of disorder and underlying graph.

tage of SYK-like quantum batteries.— The K-complexity
framework can be used to understand the quantum
charging advantage of SYK-like quantum batteries [14].
We report here the main results, and defer details to the
Supplemental Material.

An SYK quantum battery (see [23, 24] for an overview
of the topic) is built by considering a system prepared in
the ground state, |0), of a static initial Hamiltonian of

the form Hy = hzlL:/ f o7, where h denotes a constant
magnetic field, oriented along the z-axis (which we will
set equal to 1), and 6¢, with a = z, y, 2z, are the usual
Pauli operators, defined on a spin chain of length L/2.
At ¢t = 0 the system is suddenly coupled, via a standard
Jordan-Wigner map, to an SYK Hamiltonian and evolved
under the quantum quench. The average charging power

of the battery reads

Pt = HORE - 010

where [1)(t)) denotes the evolved state at time ¢, (0| Hy |0)

is the ground state energy and (1p(t)| Ho [1(t)) measures
the energy stored in the battery (averaged over disor-
der and possible graph realizations). By quenching with
an SYK, Hamiltonian (rescaled to unit bandwidth), it
was found in [14] that the maximum value of the average
power, Puax, scales with L, signalling a quantum charg-
ing advantage [25-27].

A crucial point, first noticed in [8] and proven in
full generality in [27], is that such charging advantage
strongly relies on the fact that the 67, when written in
terms of 4%, have very large size. This in turn suggests
that charging advantage may also be obtained from SYKj
models on highly connected graphs.
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FIG. 3. The maximum charging power, Pnax(L) for the same
models considered in figure 2.

This intuition can indeed be confirmed for the full
SYK5 model: after considering the ensemble average over
the Gaussian couplings, P, (t) takes the form

(Ho)

t)—1

Py (t) oc 22 i ) ) (9)
where wéﬁ‘)) (t) is the (averaged over disorder) first wave-

function, defined as in equation (3), in the Krylov ex-
pansion of Hy. In particular, equation (9) expresses the
relationship between the average power and the delocal-
izing properties of the quench Hamiltonian, quantified
by the Krylov complexity. For the more general Watts-
Strogatz Hamiltonians equation (9), which is valid for
a fized graph topology, must be supplemented with an
additional average over the graph topology. As an illus-
tration, figure 3 displays the result of our numerical com-
putation of Pyax(L) for several Watts-Strogatz Hamilto-
nians, compared against the full SYK, charging power.
This clearly matches the analogous results obtained in
figure 2 and demonstrates that K-complexity and the de-
localization properties are indeed the relevant quantities
to understand the quantum charging advantage of SYK
quantum batteries. The scaling, exhibited by highly con-
nected graphs, shows that interaction connectivity is suf-
ficient to obtain such an advantage.

V' Conclusions.—SYK-like models defined on graphs
offer a versatile and novel class of quantum systems
to explore many-body localization, thermalization and
chaos [18-20, 28]. Previous studies that investigated the
preservation of chaotic properties by the graph topol-
ogy, have focused primarily on the strongly interacting
SYK,; Hamiltonians. In this paper, to better disam-
biguate spectral properties from those hinging on the
(hyper)graph structure, we have focused instead on the
free SYKy model defined on various graphs. The spectral
properties of the system are then rather trivial, and any



non-triviality must be a consequence of the underlying
graph structure. Here, we have shown that, as long as
operators of sufficiently large size are taken into account,
the dynamics is far from trivial and in particular the K-
complexity function, Ck(t), is highly dependent on the
geometry and connectivity of the graph. In turn, this
observation has led us to propose the notion of “operator
delocalization”, describing how large operators delocalize
under the operator hopping dynamics [8, 12].

As an application of these ideas, we have shown also
that the quantum charging advantage of SYK quantum
batteries, found in [14], is a direct consequence of opera-
tor delocalization and, as such, relies only on the under-
line graph topology.

There are many intriguing future directions worth pur-
suing. It would be of significant interest to find other
physical quantities which are highly sensitive to operator
delocalization only. Another interesting direction would
be to understand how operator delocalization depends
on the statistics of the evolving operators. Of particular
interest, given their relevance in condensed matter sys-
tems, would be the study of SYK-like models build from
parafermionic operators [29-31].
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Supplemental Material for:
“Operator Delocalization in Quantum Networks”

In this Supplemental Material we elaborate on some details of the quantum charging advantage of SYK-like quantum
batteries, including a perturbative analytical proof of the existence of the charging advantage in the thermodynamic
limit. Moreover, we present a specific example of Small-World SYK Hamiltonian with star graph topology, which can
be easily solved analytically and provides further confirmation of the results reported in the main text.

MORE ON SYK-LIKE QUANTUM BATTERIES

Here we present more details on the properties of the SYK quantum batteries, focusing on the case of the full SYK,
Hamiltonian. However, when discussing the extensive charging advantage in the thermodynamic limit we will show
how the argument can be extended to include the case of the SYK, quantum batteries studied in [14].

The charging protocol

We start by recalling the charging protocol used to inject energy into the quantum batteries under investigation.
Toward this end, consider a quantum battery made of L/2 cells (essentially, just L/2 qubits). We consider the
discharged battery as given by a static, non-interacting, Hamiltonian together with its ground state

L/2
Hy=hY 68 =0) , with Ho|0) = F |0) , (S1)
=1

where h denotes the strength of a constant magnetic field (which we set to be equal to 1), whose orientation is along
the axis a = z, y, z. The operators 6 are the usual Pauli operators at the site ¢ and Ej denotes the ground state
energy, (0 ﬂo |0). In particular, we will focus on the cases in which the external magnetic field is aligned along the x
or z axes and denote the corresponding batteries as “x-battery” and “z-battery”, respectively.

To charge the batteries, we use a double sudden quench. By this, we mean that at ¢ = 0 we instantaneously change
the Hamiltonian to H 1, which does not have |0) as an eigenstate, to induce non-trivial dynamics. After a certain
amount of time, we switch back to the original Hamiltonian H,.

As a consequence of the non-trivial dynamics induced by the quench Hamiltonian H,, the initial state |0) has
evolved into a superposition of eigenstates of Hp, generically denoted by |¢(t)). Hence, the mean value of the energy
stored in the battery, as measured by

E(t) = ($(t)| Ho [4(t)) — Eo , (52)

is positive. Our goal is to find the conditions under which the optimal charging power, Py .y, defined by the equation

E(t
Poox = max Py (t) = max <%> , (S3)
shows a scaling with the system size L which cannot be reached by any possible classical device, i.e. reflecting an
actual extensive quantum charging advantage. By rescaling the quench Hamiltonian as

I’j[l — H—Al s (84)

where /1,(ﬁ 1) denotes the bandwidth of Hy, i.e. the difference between its maximum and minimum energies, it was
numerically shown in [14] that a quantum battery in which Hy is given by the xz-model and the quench Hamiltonian
H, is given by an SYK, Hamiltonian shows a non-trivial, positive, scaling and thus displays an extensive quantum
charging advantage. As shown in the main text, such an advantage does not require the full chaotic SYK, model and
can, in fact, be achieved with the simpler quadratic model also.



Details on the couplings: the Jordan-Wigner map and locality in Majorana space

We now turn to the details of the Jordan-Wigner (JW) map that we have used throughout the paper, and that
determines how local (or non-local) the spin operators are in Majorana space. In practice, we need to express the
Majorana variables, appearing in the definition of the SYK model, in terms of the spin variables (or vice-versa)
describing the static battery, Hy, equation (S1). This procedure encodes the fermionic variables into the qubits and
effectively represents a degrees of freedom in building the particular models of quantum batteries under considerations.
For our purposes we will adopt the JW map

R s
’AYQJ—Q(A 575) 57 - (S5)

Now, the crucial observation, described in detail in [8], is that the operator size of the static Hamiltonians, f[g, once
rewritten in the Majorana fields by means of equation (S5h), is highly dependent on whether the index a is identified
with z or z. To see why this is true, we notice that the simple operators &f which constitute the static Hamiltonians,
are no longer fundamental operators when rewritten in terms of the Majorana variables, 4*. In particular, their sizes
differ significantly when passing from ¢ = z to a = z and we have

21—1

) ) 2i—1 X
of = -2 af= (V) (T A (S6)
p=1

which shows that 67 has size 2 when expressed in terms of the Majorana variables, while 67 has size 2 — 1 when
expressed in terms of the Majorana variables. This large difference in system size is reflected in the maximal charging
power, in agreement with the general theorem found in [27] and as we numerically show in figure S1. As can clearly be
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FIG. S1. The maximum charging power, Pnax(L) for the z-battery and for the z-battery, both based on a quench Hamiltonian
given by the full SYK2 model.

seen, the maximum charging power exhibits an eztensive scaling only for the z-battery, confirming that the operator
size is crucial in order to obtain such an advantage.

We now turn to show that the extensive charging advantage, and its deep relation with operator size, can be
established in the thermodynamic limit via a perturbative computation. This in turn can be extended to include the
case of SYK, quantum batteries as well.



The quantum charging advantage in the thermodynamic limit

The average charging power P,y (t), as expressed in equation (8), once interpreted in the Heisenberg picture can be
perturbatively evaluated by means of a BCH-like formula

Py (t) = % (0] exp <i%t> Hyexp <_i,ug§1)t> |0) — (0| Hy [0) | (S7)

where, for the moment, u(HTl) is assumed to be the full (rescaled) SYKs Hamiltonian, i.e. the quadratic SYK model
1
living on the complete graph with L vertices and, as usual, we denote with an overbar the average over the Gaussian
couplings.
As aresult of this averaging over the Gaussian couplings, equation (S7) simplifies dramatically, since all the Gaussian
couplings entering on its right hand side must be coupled in pairs or they vanish on average, a fact explored at length

in [8]. Taking this simplification into account we end up with the following formula involving odd power of ¢ only

t3

Palt) = = 0 [ [ ][ )+ s

VTR of [fr. [, [, [ o 10) + 06) . (89)

This in turn can be used to compute, order by order, the average charging power. To be concrete, we will focus
on the more cumbersome x-battery with the results easily extended to the simpler z-battery case which exhibits no
extensive quantum advantage. In the case of the z-battery however,the static Hamiltonian, Hy, takes the form

L/2 L/2
Ho=Y ot =3 06 | (59)
k=1 k=1

where we have made use of equation (S6) to recall that the static Hamiltonian, in the Majorana basis, can be expressed
as a sum of operators having all the odd sizes from 1 to L — 1. As described in [8], the expression (S9), once plugged
into the nested commutators (S8), and taking into account the average over the Gaussian couplings, gives rise to a
return amplitude. Loosely speaking, this computes the likelihood that the evolved operator returns to its original
form. In details, we have computed equation (S8) up to 8 nested commutators. Putting together these pieces, gives
the following expression for the average power

1 L/2
Pa(t) = Y AD ;(% —1)(=2k+L+1) | t+
1 L/2 ‘
P A0 ;(% —1)(=2k+ L+1) ((6k —4)L — 3(2k — 1)* +2) | £*+

1 L/2 .
M TE AL ;5(% - DL - (2k-1)) ( 6(2k — 1)(5 — (L — 2k — 1)+

+3(2k — )AL — (2k — 1))? + 4(% - 1)2>>t5+

L/2
25 , 51
va4 Z?%—l 2k+L+1)< (2k—1)(4L——L+32)(2k—L—1)+

L
—15(2k — 1)*(—2k + L+ 1)* — 60(1 — 2k)2(§ —1)(=2k + L+ 1) — 8L3 + 49L* — 118L + 80))757 +O0(t?) . (S10)

Let us first check how (S10) compares with the average numerical power curves. To this end, we have to estimate
the Hamiltonian bandwidth, p(#1), as a function of L. We get this estimate by means of a linear fit of the numerical
bandwidth at finite L. Using this estimation for ,u(ﬂ' 1), we report the comparison between the numerical curves and
the perturbative approximation for the average power in figure S2.
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FIG. S2. The comparison between the average power, Pay(t) as computed via the perturbative formula, equation (S10) (solid
lines) and via exact diagonalization (dashed lines).

Notice that, up to the time of maximal power, the agreement is extremely good and, more importantly, the
extensive scaling is clearly reproduced. This demonstrates that a perturbative expansion is sufficient to capture the
extensive charging advantage of the SYKs z-battery.

Having built up some confidence in the validity of equation (S10), we can now analyze it more closely, to understand
the origin of the L scaling. Each term in the series expansion includes a summation over O(L) terms and, in addition,
each term in such a summation is a polynomial, in L, of order O(L# ). Here i is the power of ¢ in the corresponding
term. Furthermore, each term in the summation has some power in k, which takes encodes the size of the corresponding
operator appearing in the static Hamiltonian Ho. In other words, each summation scales as O(L%“) multiplied

by a power of the size, k. Now, keeping in mind that u(H;) scales like O(L), the crucial observation is that such a

power in L can be completely cancelled by each denominator, leaving a factor of order (%)_1, once again multiplied

by size-dependent factors. From this analysis, we learn that the total L power in each term in the series can be
completely reabsorbed in a redefinition of the time variable ¢, subsequently leading to a power which is independent
of any explicit dependence on L. The full L dependence is thus carried by the size of the static Hamiltonian which,
crucially in the z-battery, scales extensively with the system size L. Also captured in the same argument is the fact
that no extensive quantum advantage exists for the case of the z-battery, since in this setup the size of the operators
forming H, do not scale with L (being limited to be equal to 2).

Extension to the SYK, case

The previous perturbative computation can, in principle, also be extended to the general case of SYK, Hamiltonians,
with ¢ > 4. However, an explicit calculation of the nested commutators appearing in (S8) is a far more formidable
task. On the other hand, it is straightforward to compute the L-scaling of the terms in order to understand the
presence (or absence) of any extensive quantum advantage.

To this end, let us consider the case of generic g and a nested commutator, of order m, with even m = 2n. It follows
from (S8) that such a commutator is accompanied by a factor of order O(L~™) (coming from the term u(H;)™ in
the denominator and remembering that for ¢ > 4 the bandwidth of the SYK Hamiltonian scales extensively, [34])
together with the term ¢~ 1. The nested commutators contribute a total of m copies of the coupling constants .J;, et
which, again as a result of the average over the Gaussian distributions, must have identical indices in pairs. From this,
and utilizing the usual relation, J? ;o L=(@=Y for the SYK model, it follows that the average over the Gaussian

g
couplings brings an extra factor of order O(L‘”(q_l)) in L which is completely cancelled by summing over the ¢ — 1
free indices appearing in each of the n independent coupling constants J;, . ;,. To illustrate, consider the case of four



nested commutators and ¢ = 4. Up to permutations, we need to evaluate terms of the form

1
a2 iisiiiisisTia s g Tizgads.a < O(1) (S11)

12,13,%4,72,J3,J4

where the index 1, which is not summed over, represents the index of the initial operator of Hy which began the
nested commutator. In total then, we have O(L) of these terms since Hy is made of L terms.

Collecting all these pieces, we conclude that in total we get a factor of order (%)m_1 (upto possible factors coming
from the operator size) which can be reabsorbed into a redefinition of the time variable ¢. In conclusion, this proves
that an extensive quantum advantage requires the presence of large size operators in H, for SYK, Hamiltonians,
and in particular for the ¢ = 4 case considered in [14]. The same result can be proven, in the qubit language, as a
consequence of the theorem proven in [27].

Relating the charging power to K-complexity

The argument above makes manifest the intimate relationship between the average charging power of a given
quantum battery on the one hand, and the presence of large operators together with the graph properties of the
underlying quench Hamiltonian, on the other. As discussed in the main text, the latter two ingredients arc the really
main actors in the study of operator delocalization dynamics and K-complexity in absence of scrambling. Hence, it is
natural to conjecture a quantitative relation between the notion of K-complexity and the charging power of quantum
batteries. In the main text, just such a relation is made explicit in equation (9), for the case of the SYK-like quantum
batteries. We now want to provide a proof of that equation.

To this end, let’s assume a quench Hamiltonian, H, which depends on the usual Gaussian couplings, but is defined
on a fized graph. As already discussed, the average charging power reads

t)| Ho 1)) — (0] Ho [0) (0] Ho(t) |0) — (0] Hy |0
Pty = SO P 001 — (01 Fo 0} _ (0B 0)— (0o} s
where we average over the Gaussian couplings and have made use of the fact that the ground state |0) is coupling-
independent. We will also assume, without loss of generality, that the static Hamiltonian is traceless. This last
assumption means that the ground state energy must be negative, (0| Ho |0) < 0. With this in place, the averaged
Krylov expansion of Hy is given by

_ K-1 —
Ho(t) = Y i"on(t) On (S13)
n=0

where the zeroth-order operator, @0, is actually average-independent and equal to the static Hamiltonian, Oy = Hy.
On the other hand, taking a BCH-like expansion of the static Hamiltonian, and remembering that, as a result of
the Gaussian averaging, all couplings must appear in pairs, we can conclude that the averaged time-evolved static

Hamiltonian satisfies Hy(t) oc Hy(t). Plugging this result into equation (S13), we conclude that @, = 0 for all n > 1,
from which we find

Ho(t) = ¢o(t)Ho(t) (S14)

which in turns implies that

20 =1 o) g ) (519

AN ANALYTIC CASE-STUDY: THE STAR GRAPH

In the star graph all the vertices are connected to a single central or star vertex, with no other connections between
nodes. The Hamiltonian for a system of Majorana fermions living on such a network reads

L—1
H=iY J 44" (S16)
=1



where ¢ = L is singled out to be the star vertex and the couplings J; — having vanishing mean and variance J? = 1/2
— lie on the edges from vertex 7 to vertex L.

Since Krylov space and all its related quantities is highly dependent on the initial operator that we choose, we will
first study the simpler dynamics of the operator

@(().s) _ 23/2 H;Yl’ (817)

before we move to the dynamics of the z— and z— batteries, which will have as initial operators a linear combination
of the former.

It turns out that the dimension K of the Krylov space associated to this graph and initial operator as in quatlon
(Sl?) is K = 3 for all values s < L. This can be easily seen by taking the simplest initial operator Oy ~ AL Oy
is [H OO] ~ 4%, which may be interpreted as the first nested commutator representing a jump from vertex i = 1 to
vertex ¢ = L (the star vertex). Since the star vertex is connected to all other vertices, the next jump proceeds to
~ ZZL 11 4%, but since 4! was already visited, we end up with Oy ~ ZZL: ' 41, At this point, with all vertices having
been visited, the next nested commutator yields O3 = 0. One encounters a similar situation when starting with an
initial operator of size different than unity. The equations for the Krylov wavefunctions, equation (4) in the main
text, can be exactly solved in the case of the star graph, giving

b%—l—b%cos( b3 + b3 t)
t =
#olt) b + b3 ’

by sin ( b3 + b3 t)
Qol(t) = \/m ’
b1bo (1 — cos ( b3 + b3 t))
bt + b3 '

Moreover, the Lanczos coefficients b1, bo can also be written as analytic functions of the couplings J;. Specifically,

(S18)

pa(t) =

(S19)

However, notice that the functional form of the Krylov wavefunctions, euqations (S18), are independent of the initial
operator that we choose on the graph as long as K = 3. On the other hand, the form of the Lanczos coefficients,
equation (819) do depend on the initial operator, in this case labelled by s in (S17). Note also that b3 + b3 =
ZL ! JZ = u?, where p is the bandwith of Hamiltonian (S16); a fact that can be seen from the eigenvalue properties
of Majorana gamima matrices. Since we are interested in taking ensemble averages, computations can be made more
efficient by noticing the following relations

Flba](s) = FIbiJ(L — 1~ ) , (S20)
Flu] = Flb](L—1) (S21)

among arbitrary functions of the Lanczos coefficients. In particular, this means that b3(s) = b?(L — 1 — s) and
u2 = b2(L — 1), so we need only compute b2.

As seen in equation (9) in the main text, the average power is essentially determined by @g(¢). However, in order to
check whether there is an eztensive quantum charging advantage it is important to rescale the quench Hamiltonian by
its bandwidth. This results in a Hamiltonian whose bandwidth is equal to one and new rescaled couplings J; — J;/u
and leads to the identity b2 + b3 = 1 for the rescaled Lanczos coefficients, which in turn makes it convenient to define
b = by, while b2 = 1 — b2. The resulting statistical properties of our system can be completely characterized by the
statistical moments of b,

100 (s +2j)
[0 (L —1+2j)

with n € N, a natural number. Odd moments of b can also be computed but are not useful in what follows so we
choose to not include them. A particularly interesting case is the first moment, n = 1, which gives b2 = s/(L — 1).

b2 (s) = (S22)



This result is actually independent of the probability distribution for the couplings J; and is true for independent and
identically distributed random variables.

The rescaled wavefunctions also receive important simplifications, which in the case of interest for the charging
power, ¢o = 1+ b*(cos(t) — 1). Then,

Folt) =1+ — - (cos(t) — 1), (S23)

I —
which also holds for any kind of random variables.
We may also compute the average Krylov Complexity for the rescaled Hamiltonian,

2s(L—1—-5)
(L—1)(L+1)

Ck(t) = sin?(t) + (cos(t) —1)?, (S24)

or in terms of the charging power,

AL —1)(L—1—s)
s(L+1)

Ck(t) = Li N sin?(t) +

(@o(t) — 1)% (525)

Let’s finally study the charging power for the x— and z—batteries. This involves choosing as initial operators,

L/2 2]—1 o2l
[ - T 47, (S26)
P

L2
(9() \/ —2i) szf 1325 (S27)

respectively. Beginning with the x—battery; schematically, in terms of the operators in (S17), @(()w) ~ ZJLZ/ ? @((;:2;‘ -b ,
which then evolves in time as @(()I) (t) ~ ZJL:/? (’5(()5:27-71)@) =37 ol” EL/z D (HOF=#7Y . On the other hand,
it can also be expanded in its Krylov basis as @(()I) (t) = ij 01 ingpl) (t)oﬁf). Both are valid expressions for the
time evolution of @(()1)7 but we want to stress that it is in general not trivial to relate Krylov operators and Krylov

wavefunctions of two different initial operators, even in the case where they are related by linear combination, as in
(S26). The corresponding Lanczos coefficient b; now becomes

L/2-1

=\ (1) V). (525)

while the relation b2 + b3 = u? still holds here. Thus, when we rescale the Hamiltonian, we will have, again, b = b;
and b3 = 1 — b?. The average charging power for the z—battery is then

PO = L (1 B 1L—2> 1 — cos(t) ($29)

2 2L-1 t ’

while the maximum charging power is given by

P (L) =

max

. 11 1L-—
0.7246 (1 L 2) 7 (S30)

2 201

which manifestly shows an extensive scaling, as result of both large operators and a highly connected underlying
graph. The average Krylov complexity is

(1) = (1 - %%) [sin(£) + 2(1 — cos(t))2] — 2%, (1 — cos(t))?, (s31)

where % is a complicated function of L that nonetheless can both be easily computed numerically for all L and whose
analytic expression can be in principle obtained through repeated use of equation (S22). Moreover, its asymptotics

i — —\2
are b‘(lm)(L =2) =1 and b‘(lx)(L — o0) = 1/4. Numerically, its values are not far away from (b%x)) =01-(L-



1.0

0.8

"
® b,

0.6 2

- (bZy)

0.4

0.2

0.0

0 20 40 60 80 100
L.

— 2
FIG. S3. Comparison between the numerically computed b?x) and (b%x)) =1 —(L—-2)/(2(L —1)))?, as functions of L.

2)/(2(L—1)))? (sce figure S3), so we may use this expression to give a final analytic expression in terms of the average
charging power, equation (S29),

_ 2 p2
cP(t) ~ (1 _1L-2 2) sin?(f) + 8 (3 - %) 253 (832)

Finally, let’s discuss the z—battery following the same steps as for the case of the x—battery case. Here we find the
Lanczos coefficient

(933)

while bgz) is again related to b(lz) through the bandwith of the star Hamiltonian. Interestingly, b(lz) is essentially

bgsZL_Q) (equation (S19)) albeit with an extra /L suppression, which is essentially responsible for eliminating the
quantum charging advantage in the z—battery, giving

L—2 1—cos(t)

POy == S34
D) = 1— — (534)
and maximum charging power
L—-2
PZ) (L) = 0.724611 T (S35)
Finally, the average Krylov complexity,
Oy 2 (L=2 L-2_ 9
C'(t) = I <L — sin (t)+2 7 (1 —cos(t) ), (S36)

can be expressed in terms of the average charging power as,

. 2 (L—-2 .
cP ) = z (L_1s1n2(t)+2
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