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Abstract—In autonomous vehicles (AV), early warning systems
rely on collision prediction to ensure occupant safety. However,
state-of-the-art methods using deep convolutional networks either
fail at modeling collisions or are too expensive/slow, making them
less suitable for deployment on AV edge hardware. To address
these limitations, we propose SG2VEC, a spatio-temporal scene-
graph embedding methodology that uses Graph Neural Network
(GNN) and Long Short-Term Memory (LSTM) layers to predict
future collisions via visual scene perception. We demonstrate that
SG2VEC predicts collisions 8.11% more accurately and 39.07 %
earlier than the state-of-the-art method on synthesized datasets,
and 29.47 % more accurately on a challenging real-world collision
dataset. We also show that SG2VEC is better than the state-of-
the-art at transferring knowledge from synthetic datasets to real-
world driving datasets. Finally, we demonstrate that SG2VEC
performs inference 9.3x faster with an 88.0% smaller model,
32.4% less power, and 92.8% less energy than the state-of-the-art
method on the industry-standard Nvidia DRIVE PX 2 platform,
making it more suitable for implementation on the edge.

Index Terms—scene graph, collision prediction, autonomous
vehicles, graph learning, ADAS

I. INTRODUCTION

The synergy of Artificial Intelligence (AI) and the In-
ternet of Things (IoT) has accelerated the advancement of
Autonomous Vehicle (AV) technologies, which is expected to
revolutionize transportation by reducing traffic and improving
road safety [1], [2]. However, recent reports of AV crashes
suggest that there are still significant limitations. For exam-
ple, multiple fatal Tesla Autopilot crashes can primarily be
attributed to perception system failures [3], [4]. Additionally,
the infamous fatal collision between an Uber self-driving
vehicle and a pedestrian can be attributed to perception and
prediction failures by the AV [5]. These accidents (among
others) have eroded public trust in AVs, and nearly 50% or
more of the public have expressed their mistrust in AVs [6].
Current statistics indicate that perception and prediction errors
were factors in over 40% of driver-related crashes between
conventional vehicles [7]. However, a significant number of
reported AV collisions are also the result of these errors [8],
[9]. Thus, in this paper, we aim to improve the safety and
acceptance of AVs by incorporating scene-graphs into the
perception pipeline of collision prediction systems to improve
scene understanding.

* Arnav V. Malawade and Shih-Yuan Yu contributed equally to this article.

For the past several years, automotive manufacturers have
begun equipping consumer vehicles with statistics-based col-
lision avoidance systems based on calculated Single Behavior
Threat Metrics (SBTMs) such as Time to Collision (TTC),
Time to React (TTR), etc. [10], [11]. However, these meth-
ods lack robustness since they make significant assumptions
about the behavior of vehicles on the road. A very limiting
assumption they make is that vehicles do not diverge from
their current trajectories [11]. SBTMs can also fail in specific
scenarios. For example, TTC can fail when following a vehicle
at the same velocity within a very short distance [11]. As a
result, these methods are less capable of generalizing and can
perform poorly in complex road scenarios. Moreover, to reduce
false positives, these systems are designed to respond at the
last possible moment [12]. Under such circumstances, the AV
control system can fail to take timely corrective actions [13]
if the system fails to predict a collision or estimates the TTC
inaccurately.

More effective collision prediction methods using Deep
Learning (DL) have also been proposed in the literature.
However, these approaches can be limited because they do
not explicitly capture the relationships between the objects
in a traffic scene. Understanding these relationships could be
critical as it is suggested that a human’s ability to understand
complex scenarios and identify potential risks relies on cogni-
tive mechanisms for representing structure and reasoning about
inter-object relationships [14]. These models also require large
datasets that are often costly or unsafe to generate. Synthetic
datasets are typically used to augment the limited real-world
data to train the models in such cases [15]. However, these
trained models must then be able to transfer the knowledge
gained from synthetic datasets to real-world driving scenarios.
Furthermore, DL models contain millions of parameters and
require [oT edge devices with significant computational power
and memory to run efficiently. Likewise, hosting these models
on the cloud is infeasible because it requires persistent low-
latency internet connections.

In summary, the key research challenges associated with
autonomous vehicle collision prediction are:

1) Capturing complex relationships between road partici-
pants.

2) Detecting future collisions early enough such that the
AV can take corrective actions.

3) Generalizing to a wide range of traffic scenarios.
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Fig. 1: How SG2VEC predicts collisions using scene-graphs.
Each node’s color indicates its attention score (importance to
the collision likelihood) from orange (high) to green (low).

4) Developing algorithms that can run efficiently on auto-
motive IoT edge devices.

In this work, we propose the use of scene-graphs to
represent road scenes and model inter-object relationships as
we hypothesize that this will improve perception and scene
understanding. Recently, several works have shown that graph-
based methods that capture and model complex relationships
between entities can improve performance at high-level tasks
such as behavior classification [16], [17] and semantic seg-
mentation [18]. Scene-graphs are used in many domains to
abstract the locations and attributes of objects in a scene and
model inter-object relationships [16], [17], [19]. In our prior
work, [20], we demonstrated that a scene-graph sequence
classification approach can better assess the subjective risk
of driving clips compared to a conventional CNN+LSTM-
based approach; our approach could also better generalize and
transfer knowledge across datasets. This paper extends the
approach presented in [20] to collision prediction by enabling
the prediction of future road states via changes to the temporal
modeling components of the architecture and changes in
the problem formulation. The scene-graph representation we
propose represents traffic objects as nodes and the relationships
between them as edges. The novelty of our scene-graph
representation lies in our graph construction technique that
is specifically designed for higher-level AV decisions such as
collision prediction. One of our key contributions is showing
that a graph-based intermediate representation can be very
effective and efficient for higher-level AV tasks directly related
to driving decisions.

Our proposed methodology for collision prediction,
SG2VEC, is shown in Figure 1. It combines the scene-graph
representation with a graph-embedding architecture to gener-
ate a sequence of scene-graph embeddings for the sequence of
visual inputs perceived by an AV. The graph embedding tech-

nique we use is based on the core MR-GCN framework [16]
adapted for the collision prediction problem. The sequence of
graph embeddings is then input to a Long Short-Term Memory
(LSTM) network to make the final prediction on the possibility
of a future collision. To the best of our knowledge, our work
is the first to propose using scene-graphs for early collision
prediction.

Our paper makes the following key research contributions:

1) We demonstrate that our SG2VEC collision prediction
methodology significantly outperforms the current state
of the art on simulated lane-change datasets and a
very challenging real-world collision dataset containing
a wide range of driving actions, collision types, and
weather/road conditions.

2) We demonstrate that SG2VEC can transfer knowledge
gained from simulated data to real-world driving data
more effectively than the state-of-the-art method.

3) We show that SG2VEC performs faster inference and
requires less power than the state-of-the-art method on
the industry-standard Nvidia DRIVE PX 2 autonomous
driving hardware platform, used in all 2016-2018 Tesla
models for their Autopilot system [21].

II. RELATED WORK
A. Early Collision Prediction

Since collision prediction is key to the safety of AVs, a
wide range of solutions have been proposed by academia and
industry. As mentioned earlier, current consumer vehicles use
statistics-based SBTMs for collision prediction but can per-
form poorly in complex situations [10], [11] or react too late
to avoid collisions [12], [13]. Expanding on these approaches,
companies like Mobileye and Nvidia have proposed more
comprehensive mathematical models for ensuring AV safety,
namely Responsibility-Sensitive Safety (RSS) [22] and Nvidia
Safety Force Field [23], respectively. However, these models
are heavily rule-based and can thus be fragile in complex sit-
uations with high uncertainty. Additionally, computing future
trajectory constraints with RSS is non-trivial and can require
vehicle-specific calibration [24].

Model-based probabilistic and deep learning approaches for
collision prediction have also been proposed. For example,
[25] proposes a model-based probabilistic technique that uses
the roadway geometry, ego trajectory, and position/velocity
of road objects to predict future object positions. However,
this model is highly conservative and is likely to have a
high false-positive rate. Similarly, [26] and [27] use model-
based approaches but require significant domain knowledge
about the driving scene, such as road geometry information
as well as accurate vehicle position and velocity information.
[28] proposes a deep learning collision prediction approach.
Still, due to its use of pre-processed trajectory data captured
from cameras overlooking a highway, it is not ego-centric and
cannot be practically used for on-vehicle collision prediction.
In a different approach, [29] proposes a Deep Predictive Model
(DPM) that used a Bayesian Convolutional LSTM for collision
risk assessment where image data, vehicle telemetry data, and
driving inputs were all factors in the risk assessment decision.



However, this approach was only evaluated on simul:
scenes containing two vehicles and no other dynami
Thus, DPM’s performance may suffer when evaluatec
complex road scenarios.

In contrast to these existing works, we propose
which captures structural and relational information
scene in a scene-graph representation and computes
temporal embedding to predict collisions. Additio
perform experiments that were not done in many pri
such as evaluating each model’s capability to transfi
edge, efficiency on AV hardware, performance on a
real-world crash dataset, and ability to predict collisi
We primarily compare our methodology with the DP
the state-of-the-art data-driven collision prediction fi
for AVs that considers both spatial and tempora
Although the DPM uses multiple modalities for sei
results in [29] show that it achieves an accuracy (of
that is just 0.24% less using just the image sensing modality.
In this work, we compare our proposed SG2VEC methodology
and the DPM on image-only datasets, which is fair because
the DPM’s performance does not vary much with the inclusion
of other modalities.

B. AV Scene-Graphs and Optimization Techniques

Several works have proposed graph-based methods for scene
understanding. For example, [16] proposed a multi-relational
graph convolutional network (MR-GCN) that uses both spatial
and temporal information to classify vehicle driving behavior.
Similarly, in [17], an Ego-Thing and Ego-Stuff graph are
used to model and classify the ego vehicle’s interactions with
moving and stationary objects, respectively. In our prior work,
we demonstrated that a scene-graph sequence embedding
approach assesses driving risk better than the state-of-the-art
CNN-LSTM approach [20]. In [20], we utilized an architecture
consisting of MR-GCN layers for spatial modeling and an
LSTM with attention for temporal modeling; however, this
architecture was only capable of performing binary sequence-
level classification over a complete video clip. Thus, although
our prior architecture could accurately assess the subjective
risk of complete driving sequences, it was not capable of
predicting the future state of a scene.

Current autonomous driving systems consume a substantial
amount of power (up to 500 Watts for the Nvidia DRIVE AGX
Pegasus), demanding more robust cooling and power delivery
mechanisms. Thus, many have tried to optimize AV tasks
for efficiency without sacrificing performance. Existing ap-
proaches have proposed methods for jointly optimizing power
consumption and latency for localization [30], perception [31],
and control [32]. However, to the best of our knowledge, no
work has explored this optimization for AV safety systems,
such as collision prediction systems.

III. SCENE-GRAPH EMBEDDING METHODOLOGY

In SG2VEC, we formulate the problem of collision predic-
tion as a time-series classification problem where the goal is
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Fig. 2: An illustration of our scene-graph extraction process.
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to predict if a collision will occur in the near future. Our goal
is to accurately model the spatio-temporal function f, where

Yn:f({lla" (1)

where Y,, = 1 implies a collision in the near future and Y,, =
0 otherwise. Here the variable I,, denotes the image captured
by the on-board camera at time n. The interval between each
frame varies with the camera sampling rate.

SG2VEC consists of two parts (Figure 3) : (i) the scene-
graph extraction, and (ii) collision prediction through spatio-
temporal embedding, described in Section III-A and Sec-
tion III-B respectively.

-7In717[n}),Yn S {0, 1},f0r n > 2,

A. Scene-Graph Extraction

The first step of our methodology is the extraction of scene-
graphs for the images of a driving scene. The extraction
pipeline forms the scene-graph for an image as in [33], [34]
by first detecting the objects in the image and then identifying
their relations based on their attributes. The difference from
prior works lies in the construction of a scene-graph that is
designed for higher-level AV decisions. We propose extracting
a minimal set of relations such as directional relations and
proximity relations. From our design space exploration we
found that adding many relation edges to the scene-graph adds
noise and impacts convergence while using too few relation
types reduces our model’s expressivity. The best approach
we found across applications involves constructing mostly
ego-centric relations for a moderate range of relation types.
Figure 2 shows an example of the graph extraction process.

We denote the extracted scene-graph for the frame I,
by G, = {O,,A,}. Each scene-graph G,, is a directed,
heterogeneous multi-graph, where O,, denotes the nodes and
A, is the adjacency matrix of the graph G,,. As shown in
Fig. 2, nodes represent the identified objects such as lanes,
roads, traffic signs, vehicles, pedestrians, etc., in a traffic scene.
The adjacency matrix A, indicates the pair-wise relations
between each object in O,. The extraction pipeline first
identifies the objects O,, by using Mask R-CNN [35]. Then,
it generates an inverse perspective mapping (also known as
a “birds-eye view” projection) of the image to estimate the
locations of objects relative to the ego car, which are used to
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Fig. 3: An illustration of SG2VEC’s architecture.

construct the pair-wise relations between objects in A,,. For
each camera angle, we calibrate the birds-eye view projection
settings using known fixed distances, such as the lane length
and width, as defined by the highway code. This enables us
to estimate longitudinal and lateral distances accurately in
the projection. For datasets captured by a single vehicle, this
step only needs to be performed once. However, for datasets
with a wide range of camera angles such as the 620-dash
dataset introduced later in the paper, this process needs to
be performed once per vehicle. With a human operator, we
found that this calibration step takes approximately 1 minute
per camera angle on average.

The extraction pipeline identifies three kinds of pair-wise
relations: proximity relations (e.g. visible, near, very_near,
etc.), directional (e.g. Front_Left, Rear_Right, etc.) relations,
and belonging (e.g. car_1 isIn left_lane) relations. Two objects
are assigned the proximity relation, r € {Near_Collision (4 ft.),
Super_Near (7 ft.), Very_Near (10 ft.), Near (16 ft.), Visible
(25 ft.)} provided the objects are physically separated by a
distance that is within that relation’s threshold. The directional
relation, v € {Front_Left, Left_Front, Left_Rear, Rear_Left,
Rear_Right, Right Rear, Right_Front, Front_Right}, is as-
signed to a pair of objects, in this case between the ego-car
and another car in the view, based on their relative orientation
and only if they are within the Near threshold distance from
one another. Additionally, the is/n relation identifies which
vehicles are on which lanes (see Fig. 2). We use each vehicle’s
horizontal displacement relative to the ego vehicle to assign
vehicles to either the Left Lane, Middle Lane, or Right Lane
using the known lane width. Our abstraction only considers
three-lane areas, and, as such, we map vehicles in all left lanes
and all right lanes to the same Left Lane node Right Lane node
respectively. If a vehicle overlaps two lanes (i.e., during a lane
change), it is mapped to both lanes.

B. Collision Prediction

As shown in Figure 3, in our collision prediction methodol-
ogy, each image I, is first converted into a scene-graph G,, =
{O,,, A} with the pipeline mentioned in Section III-A. Each
node v € O,, is initialized by a one-hot vector (embedding),
denoted by hq(JO). Then, the MR-GCN [36] layers are used to
update these embeddings via the edges in A,,. Specifically, the
[-th MR-GCN layer computes the node embedding for each
node v, denoted as th’, as follows:

h() =& -h{D+ > M

€A uEN,.(v)
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where N,.(v) denotes the set of neighbors of node v with re-
spect to the relation r € A,,, ®,. is a trainable relation-specific
transformation for relation r, and ® is the self-connection
for each node v that accounts for the influence of hrf,l*l) on
hg,l) [36]. After multiple MR-GCN layers, the output of each
layer is concatenated to produce the final embedding for each
node, denoted by HL = CONCAT({h’}|l = 0,1,...,L),
where L is the index of the last layer.

The final embeddings for scene-graph G,, denoted by
XPropare then passed through a self-attention graph pooling
(SAGPooling) layer that filters out irrelevant nodes from the
graph, creating the pooled set of node embeddings X?°°! and
their edges AP°°. In this layer, we use a graph convolution
layer to predict the score « = SCORE(XE P, AP"°P) and
then use « to perform top-k filtering to filter out the irrelevant
nodes in the scene-graph [37].

Then, for each scene-graph G,,, the corresponding Xﬁ’{’"l is
passed through the graph readout layer that condenses the node
embeddings (using operations such as sum, mean, max, etc.) to
a single graph embedding h¢ . Then, this spatial embedding
h¢,, is passed to the temporal model (LSTM) to generate a
spatio-temporal embedding z,, as follows:

ZnsSn = LSTM(hGnasn—l) 3

The hidden state s,, of the LSTM is updated for each times-
tamp n. Lastly, each spatio-temporal embedding z, is then
passed through a Multi-Layer Perceptron (MLP) that outputs
each class’s confidence value. The two outputs of the MLP
are compared, and Yn is set to the index of the class with the
greater confidence value (0 for no-collision or 1 for collision).
During training, we calculate the cross-entropy loss between
each set of non-binarized outputs Y, and the corresponding
labels for backpropagation.

IV. EXPERIMENTAL RESULTS

This section provides extensive experimental results to
demonstrate SG2VEC’s performance, efficiency, and transfer-
ability compared to the state-of-the-art collision prediction
model, DPM [29]. For SG2VEC, we used 2 MR-GCN layers,
each of size 64, one SAGPooling layer with a pooling ratio of
0.25, one add-readout layer, one LSTM layer with hidden size
20, one MLP layer with an output of size 2, and a LogSoftmax
to generate the final confidence value for each class. For the
DPM, we followed the architecture used in [29], which uses
one 64x64x5 Convolutional LSTM (ConvLSTM) layer, one



32x32x5 ConvLSTM layer, one 16x16x5 ConvLSTM layer,
one MLP layer with output size 64, one MLP layer with
output size 2, and a Softmax to generate the final confidence
value. For both models, we used a dropout of 0.1 and ReLU
activation. The learning rates were 0.00005 for SG2VEC and
0.0001 for DPM. We ran the experiments shown in Sections
IV-B and IV-C on a Windows PC with an AMD Ryzen
Threadripper 1950X processor, 16 GB RAM, and an Nvidia
GeForce RTX 2080 Super GPU.

A. Dataset Preparation

We prepared three types of datasets for our experiments: (i)
synthesized datasets, (ii) a typical real-world driving dataset,
and (iii) a complex real-world driving dataset. Examples from
each dataset are shown in Figure 4. Our synthetic datasets
focus on the highway lane change scenario as it is a com-
mon AV task. To evaluate the transferability of each model
from synthetic datasets to real-world driving, we prepared
a typical real-world dataset containing lane-change driving
clips. Finally, we prepared the complex real-world driving
dataset to evaluate each model’s performance on a challenging
dataset containing a broad spectrum of collision types, road
conditions, and vehicle maneuvers. All datasets were collected
at a 1280x720 resolution, and each clip spans 1-5 seconds.

1) Synthetic Datasets: To synthesize the datasets, we de-
veloped a tool using CARLA [15], an open-source driving
simulator, and CARLA Scenario Runner! to generate lane
change video clips with/without collisions. We generated a
wide range of simulated lane changes with different numbers
of cars, pedestrians, weather and lighting conditions, etc.
We also customized each vehicle’s driving behavior, such as
their intended speed, probability of ignoring traffic lights, or
the chance of avoiding collisions with other vehicles. We
generated two synthetic datasets: a 271-syn dataset and a 1043-
syn dataset, containing 271 and 1,043 video clips, respectively.
These datasets have no-collision:collision label distributions of
6.12:1 and 7.91:1, respectively. In addition, we sub-sampled
the 1043-syn dataset to create 306-syn: a balanced dataset that
has a 1:1 distribution. Our synthetic scene-graph datasets®> and
our source code® are open-source and available online.

2) Typical Real-World Driving Dataset: This dataset, de-
noted as 571-honda, is a subset of the Honda Driving Dataset
(HDD) [38] containing 571 lane-change video clips from real-
world driving with a distribution of 7.21:1. The HDD was
recorded on the same vehicle during mostly safe driving in
the California Bay Area.

3) Complex Real-World Driving Dataset: Our complex
real-world driving dataset, denoted as 620-dash, contains
very challenging real-world collision scenarios drawn from
the Detection of Traffic Anomaly dataset [39]. This dataset
contains a wide range of drivers, car models, driving maneu-
vers, weather/road conditions, and collision types, as recorded
by on-board dashboard cameras. Since the original dataset
contains only collision clips, we prepared 620-dash by splitting

Uhttps://github.com/carla-simulator/scenario_runner
Zhttps://dx.doi.org/10.21227/c0z9- 1p30
3https://github.com/AICPS/sg-collision-prediction

Dataset Model Accuracy AUC MCC
271-syn  SG2VEC (5-frames) 0.8979 0.9541  0.5362
271-syn SG2VEC 0.8812 0.9457  0.5145
271-syn DPM 0.8733 0.8939  0.2160
306-syn  SG2VEC (5-frames) 0.7946 0.8653  0.5790
306-syn SG2VEC 0.8372 0.9091  0.6812
306-syn DPM 0.6846 0.6881  0.3677
1043-syn  SG2VEC (5-frames) 0.9142 0.9623  0.5323
1043-syn SG2VEC 0.9095 0.9477  0.5385
1043-syn DPM 0.8834 09175  0.2912
620-dash  SG2VEC (5-frames) 0.6534 0.7113  0.3053
620-dash SG2VEC 0.7007 0.7857  0.4017
620-dash DPM 0.4890 04717  -0.0366
TABLE I: Classification accuracy, AUC, and MCC for

SG2VEC (Ours) and DPM.

each clip in the original dataset into two parts: (i) the beginning
of the clip until 1 second before the collision, and (ii) from 1
second before the collision until the end of the collision. We
then labeled part (i) as ‘no-collision” and part (ii) as ‘collision.’
The 620-dash dataset contains 315 collision video clips and
342 non-collision driving clips.

4) Labeling and Pre-Processing: We labeled the synthetic
datasets and the 571-honda dataset using human annotators.
The final label assigned to a clip is the average of the labels
assigned by the human annotators rounded to 0 (no collision)
and 1 (collision/near collision). Each frame in a video clip is
given a label identical to the entire clip’s label to train the
model to identify the preconditions of a future collision.

For SG2VEC, all the datasets were pre-processed using the
scene-graph extraction pipeline mentioned in Section III-A to
construct the scene-graphs for each video clip. For a given
sequence, SG2VEC can leverage the full history of prior frames
for each new prediction. For the DPM, the datasets were
pre-processed to match the input format used in its original
implementation [29]. Thus, the DPM uses 64x64 grayscale
versions of the clips in the datasets turned into sets of sub-
sequences J,, for a clip of length [ defined as follows.

Jn = {In, In+1,In+2, In+3, I7L+4},f0f n e [1,l — 4] (4)

Since DPM only uses five prior frames to make each
prediction, we also present results for SG2VEC using the same
length of history, denoted as SG2VEC (5-frames) in the results.

B. Collision Prediction Performance

We evaluated SG2VEC and the DPM using classification
accuracy, area under the ROC curve (AUC) [40], and Matthews
Correlation Coefficient (MCC) [41]. MCC is considered a
balanced measure of performance for binary classification even
on datasets with significant class imbalances. The MCC score
outputs a value between -1.0 and 1.0, where 1.0 corresponds
to a perfect classifier, 0.0 to a random classifier, and -1.0
to an always incorrect classifier. Although class re-weighting
helps compensate for the dataset imbalance during training,
classification accuracy is typically less reliable for imbalanced
datasets, so the primary metric we use to compare the models
is MCC. We used stratified 5-fold cross-validation to produce
the final results shown in Table I and Figure 5.
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Fig. 4: Examples of driving scenes from our a) synthetic datasets, b) typical real-world dataset, and c¢) complex real-world
dataset. In a), all driving scenes occur on highways with the same camera position and clearly defined road markings; lighting
and weather are dynamically simulated in CARLA. In b) driving scenes occur on multiple types of clearly marked roads but
lighting, camera angle, and weather are consistent across scenes. c¢) contains a much broader range of camera angles as well
as more diverse weather and lighting conditions, including rain, snow, and night-time driving; it also contains a large number

of clips on unpaved or unmarked roadways, as shown.

1) Synthetic Datasets: The performance of SG2VEC and
the DPM on our synthetic datasets is shown in Table 1. We
find that our SG2VEC achieves higher accuracy, AUC, and
MCC on every dataset, even when only using five prior frames
as input. In addition to predicting collisions more accurately,
SG2VEC also infers 5.5x faster than the DPM on average. We
attribute this to the differences in model complexity between
our SG2VEC architecture and the much larger DPM model.
Interestingly, SG2VEC (5-frames) achieves slightly better ac-
curacy and AUC than SG2VEC on the imbalanced datasets and
slightly lower overall performance on the balanced datasets.
This is likely because the large number of safe lane changes
in the imbalanced datasets adds noise during training and
makes the full-history version of the model perform slightly
worse. However, the full model can learn long-tail patterns
for collision scenarios and performs better on the balanced
datasets.

The DPM achieves relatively high accuracy and AUC on the
imbalanced 271-syn and 1043-syn datasets, but suffers signifi-
cantly on the balanced 306-syn dataset. This drop indicates that
the DPM could not identify the minority class (collision) well
and tended to over-predict the majority class (no-collision). In
terms of MCC, the DPM scores higher on the 306-syn dataset
than what it scores on the other datasets. This result is because
the 306-syn dataset has a balanced class distribution compared
to the other datasets, which could enable the DPM to improve
its prediction accuracy on the collision class.

In contrast, the SG2VEC methodology performs well on both
balanced and imbalanced synthetic datasets with an average
MCC of 0.5860, an average accuracy of 87.97%, and an
average AUC of 0.9369. Since MCC is scaled from -1.0 to
1.0, SG2VEC achieves a 14.72% higher average MCC score
than the DPM model.

The results from our SG2VEC ablation study are shown in
Table III and support our hypothesis that both spatial modeling
with MRGCN and temporal modeling with LSTM are core
to SG2VEC’s collision prediction performance. However, the
MRGCN appears to be slightly more critical to performance
than the LSTM. Interestingly the choice of pooling layer (no
pooling, Top-K pooling, or SAG Pooling) does not seem to
significantly affect performance at this task as long as LSTM
is used; when no LSTM is used SAG Pooling presents a clear
performance improvement.

2) Complex Real-World Dataset: The performance of both
the models significantly drops on the highly complex real-
world 620-dash dataset due to the variations in the driving
scenes and collision scenarios. This drop is to be expected
as this dataset contains a wide range of driving actions, road
environments, and collision scenarios, increasing the difficulty
of the problem significantly. We took several steps to try and
address this performance drop. First, we improved the birds-
eye view (BEV) calibration on this dataset in comparison
to the other datasets. Since the varying camera angles and
road conditions in this dataset impact our ability to properly
calibrate SG2VEC’s BEV projection in a single step, we created
custom BEV calibrations for each clip in the dataset, which
improved performance somewhat. However, as shown in Fig-
ure 4c, a significant part of the dataset consists of driving clips
on roads without any discernible lane markings, such as snowy,
unpaved, or unmarked roadways. These factors make it chal-
lenging to correlate known fixed distances (i.e., the width and
length of lane markings) with the projections of these clips.
To further improve performance on this particular dataset, we
performed extensive architecture and hyperparameter tuning.
We found that, with one MRGCN layer of size 64, one LSTM
layer with hidden size 100, no SAGPooling layer, and a
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higher MCC score. Since DPM achieves a negative MCC
score, its performance on this dataset is worse than that of a
random classifier (MCC of 0.0). Consistent with the synthetic
dataset results, sg2vec using all frames performs better on the
balanced 620-dash dataset than SG2VEC (5-frames). Overall,
these results show that, on very challenging and complex real-
world driving scenarios, SG2VEC can perform much better
than the current state-of-the-art.

3) Time of Prediction: Since collision prediction is a time-
sensitive problem, we evaluated our methodology and the
DPM on their average time-of-prediction (ATP) for video
clips containing collisions. To calculate the ATP, we recorded
the first frame index in each collision clip when the model
correctly predicts that a collision would occur. We then
averaged these indices and compared them with the average
collision video clip length. Essentially, ATP gives an estimate
of how early each model can predict a future collision.
These results are shown in Table II. On the /043-syn dataset,
SG2VEC achieves 0.1725 for the ratio of the ATP and the
average sequence length while the DPM achieves a ratio
of 0.2382, indicating that SG2VEC predicts future collisions
39.07% -ecarlier than the DPM on average. In the context of
real-world collision prediction, the average sequence in the
1043-syn dataset represents 1.867 seconds of data. Thus, our
methodology predicted collisions 122.7 milliseconds earlier
than DPM on average. This extra time can be critical for
ensuring that the AV avoids an impending collision.

1.0 0'87%) & 86(9) sa2 883 792 9i8.837

08 % Z / éﬁ

0.6 Of” 0f39 X é g % fg

04 ;’;0.282 0.91 2037 é Z é 7

02 ’70‘08%; Zo 0% I 2 5/4 é 7

w ZmzB 72270 ZMZ0 ZM7
271-syn 1043-syn 271-syn 1043-syn

MCC Accuracy

% DPM (Original) @ DPM (Transfer) = SG2VEC (Original) ® SG2VEC (Transfer)

Fig. 5: Performance after transferring the models trained on
synthetic 271-syn and 1043-syn datasets to the real-world 571-
honda dataset.

C. Transferability From Synthetic to Real-World Datasets

The collision prediction models trained on simulated
datasets must be transferable to real-world driving as it can
differ significantly from simulations. To evaluate each model’s
ability to transfer knowledge, we trained each model on a
synthetic dataset before testing it on the 57/-honda dataset.
No additional domain adaptation was performed. We did not
evaluate transferability to the 620-dash dataset because it
contains a wide range of highly dynamic driving maneuvers
that were not present in our synthesized datasets. As such,
evaluating transferability between our synthesized datasets and
the 620-dash dataset would yield poor performance and would
not provide insight. Figure 5 compares the accuracy and MCC
for both the models on each training dataset and the 571-honda
dataset after transferring the trained model.

We observe that the SG2VEC model achieves a significantly
higher MCC score than the DPM model after the transfer,
suggesting that our methodology can better transfer knowledge
from a synthetic to a real-world dataset compared to the state-
of-the-art DPM model. The drop in MCC values observed for
both the models when transferred to the 57I-honda dataset
can be attributed to the characteristic differences between
the simulated and real-world datasets; the 571-honda dataset
contains a more heterogeneous set of road environments, light-
ing conditions, driving styles, etc., so a drop in performance
after the transfer is expected. We also note that the MCC
score for the SG2VEC model trained on 271-syn dataset drops
more than the model trained on the 71043-syn dataset after
the transfer, likely due to the smaller training dataset size.
Regarding accuracy, the SG2VEC model trained on /043-syn
achieves 4.37% higher accuracy and the model trained 271-syn
dataset achieves 1.47% lower accuracy than the DPM model
trained on the same datasets. The DPM’s similar accuracy after
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Fig. 6: Our experimental setup for evaluating SG2VEC and
DPM on the industry-standard Nvidia DRIVE PX 2 hardware.

transfer likely results from the class imbalance in the 571-
honda dataset. Overall, we hypothesize that SG2VEC’s use of
an intermediate representation (i.e., scene-graphs) inherently
improves its ability to generalize and thus results in an
improved ability to transfer knowledge compared to CNN-
based deep learning approaches.

D. Evaluation on Industry-Standard AV Hardware

To demonstrate that the SG2VEC is implementable on
industry-standard AV hardware, we measured its inference
time (milliseconds), model size (kilobytes), power consump-
tion (watts), and energy consumption per frame (milli-joules)
on the industry-standard Nvidia DRIVE PX 2 platform, which
was used by Tesla for their Autopilot system from 2016 to
2018 [21]. Our hardware setup is shown in Figure 6. For
the inference time, we evaluated the average inference time
(AIT) in milliseconds taken by each algorithm to process
each frame. We recorded power usage metrics using a power
meter connected to the power supply of the PX 2. To en-
sure that the reported numbers only reflected each model’s
power consumption and not that of background processes, we
subtracted the hardware’s idle power consumption from the
averages recorded during each test. For a fair comparison, we
captured the metrics for the core algorithm (i.e., the SG2VEC
and DPM model), excluding the contribution from data loading
and pre-processing. Both models were run with a batch size
of 1 to emulate the real-world data stream where images are
processed as they are received. For comparison, we also show
the AIT on a PC for the two models.

Our results are shown in Table IV. SG2VEC performs
inference 9.3x faster than the DPM on the PX 2 with an 88.0%
smaller model and 32.4% less power, making it undoubtedly
more practical for real-world deployment. Our model also
uses 92.8% less energy to process each frame, which can be
beneficial for electric vehicles with limited battery capacity.
With an AIT of 0.4828 ms, SG2VEC can theoretically process
up to 2,071 frames/second (fps). In contrast, with an AIT
of 4.535 ms, the DPM can only process up to 220 fps. In
the context of real-world collision prediction, this means that
SG2VEC could easily support multiple 60 fps camera inputs
from the AV while DPM would struggle to support more than
three.

Model PCAIT PX2 AIT Size Power  Energy/frame
(ms) (ms) (KB) W) (mJ)

SG2VEC 0.2549 0.4828 331 2.99 1.44

DPM 1.393 4.535 2,764 442 20.0

TABLE IV: Performance evaluation of inference on 271-syn
on the Nvidia DRIVE PX 2.

V. CONCLUSION

With our experiments, we demonstrated that our scene-
graph embedding methodology for collision prediction,
SG2VEC, outperforms the state-of-the-art method, DPM, in
terms of average MCC (0.5055 vs. 0.2096), average inference
time (0.255 ms vs. 1.39 ms), and average time of prediction
(39.07% sooner than DPM). Additionally, we demonstrated
that SG2VEC could transfer knowledge from synthetic datasets
to real-world driving datasets more effectively than the DPM,
achieving an average transfer MCC of 0.327 vs. 0.060. Finally,
we showed that our methodology performs faster inference
than the DPM (0.4828 ms vs. 4.535 ms) with a smaller model
size (331 KB vs. 2,764 KB) and reduced power consumption
(2.99 W vs. 4.42 W) on the industry-standard Nvidia DRIVE
PX 2 autonomous driving platform. In the context of real-
world collision prediction, these results indicate that SG2VEC
is a more practical choice for AV safety and could significantly
improve consumer trust in AVs. Few works have explored
graph-based solutions for other complex AV challenges such
as localization, path planning, and control. These are open
research problems that we reserve for future work.
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