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This paper investigates temporal correlations in human
driving behavior using real-world driving to improve speed
forecasting accuracy. These correlations can point to a mea-
surement weighting function with two parameters: a forget-
ting factor for past speed measurements that the vehicle itself
drove with, and a discount factor for the speeds of vehicles
ahead based on information from vehicle-to-vehicle (V2V)
communication. The developed weighting approach is ap-
plied to a vehicle speed predictor using polynomial regres-
sion, a prediction method well-known in the literature. The
performance of the developed approach is then assessed in
both real-world and simulated traffic scenarios for accuracy
and robustness. The new weighting method is applied to an
ecological adaptive cruise control system, and its influence
is analyzed on the prediction accuracy and the performance
of the eco-ACC in an electric vehicle powertrain model. The
results show that the new prediction method improves en-
ergy saving from the eco-driving by up to 4.7% compared to
a baseline least-square-based polynomial regression. This
is a 10% improvement over the constant speed/acceleration
model, a conventional speed predictor.

1 Introduction

In typical traffic environments, one vehicle’s energy ef-
ficiency can be highly influenced by the driving patterns of
the immediate preceding vehicle. Thus, many studies have
proposed designs of ecological adaptive cruise control (eco-
ACC) systems based on predictive control techniques that
optimize the controlled vehicle’s longitudinal maneuvers by
predicting the future behavior of its immediate preceding ve-
hicle [1-3]. These predictive eco-ACC strategies solve con-
strained optimal control problems over the horizon with pre-
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Fig. 1. Overview of this paper.

views anticipating the future driving environment, such as
the immediate preceding vehicle’s trajectory. As inaccurate
previews could degrade the controlled vehicle’s fuel econ-
omy down to levels even worse than human driving [4-6],
obtaining accurate previews of the preceding vehicle’s future
states is essential to maximize the performance of eco-ACC.

With the recent improvements in on-road sensors and
communication technologies, data-driven forecasting ap-
proaches have been widely studied for predicting a human-
driven vehicle’s future trajectories. Conventional time-series
forecasting methods that have been used to predict a vehi-
cle’s velocity include an auto-regressive integrated moving
average model [7, 8], an auto-regressive model with external
input [8, 9], artificial neural networks [10-14], and a long

1 Copyright © by ASME



Computation of the Forgetting Factor (1)

1. Collect the driving trajectories of multiple
drivers over various routes (“RWD-UM”).

2. Compute the correlations between the
accelerations with different time gaps.

3. Fit the decaying curve of the acceleration
correlations.
1

Longitudinal
acceleration

‘ 08+

»

orrelation

1. Collect the trajectories from a string of
vehicles (“RWD-AA”).

" Vehicle 1 el ]
11’ Vehicle 2 V‘VM“\ :i
il . —
./‘\ Vehi(ale3 I Loneitudinal
UL A ) way (i ) Longitudina

A A o A e

ET A YT posidon and

speed 0 (current) Time T

2. Calculate the V2V errors.

3. Fit the decaying curve of inverse standard deviations of the
V2V error distributions.

T, = 3.0 sec

»im’

Headway o
V2V Errors

0
0

01

0
V2V Error [m/s]

Fig. 2.

Flowcharts of the processes to obtain the weighting parameters, the forgetting factor (top) and the discount factor (bottom), respec-

tively. Detailed explanation of these processes are presented in Section 3.2 and 3.3.

short-term memory network [8, 15]. Stochastic prediction
approaches have been developed, such as a Markov chain
model based on the past acceleration of the predicted vehicle
[8,16,17]. A conditional linear Gaussian model has also been
studied based on measurements obtained by a radar and V2V
and vehicle-to-infrastructure (V2I) communications [8, 18].
In addition, more complex predictors have been explored that
combine regression and probabilistic approaches to enhance
prediction accuracy [19-21].

In general, the learning-based forecasting techniques are
powerful but only when an enormous amount of training data
is available. When no historical information is available, ear-
lier efforts have developed rule-based methods that do not
require a learning process. The simplest rule-based meth-
ods are constant speed and acceleration models that propa-
gate a predicted vehicle’s current speed or acceleration over
a prediction horizon [11]. In more elaborate versions, some
previous work has modeled human drivers’ actions based
on their characteristics. For example, the authors in [22]
have modeled human driver’s pedaling motion based on their
observations that most drivers applied acceleration with ex-
ponentially decaying patterns. Other researchers selected a
sigmoid function to model human driver’s acceleration de-
mands [23]. Microscopic traffic models such as an intelli-
gent driver model [24] also have been utilized to generate
the estimated trajectory of a preceding vehicle based on the
current states [11,25-27]. In [10], polynomial regression is
used to predict speed trajectories of 2 seconds (s) by estimat-
ing polynomial coefficients based on the past measurements
only. In [28], the enhanced version of the polynomial regres-

sion method is developed by using V2V information, which
allows the predictor to compute 10 s speed profiles with high
accuracy. Researchers also have used locally-weighted poly-
nomial regression of V2V and V2I messages and calculated
more extended predictions (50 s) [29].

While the complex data-driven methods can learn mea-
surement weights through their algorithms, no schemes are
given for weighting measurements in the aforementioned
rule-based methods and simple regression techniques. To our
best knowledge, there are no studies that have addressed the
methodologies of weighting measurements for predicting ve-
hicle future speed.

Recognizing that gap, this work proposes a novel mea-
surement weighting method to prioritize information sam-
pled from different times and sources. The overview of the
paper is illustrated in Fig. 1. First, an exponentially-decaying
function is developed as a measurement weighting function
based on temporal correlations in real-world driving records.
The decaying rates are defined as a “forgetting factor” for
the past information and a “discount factor” for the future in-
formation. Those parameters are determined from two sets
of real-world speed data: 1) to guide the forgetting factor, a
set of driving data collected by the University of Michigan
Transportation Research Institute as a part of the Integrated
Vehicle-Based Safety Systems (RWD-UM) is used, and 2) to
determine the discount factor, a set of data including three
human-driven vehicles’ trajectories, closely following each
other on the same lane during an entire trip in Ann Arbor
(RWD-AA) is analyzed. The methodologies for these data
analyses are illustrated in Fig. 2.
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To assess the benefits of the developed weighting
method, a simple eco-ACC problem based on model predic-
tive control (MPC) is implemented and tested in simulations,
where various driving scenarios are considered. The predic-
tor produces the immediate preceding vehicle’s speed trajec-
tory, and the speed is integrated to obtain position, which is
then fed into the eco-ACC problem. Two types of test data
are used to evaluate the performance of the new method com-
pared to other rule-based or conventional approaches. En-
ergy consumption is calculated for an electric vehicle power-
train by using the vehicle simulator Autonomie [30]. The re-
sults show that by applying the new weighting method, elec-
tricity consumption can be reduced by up to 4% compared to
the regular least-squares estimation. The main contributions
of this paper are therefore as follows:

1. A measurement weighting strategy is developed for ve-
hicle speed predictors that do not have dedicated opti-
mization rules for the weights on measurements or input
features.

2. To design a measurement weighting function, system-
atic data analyses are conducted to find temporal corre-
lations in the human driving states from historical driv-
ing data.

3. The predictor developed in [28] is implemented with the
new weighting method. Then, the predictor is simulated
with an eco-ACC and compared with baseline predictors
in terms of energy consumption and tracking capability.

4. The robustness of the predictor is demonstrated by test-
ing it in a real-world traffic scenario and a simulated
driving environment with various traffic conditions.

The rest of this paper is organized as follows. Section 2
explains the prediction algorithm based on polynomial re-
gression. Section 3 describes the novel measurement weight-
ing method based on human driving data. In Section 4, the
eco-ACC problem implemented for this work is described.
Simulation settings and results are presented in Section 5.
Finally, Section 6 summarizes the contributions of this paper
and introduces future work.

2 Vehicle Speed Forecasting Method

In our application of interest, a prediction target is the
future speed of the immediate front vehicle (target vehicle)
of the controlled vehicle (ego vehicle). The speed predictor
used in this paper is developed in our previous paper [28].
The key idea of our prediction method is to infer the near-
future speed trajectory of the target vehicle based on the driv-
ing history of the target and the current traffic speed in front.
Two types of information are utilized to predict the target
vehicle’s future speed:

1. Past speed trajectories of the target vehicle.
2. Current speed and location of the target and the preced-
ing vehicles.

The first type of data can be obtained through the ego vehi-
cle’s sensor, such as radar. The second type of data is as-
sumed to be available through V2V communication. Here,
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Fig. 3. Pictorial description of the developed speed forecasting
method and its fitting domain. The solid line in the bottom box rep-
resents the future speed profile of the target vehicle fitted with mea-
surements (the cross markers).

the preceding vehicles are the vehicles driving in front of the
target vehicle on the same lane.

In Fig. 3, the definition of the ego, target, and preced-
ing vehicles, and the prediction process with the prediction
domain are depicted. The position information of the pre-
ceding vehicles is converted to the estimated time of arrival
(ETA) of the ego vehicle at their location. In this work, ETA
is computed as the time headway to a preceding vehicle:

§<I> (t) TV (t)

O = o0,

h

) ey

where s</>(¢) and s”" (¢) are the current location of the j®
preceding vehicles and the target vehicle, respectively. In
the denominator, vV (¢) represents the current speed of the
target vehicle. v is imposed to bound the ETA value in a
reasonable range when vIV is near zero, and here, v =5 m/s.
The processed information is used as one of the input in the
prediction algorithm.

Quadratic polynomial regression generates the predicted
speed profile over a short horizon. A speed prediction at the
k" step in a prediction horizon is calculated as:

0TV (k[t) = Po(t) + i (1) kT + Ba(r) - (kTy)*. (D)

In (2), k|t represents that the variable is the k"-step pre-
diction when the current time is 7; i.e., the variable is
the future estimate at 7 + k - Ty, where T is the sampling
time. Here, if the number of collected measurements is
fewer than three, a linear polynomial fit is used for re-
gression quality. The coefficients of the quadratic polyno-
mial B(r) = [Bo(t), Bi(¢), B2(¢)]" are determined using the
weighted least-squares (WLS) estimation method:

B(r) = argmin |[W'/2 (3 —v(0))|3 3)
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Fig. 4. An example of routes traveled by one of the human drivers
in the RWD-UM dataset.

where v(7) is a measurement vector and a measurement
weight matrix W. In this work, measurement weights are
determined from data observations. Specifically, a weight
on the /M measurement, w;, is determined by the following
equations:

AWpass=H1T5 i the /" measurement is the past

w; = speed of the target vehicle,

}/Th<j> otherwise.

“)
Here, A is defined as the forgetting factor of the target ve-
hicle’s past speed, 7y is the discount factor of the preced-
ing vehicles’ current speed, and both parameters satisfy:
0 <A <1land0< y< 1. Hence, both weighting functions
exponentially decay over time. This shape is designed based
on our hypothesis about data: as the gaps of time or dis-
tance from the data sources become larger, the correlations
between future speed and the fitting data would decay expo-
nentially. The decaying rates are determined by two param-
eters: the forgetting and the discount factors. The designs
of the forgetting and discount factors are the key contribu-
tions of this paper and each design process is introduced in
the following section.

3 Data-Driven Measurement Weights using Real-World

Driving Records

In this section, the design methodology for the measure-
ment weight matrix, W, in (3) is described. The main idea is
to analyze the temporal correlations between measurements
and prediction targets and model a measurement weighting
function based on our data analysis. In the following sec-
tion, the real-world driving records used for this analysis are
described.

3.1 Real-World Driving Data
To design the measurement weight matrix, W, real-
world driving datasets were analyzed. This work used two
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Fig. 5. The route driven by the three vehicles in the RWD-AA
dataset. The map shows the Ann Arbor area in Michigan.
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Fig. 6. Speed profiles of the three vehicles in the RWD-AA data.

types of datasets whose detailed information is given as fol-
lows:

RWD-UM: The RWD-UM dataset was collected and
provided by the University of Michigan Transportation Re-
search Institute (UMTRI) as a part of the Integrated Vehicle-
Based Safety Systems (IVBSS) program [31]. In these
datasets, human-driven vehicles’ driving states in various
conditions including city and highway driving were recorded
by their on-board sensors. The vehicle models used in the ex-
periments were 2006 and 2007 Honda Accord EX four-door
sedans. Preceding vehicles’ driving states are not available
in these datasets. The example trajectories driven by a driver
are plotted on the map in Fig. 4. In this work, longitudinal
speed and acceleration information from 1668 trips driven by
ten human drivers are utilized. These datasets are used for
determining weights on the past measurements of the pre-
dicted vehicle in Section 3.2.

RWD-AA: The RWD-AA data was collected by Toyota
Motor North America in Ann Arbor, Michigan. The data in-
clude three human-driven vehicles’ trajectories, closely fol-
lowing each other on the same lane during an entire trip. The
route is plotted in Fig. 5, and the speed profile of each vehicle
is presented in Fig. 6. The route includes both city and high-
way sections, and the total trip time was about 30 minutes.
The vehicles used in the experiment were four-door sedans.
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The vehicles were equipped with dedicated short-range com-
munication (DSRC) transmitters and receivers. In the ex-
periments, the vehicles were capable of communicating with
each other. The speed and position trajectories transmitted in
DSRC basic safety messages by the three vehicles are used
for this work. This dataset is used for tuning weights on the
V2V measurements. Details on this process are reported in
Section 3.3. In addition, the data are utilized to reproduce
the realistic traffic for our simulation introduced in Section 5.
This platooning dataset is chosen for our analysis, because it
has the sufficient length of trip for comparing energy con-
sumption by human driving and eco-ACC.

It is noted that both RWD-UM and RWD-AA datasets
were collected from the similar vehicle classes, which are
four-door sedans. Thus, the influence of a vehicle class on
driving styles is assumed to be negligible in our data analy-
ses.

3.2 Information from Past Speed Measurements

For the past measurements, the temporal correlation of
longitudinal acceleration is analyzed, because the predictor
based on the polynomial regression estimates future speed
based on the trend in the past speed measurements. The
RWD-UM datasets are used to analyze the correlations of
acceleration. To consider various driving styles, we used
driving records collected from ten different human drivers.
Each vehicle drove different routes, mainly in the North East
and a few in the South East areas in the United States. The
correlation is computed for high-speed and low-speed driv-
ing separately. To divide the high-speed and low-speed sec-
tions in trips, the speed criterion of 60 mile-per-hour (mph)
is adopted from [32], which is one of the typical speed limits
on highways in the United States.

The accelerations with different time gaps are presented
by the scatter plots in Fig. 7 and 8 for the low-speed and
high-speed sections, respectively. In these results, the re-
lationships between accelerations with different time gaps
from 1 to 5 s are shown. Both figures show that the cor-
relation between accelerations rapidly decreases as the time
gap increases. The correlation coefficients (p) multiplied by
the coefficients of determination (R”) are plotted in Fig. 9.
The left subplot shows the product of the correlation coef-
ficient and the coefficient of determination (p - R?) from the
low-speed sections, and the right subplot presents the results
from the high-speed parts. The lines with the dot markers are
actual statistics from the ten drivers’ trips in the RWD-UM
data, and the solid lines fit the statistics.

3.3 Look-ahead Information from V2V Measurements

In a typical traffic environment, as the locations of two
vehicles become closer, their speed trajectories become more
similar. Thus, for the speed measurements transmitted from
the preceding vehicles, the correlations between two ve-
hicles’ speeds are studied. Since our predictor maps the
preceding vehicles’ speed onto the fitting domain based on
ETA, we define “V2V errors,” which is a new concept intro-
duced to define the temporal correlation between two vehi-

Table 1. Summary of Prediction Parameter Tuning

Low speed  High speed

Type
(<60 mph) (> 60 mph)
Forgetting factor (1) 0.51 0.43
Discount factor () 0.77 0.71

cle’s speed profiles with respect to ETA. The V2V error is
defined as follows:

V2V Error = vV (t 4+ T;,) —v¥ (1) 5)

where vV (¢t 4 T;,) is the speed of a following vehicle at time
t+ T, and vV is the speed of a lead vehicle at time 7. T
is the time headway from the lead vehicle to the following
vehicle, which is used as ETA in our prediction process. The
intuitive meaning of the V2V errors is the mismatch between
the lead car’s current speed and the following car’s future
speed when the following car arrives at the lead’s location,
since time headway is used as the estimated time of arrival
to the preceding car’s location in our predictor.

The V2V errors are produced from the RWD-AA data.
The statistics of V2V errors are presented in Fig. 10. The
standard deviation of the V2V errors are calculated with the
measurement samples within the time headway window of
0.5 s. In Fig. 10, the blue asterisks show the inverse stan-
dard deviations of the V2V errors for every time headway
window. The red curves fit the trend of the inverse standard
deviations of V2V errors with different time headway.

The observation of the data in Figs. 9 and 10 points to
an exponentially decaying function versus time as defined in
(4). Hence, the forgetting and discount factors represent the
decaying rates of the curves in Fig. 9 and 10, and their values
are summarized in Tab. 1.

4 Ecological Adaptive Cruise Control

Since eco-ACC, typically formulated in a model predic-
tive control scheme, relies on the future speed information,
it is considered as a good example application to evaluate
the performance of the proposed weighting method in speed
forecasting. Thus, this section describes the formulation of
an optimal control problem for the eco-ACC used in this
work. The definitions of the ego, target, and preceding vehi-
cles are the same with the ones illustrated in Fig. 3.

4.1 Vehicle Dynamics

Since the main focus of this paper is energy savings in
car-following scenarios, only the longitudinal dynamics of
the ego vehicle are considered. For simplicity, we assume
that no lane changes occur. Furthermore, the dynamics are
simplified with the assumption of negligible road grades as
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follows:

(6a)

s=v

1 1
= (F, —mgC,— 5pA Cav* — Fb) (6b)

where s and v are the longitudinal position and velocity of
a vehicle, respectively. m denotes the vehicle mass, F; in-
dicates the traction force, and g is the gravitational acceler-
ation. C, and C, represent the rolling resistance coefficient
and the air drag coefficient, respectively. p denotes the air
density, A indicates the vehicle frontal area, and Fj, repre-
sents the braking force. The above model is discretized to

obtain:
s(k+1) = s(k) +v(k) - Ty + up (k) - T} (7a)
v(k+1) = v(k) +upy(k)- T (7b)
1
up (k) = u(k) — gC, — 2,-PA Cav(k)? (7c)

where u is an acceleration command, which is the solution
of the optimal control problem described in the next sec-
tion. The symbol u encompasses deceleration by allowing
it to have a negative sign. We use the term “acceleration” to
indicate both acceleration and deceleration for simplicity in
the rest of the paper. The equations in (7) are used as a plant
model in our simulations.
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4.2 Optimal Control Problem

The eco-ACC is realized by minimizing the control ef-
forts, the surrogate optimization problem of energy mini-
mization, by penalizing the square sum of longitudinal ac-
celeration. This approach allows us to formulate the opti-
mization problem as a quadratic programming. The optimal
control problem is derived as follows:

r;lign J (8a)
st s(kl) < 8TV (k|t) —v(k|t)T;F —L—d* +&E(1), (8b)
Vimin < V(k[t) < Vinax, (8c)

Umin < u(k|t) < tmax, (8d)

(1) >0, (8e)
s(k+1]t) = s(k|t) +v(k|) T, +0.5u(k|)T?  (8f)
v(k+1[t) = v(k|t) + u(k|t) Ty (82)

where the objective function of the eco-ACC is formulated
as follows:

Nf’
J=Y 058" (Klt) = s(klt) —v(klt) Ty —L—d*)?
k=1

Ivb
+ Y 0u(r) - (v(Klr) —v*(klr))?
k=1
N,—1
+ Y Quulkl)® + 9 (1) ©)
k=0

In (8) and (9), k|t represents that the variable is the kth-
step prediction when the current time is ¢ as in (2). T is the
sampling time and N, is the number of steps in a prediction
horizon. The variables s and v are the ego vehicle’s longi-
tudinal position and velocity, respectively. §7V is the target
vehicle’s longitudinal position estimate predicted by the ego
vehicle. d* is a marginally safe distance between the lead and
ego vehicles for safety, 7," is the desired time headway, and
v* is the desired speed, which is set to the speed limit. & (r) is
a slack variable imposed to soften the positional constraints
to achieve recursive feasibility.

Table 2. Parameters in MPC Formulation

Type Unit  Notation Value

Car Length meters L 4.5
Marginal distance gap  meters d* 2
Desired headway second T; 2
Max. acceleration m/s? Umax 4
Min. acceleration m/s? Umin -4
Max. speed m/s Vinax 40
Min. speed m/s Vimin 0

The objective function (9) is composed of four terms.
The first term, multiplied by a penalty coefficient of ¢, en-
sures a safe distance gap from the target vehicle by following
the desired time headway. The second term with a coefficient
of ¢, recommends following the speed limit imposed on the
road section. The third term, multiplied by a penalty coef-
ficient of ¢, indicates that the acceleration should be mini-
mized. The last term is a penalty on a slack variable for the
safety.

The penalty coefficients, ¢s, ¢u, ¢, and ¢, are deter-
mined by the following logic. First, the penalty coefficient
for the slack variable is determined as a relatively large value,
¢¢ = 100, because the slack variable is introduced to address
numerical feasibility issues from hard constraints; therefore,
it is preferred to be minimized as much as is feasible due
to safety concern. Then, the minimization of acceleration is
scaled with that of the slack variable by considering the max-
imum magnitude of acceleration and the maximum of the
slack variable: ¢, = ¢¢, - (d*/ Umax )>. Here, the marginal dis-
tance gap d* is the desired maximum value of &. Similarly,
the penalty coefficient on the desired speed tracking, ¢, is
determined: @, (¢) = @, - (tmax/v*(¢)). @, is a time varying
coefficient, since the speed limit changes on different road
sections. Finally, the penalty coefficient on the desired head-
way tracking, ¢, is selected as @, - (Umax/ Th*vmax)z.

7 Copyright © by ASME



The target vehicle’s acceleration is estimated as follows:

avik—1r) = %(9Tv(k|t)—\9TV(k—l\t)). (10)

©

where $7V is the future speed estimate of the target vehicle

predicted by the ego vehicle. Then, the target vehicle posi-
tion is integrated as follows during one-step integration:

$™V (klr)

=5V (k= 1J) + 5" (k= 1r) + 0.5T7a™ (k—1]1)

T;
=5V (k= 1]r) + = [ (k= 1)+ 5 (k)]

The equality constraints (8f)-(8g) are derived from the ve-
hicle dynamics with a point-mass system. More details on
the MPC parameters are summarized in Tab. 2. The pa-
rameters are selected considering mid-size sedan vehicles.
The marginal distance gap is determined to avoid collision,
and the desired headway is determined considering safe time
headway. The maximum and minimum acceleration and
speed are determined considering vehicles’ physical limita-
tions.

5 Simulation Study

To evaluate the effect of the proposed weighting method
in various driving environments, simulations are developed
with real-world driving data as well as artificially-generated
traffic by varying traffic conditions. This section provides
detailed information including simulation set-up and base-
lines used for performance comparison and discussion of the
results obtained in various driving situations.

5.1 Simulation Set-up

Only single-lane traffic is considered, and following ve-
hicles behind the ego vehicle are not taken into account. Two
types of traffic simulation are implemented:

1. Real-world traffic: Three vehicles’ trajectories from the
RWD-AA dataset are used.

2. Simulated traffic: Lead vehicles and the target vehicle
drive the same standard drive cycles with deterministic
time headway.

The real-world traffic from the RWD-AA data provides a re-
alistic traffic condition, in which vehicles on the same lane
drive with speed variations. Moreover, the performance of
the eco-driving can be directly compared with human driv-
ing in a car-following scenario. On the other hand, the sim-
ulated traffic allows us to investigate the performance of the
new prediction in various traffic environments by applying
different drive cycles, different number of on-road vehicles,
and different headway between vehicles. In this case, the
V2V communication range is limited to 1 km. To consider
various driving scenarios, five standard drive cycles are se-
lected for analysis: the urban dynamometer driving schedule

(UDDS), US06, the highway fuel economy test (HWFET),
LA92, and the worldwide harmonized light vehicles test pro-
cedure (WLTP). Autonomie [30] is used to analyze the en-
ergy consumption in the powertrain of an electric vehicle. A
midsize electric vehicle model with 300-mile range and fixed
gear transmission is chosen for the analyses.

5.2 Prediction Horizon Length Selection

To determine the effective length of the prediction hori-
zon, the eco-ACC is simulated with different prediction hori-
zon lengths. Particularly, perfect previews on the target ve-
hicle’s speed over a prediction horizon are used in the eco-
ACC. The eco-ACC performance is represented by the stan-
dard deviation of acceleration, since the objective function
of the eco-ACC minimizes acceleration. In Fig. 11, the eco-
ACC performances are presented with different prediction
lengths. The results show that as the length of horizon in-
creases, the standard deviation of acceleration decreases and
converges at around 20 s for most drive cycles. This ob-
servation is in agreement with the finding in [2], in which
eco car-following is realized by acceleration minimization.
Electricity consumption (EC) is also reduced as the predic-
tion horizon length increases, but converges faster than the
acceleration. Based on these results, we select 20 s for the
prediction horizon length as a conservative choice. The same
value is also used for the control horizon length.

5.3 Baselines

For a quantitative analysis of the performance of the new
predictor, constant speed and acceleration models are imple-
mented as baseline strategies. Moreover, the polynomial re-
gression without measurement weighting is implemented to
test the efficacy of the new measurement weighting method.
The prediction methods compared are summarized as fol-
lows:

1. Constant speed (CS), which uses the current speed of the
target vehicle over the prediction horizon.

2. Constant acceleration (CA), which propagates the cur-
rent acceleration of the target vehicle to generate a speed
trajectory over the prediction horizon.

3. Polynomial regression with the least-square estimation
(LS).

4. Polynomial regression with the weighted-least-square
estimation (WLS).

Since the goal of the eco-ACC is to reduce energy con-
sumption by automated driving, a human driver model is
considered for performance comparison. The eco-ACC with
the new predictor is compared with following trajectories of
human drivers. For the real traffic simulation, the third vehi-
cle of RWD-AA data is used as the baseline for the ego vehi-
cle. For the simulated traffic, a baseline is generated by the
intelligent driver model (IDM). IDM is a microscopic car-
following model describing the crash-free responses of fol-
lowing drivers [24]. According to the IDM, the acceleration
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of the j™ vehicle can be modeled as follows:

é?all<vj(t)>s<w)2] (11)

where v; is the current longitudinal velocity of the 7 ve-
hicle. @ and v are the maximum acceleration and velocity,
which should change according to different road character-
istics. In this work, different values are chosen for these pa-
rameters for each standard drive cycle. The specific values of
IDM parameters are presented in Tab. 3. Here, the parameter
values are chosen to demonstrate general driving styles, i.e.,
not too aggressive or mild, by setting the maximum acceler-
ation and speed to be similar to those of the original cycles.

In (11), d; indicates the distance gap between the 7
vehicle and its preceding (j — 1)™ vehicle:

<

dj(t):Sj_l(l)—Sj(l)—L (12)

where s; is the one-dimensional location of the 7 vehicle
and L is the length of a car, which is set to 4.5 m in our
simulation. In (11), Av; is a relative speed between the A
and the (j — 1)™ vehicle, such that:

AVj(t)ZVj(l)—ijl(l). (13)

In (11), d* is a desired distance gap between vehicles,
defined as:

vAvy

av 14
a9

d*(v,Av) :do—&—dl\/?—&—Th-v—i—
v

where dy and d; denote jam distances set to 2 m and zero,
respectively, 7j, represents a safe time headway chosen as
2 s, and b indicates the desired deceleration for passenger
comfort, selected as 1.4 m/s>. The acceleration exponent, &,
is set to 4 [33].

——UDDS —e—LA92
—+—US06
HWFET

—— WLTP
RWD-AA

300 -

Electricity Consumption [Wh/km]

DO
[=}
[=}

5 10 15 20 25 30
Prediction Horizon Length [sec]

j==)

Standard deviations of acceleration (left) and electricity consumption (right) with different prediction horizon lengths in the eco-ACC.

Table 3. IDM Parameter Values

UDDS US06 HWFET LA92 WLTP

a [m/s?] 1.5 3.8 1.5 3.1 1.8
v [m/s] 25 36 27 30 36

5.4 Simulation Results with the Real-World Traffic
Data

The three vehicles’ trajectories from the RWD-AA are
used in this simulation. The first leading vehicle is a preced-
ing vehicle as defined in Fig. 3, which shares its driving states
to the ego vehicle through V2V communication. The second
vehicle is considered the target vehicle. The third vehicle is
used as a human baseline for the eco-ACC. The trajectories
of the human-driven third vehicle and the eco-ACC driven
one are compared in Fig. 12. In the subplots, the black lines
represent the human baseline (the third vehicle’s trajecto-
ries), and the red lines indicate the eco-ACC trajectories. The
eco-ACC’s velocity smoothing effect by acceleration mini-
mization is shown in the speed and acceleration trajectories
given in the first and second subplots from the top. The third
and the fourth subplots from the top present the tracking per-
formance by showing the distance gap and the time headway
between the target vehicle and the ego vehicle. Since the eco-
ACC formulation penalizes tracking performance in the cost
function, the headway is within a reasonable range around
the desired headway of 2 s. The simulations are terminated
based on the predefined trip time. During the given time, the
eco-ACC drives 7.9 m longer than the human driving. This
demonstrates that the eco-ACC does not extend the trip time
compared to the human driving.

The accuracy of the predictors is compared in Fig. 13.
The left subplot provides the cumulative probability distri-
butions of prediction errors over an entire prediction hori-
zon, while the right subplot displays those at the first pre-
diction step. Since the sampling time of our simulation is 1
s, these errors result from 1-s ahead predictions. Although
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the eco-ACC given in Section 4.2 with the predictor based on WLS.
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WLS and LS seem to have almost the same accuracy for the
entire prediction horizon, WLS outperforms LS at the first-
step accuracy. This observation shows that the new measure-
ment weighting improves the prediction accuracy at the near-
future steps while not degrading overall accuracy, unlike CA
does. CA has the highest accuracy for the first step, since
CA propagates the most current acceleration sample, which
is highly correlated with the acceleration a second later as
shown in Fig. 7 and 8. However, this approach is not ef-
fective for addressing the rest of the horizon; CA results in
the worst prediction performance compared to the other three
methods.

In Fig. 14, the simulation results of the eco-ACC per-
formed with different predictors are compared. In addition,
the results from using perfect previews of the target vehicle’s

future speed are also compared as an ideal benchmark per-
formance. These results are labeled as “Perfect” in the bar
graphs. The left top subplot present the relative values of the
standard deviation of longitudinal acceleration compared to
the third human vehicle in RWD-AA data. Electricity con-
sumption (EC) is compared in the right top subplot. The
results show that the polynomial regression predictors out-
perform CS and CA in terms of acceleration minimization,
and consequently electricity consumption saving.

The bottom subplots of Fig. 14 present tracking capa-
bility: mean time headway (left) and the mean magnitude of
slack variables (right), &, imposed on the position constraint
in (8b), respectively. By penalizing the 2-s headway track-
ing in the objective function (9), the time headway from the
eco-ACC does not exceed 5 % variation from the human fol-
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Fig. 14. Comparison of eco-ACC performance over the real traffic
data (RWD-AA) with different prediction methods.

lowing with almost 30 % electricity consumption reduction.
Here, the average time headway of the human following ve-
hicle is 1.99 s. Thus, the eco-ACC follows the target vehi-
cle with the reasonable range of distance gaps. The magni-
tude of the slack variables indicates the safety performance
by showing the level of soft constraint violation. CA and
WLS outperform the other two predictors because CA and
WLS have high accuracy for the first-step prediction, which
is the most critical for safety. However, the performance gaps
between WLS and LS are not significant for the other as-
pects overall. Also, the electricity consumption saving by
both polynomial regression predictors is 10% less compared
to the benchmark performance (‘“Perfect”). This is due to
the limited availability of measurements; the V2V messages
from only one preceding vehicle are given in the RWD-AA
data. Thus, to assess the performance more thoroughly, the
new and the baseline predictors are evaluated under various
simulated traffic conditions and the results are discussed in
the next section.

5.5 Simulation Results under Various Simulated Traffic
Conditions

To assess the accuracy of the predictors, root-mean-
square errors (RMSE) at each prediction step are compared
in Fig. 15. In the subplots, the black lines with crosses are
the results of the constant speed prediction, and the gray lines
with circles are from the constant acceleration method. To
evaluate the predictor’s performance in various traffic condi-
tions, we vary the number of preceding vehicles from 1 to
10 and the time headway between the vehicles from 1 to 4
s. In Fig. 15, the shaded areas present the range of RMSE
with various traffic parameters when the least-square and the
weighted-least-square estimation are used. The lines with di-
amond markers are the medians of RMSE from the polyno-
mial regression using the least-square estimation. The lines
with triangles correspond to the median of RMSE from poly-
nomial regression with weighted least-square estimation.

For all standard drive cycles, WLS has the highest accu-
racy up to 15 s, while sacrificing a little accuracy at the end
of the horizon. LS also outperforms CS and CA, except for
the first few prediction steps. The worst accuracy of the poly-

nomial regression predictors are almost the same. The worst
accuracy corresponds to the case when only one preceding
vehicle’s data is available and driving with 1-s time headway.
In this case, most of the steps in a prediction horizon cannot
be covered by V2V data points. According to our polyno-
mial regression predictor’s logic introduced in Section 2, the
rest of the prediction horizon steps is addressed by propagat-
ing the current speed of the target vehicle. Consequently, the
worst accuracy of LS and WLS are almost the same with the
accuracy of CS.

The performance of the eco-ACC using different predic-
tors is compared in Fig. 16. In the bar graphs, the green bars
present simulation results using perfect previews on the tar-
get vehicle’s speed over a prediction horizon, which is con-
sidered as the ideal benchmark performance. The clouds of
black dots on the bars of LS (blue) and WLS (red) plot the
eco-ACC performance with various traffic parameters: the
number of preceding vehicles from 1 to 10, and the time
headway between every preceding car from 1 to 4 s.

The top left subplot presents the standard deviation of
acceleration compared to that of the IDM-driven trips. The
results show that WLS achieves the largest improvement
from the baseline except the perfect preview case. This im-
provement is reflected to electricity use as presented in the
top right subplot. The simulation results show that WLS re-
duces electricity consumption the most among the predictors
except the case using perfect previews, which is by up to
15% compared to the baseline.

One general concern for the eco-ACC is that it could
sacrifice tracking performance. The bottom left subplot of
Fig. 16 provides the tracking performance in terms of mean
time headway compared to the IDM baseline. In the graph,
the time headway of the eco-ACC ranges from 2.3 to 2.7
s. Considering the recommended time headway for safety is
generally considered as 2 s, the eco-ACC in this work can
maintain reasonable and safe time headway from the target
vehicle.

The mean magnitudes of the slack variable, &, in the
inequality constraint (8b) are compared in the bottom right
subplot of Fig. 16. Overall, CA produces the smallest slack
variables except the perfect preview case, because CA has
the least RMSE at the first prediction step as shown in
Fig. 15. Due to the same reason, WLS also results in small
slack variables, especially compared to LS. Thus, WLS is the
most effective prediction approach by minimizing electricity
consumption most considerably among the other predictors
while not significantly sacrificing tracking performance and
maintaining the safety.

The electricity consumption from using LS and WLS
is compared with various traffic conditions in Fig. 17. The
results show that using WLS can achieve up to 4.7% more
energy saving than LS. The largest improvement is mostly
made when the entire horizon is fully covered by the V2V
data, where the number of vehicles is larger and the time
headway is longer. Hence, obtaining sufficient number of
measurements would be crucial to maximize the advantage
of the new prediction method.
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6 CONCLUSIONS tion obtained from different timing and sources. The tem-
This paper develops a novel measurement weighting poral correlations in human driving states are investigated
strategy for vehicle speed forecasting to prioritize informa-
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by analyzing actual driving trajectories recorded from multi-
ple drivers and DSRC basic safety messages. The forgetting
factor and discount factor are defined to address the corre-
lation trends and determine weights on the target vehicle’s
past speed and the preceding vehicle’s current speed, respec-
tively. Unlike machine-learning techniques that extract fea-
tures from physical inputs, the proposed method is based on
the intuitive characteristics of real-world driving, which can
be easily modified for applications. The developed weight-
ing method is applied to the vehicle speed predictor based
on the polynomial regression, and validated in the real-world
traffic scenario. Moreover, the performance reliability is val-
idated by simulations in various driving environments. The
efficacy of the predictor is tested by implementing the eco-
ACC application in an MPC framework. The results reveal
that the new predictor can reduce the energy consumption of
an electric vehicle by up to 15% compared to human driving,
and 10% compared to using constant speed/acceleration pre-
dictors. Furthermore, the developed weighting method im-
proves energy consumption by 4.7% compared to using the
polynomial regression without measurement weighting.

This paper studies an input layer design by proposing
the measurement weighting strategy. Future work can ex-
tend the analyses by testing the proposed method with high
measurement noise and loss of V2V packets. Investigation
of the influence of CAV penetration on the performance and
reliability of the method is also of interest. Finally, future ef-
forts can focus on the output layer design of learning-based
predictors by developing control-oriented loss functions.
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Appendix: Solution of Polynomial Regression for Vehicle
Speed Forecasting

This section explains the solution of polynomial regres-
sion for vehicle speed forecasting used in this work. The
well-known analytic solution of problem (3) is as follows:

B = (X)W X)) XWOTW()V(@).  (15)

where v(7) is a speed measurement vector used at time ¢
given by:

[VTV(t _NpastTv), tee ,VTV(I — Ty),vTV(t ,

v<1>(t),v<2> (l‘), e

V() = (16)

vl (1)

In the measurement vector, v</> is the speed of the j" pre-
ceding vehicle. N, is the number of past speed measure-
ments of the target vehicle, and Npy denotes the number of
V2V messages that the ego vehicle received. The length of
past speed is limited to 10 s adopted from [10]. The history
for past measurements is reset when the target vehicle fully
stops. The speed measurements of the target vehicle resume
again once the target vehicle moves forward.

In (15), the design matrix X () is composed of the poly-
nomial basis of each measurement:

(1 Npast Ty (Npast Ts)? ]
: : : Past
X(1) = 1 0 0
1 Th<1>(t) Th<1>(t)2
: : : Future
15 0 77 2

Note that the dimension of X (#) may vary over time since the
size of column vectors is determined by the number of data
sampled every time.
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