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Abstract. The mean squared error loss is widely used in many ap-
plications, including auto-encoders, multi-target regression, and matrix
factorization, to name a few. Despite computational advantages due to
its differentiability, it is not robust to outliers. In contrast, `p norms are
known to be robust, but cannot be optimized via, e.g., stochastic gradient
descent, as they are non-differentiable. We propose an algorithm inspired
by so-called model-based optimization (MBO) [35, 36], which replaces
a non-convex objective with a convex model function and alternates
between optimizing the model function and updating the solution. We
apply this to robust regression, proposing SADM, a stochastic variant of
the Online Alternating Direction Method of Multipliers (OADM) [48] to
solve the inner optimization in MBO. We show that SADM converges
with the rate O(log T/T ). Finally, we demonstrate experimentally (a)
the robustness of `p norms to outliers and (b) the efficiency of our pro-
posed model-based algorithms in comparison with gradient methods on
autoencoders and multi-target regression.

1 Introduction

Mean Squared Error (MSE) loss problems are ubiquitous in machine learning
and data mining. Such problems have the following form:

min
θ

1

n

n∑
i=1

‖F (θ;xi)‖22 + g(θ), (1)

where function F : Rd × Rm → RN captures the contribution of a sample xi ∈
Rm, i = 1, . . . , n, to the objective under the parameter θ ∈ Rd and g : Rd → R
is a regularizer. Example applications include training auto-encoders [18, 28],
matrix factorization [16], and multi-target regression [47].

The MSE loss in (1) is computationally convenient, as the resulting problem
is smooth and can thus be optimized efficiently via gradient methods, such as
stochastic gradient descent (SGD). However, it is well-known that the MSE loss
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Fig. 1: Robustness of `p norms vs. MSE to outliers introduced to MNIST when training an
autoencoder. Figures 1a and 1b show the average loss over the non-outliers and the test
set, respectively; values in each figure are normalized w.r.t. the largest value. The test
accuracy of a logistic regression on the latent features is shown in Fig. 1c. We see that,
under MSE, both for the loss values and classification accuracy are significantly affected
by the fraction of outliers Pout. Robust embeddings under p = 1, 2 norms optimized via
our proposed MBO methods exhibit almost constant behavior w.r.t. Pout.

is not robust to outliers [8, 15, 19, 20, 34], i.e., samples far from the dataset mean.
Intuitively, when squaring the error, outliers tend to dominate the objective. To
mitigate the effect of outliers, a classic approach is to introduce robustness by
replacing the squared error with either the `2 norm [8, 11, 18, 28, 34, 41] or the
`1 norm [2, 5, 13, 19–21, 24, 40]. This has been applied to several applications,
including feature selection [34, 41], PCA [2, 8, 21, 24], K-means clustering [11],
training autoencoders [18,28], matrix factorization [5,13,19,20], and regression [40].
Motivated by this approach, we study the following robust variant of Problem (1):

min
θ

1

n

n∑
i=1

‖F (θ;xi)‖p + g(θ), (2)

where ‖ · ‖p denotes an `p norm (p ≥ 1). We are particularly interested in cases
where F is not affine and, in general, Problem (2) is non-convex. This includes,
e.g., feature selection [34], matrix factorization [13,20], auto-encoders [18], and
deep multi-target regression [40,47].

A significant challenge behind solving Prob. (2) is that its objective is not
smooth, precisely because the `p norm is not differentiable at 0 ∈ RN . For non-
convex and non-smooth problems of the form (2), where the objective contains a
composite function, Model-Based Optimization (MBO) methods [6,7,9,10,23,35]
come with good experimental performance as well as theoretical guarantees. In
particular, these MBO methods define a convex (but non-smooth) approximation
of the main objective, called the model function. They then iteratively optimize
this model function plus a proximal quadratic term. Under certain conditions,
MBO converges to a stationary point of the non-convex problem [23].

In this work, we use MBO to solve Problem (2) for arbitrary `p norms. In
particular, each MBO iteration results in a convex optimization problem. We solve
these sub-problems using a novel stochastic variant of the Online Alternating
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Direction Method (OADM) [48], which we call Stochastic Alternating Direction
Method (SADM). Using SADM is appealing, as its resulting steps have efficient
gradient-free solutions; in particular, we exploit a bisection method [25,30] for
finding the proximal operator of `p norms. We provide theoretical guarantees for
SADM. As an additional benefit, SADM comes with a stopping criterion, which
is hard to obtain for gradient methods when the objective is non-smooth [27].

Overall, we make the following contributions:

– We study a general outlier-robust optimization that replaces the MSE with
`p norms. We show that such problems can be solved via Model-Based
Optimization (MBO) methods.

– We propose SADM, i.e., a stochastic version of OADM, and show that under
strong convexity of the regularizer g, it converges with a O(log T/T ) rate
when solving the sub-problems arising at each MBO iteration.

– We conduct extensive experiments on training auto-encoders and multi-target
regression. We show (a) the higher robustness of `p norms in comparison
with MSE and (b) the superior performance of MBO, against stochastic
gradient methods, both in terms of minimizing the objective and performing
down-stream classification tasks. In some cases, we see that the MBO variant
using SADM obtains objectives that are 29.6× smaller than the ones achieved
by the competitors.

The performance of our MBO approach is illustrated in Fig. 1. An autoencoder
trained via SGD over the MSE objective is significantly affected by the presence
of outliers; in contrast, our MBO methods applied to `p objectives are robust to
outliers. These relative benefits are also evident in a downstream classification
task over the latent embeddings. The remainder of this paper is organized as
follows. We review related work in Sec. 2. We introduce our robust formulation
along with its applications in Sec. 3. We describe the instance of MBO applied
to our problem in Sec. 4. We introduce SADM and its convergence analysis in
Sec. 5 and present our experiments in Sec. 6. We finally conclude in Sec. 7.

2 Related Work

Robustness of `p Norms: To improve the sensitivity of MSE to outliers, Ding
et al. [8] first suggested replacing the MSE with the `2 norm in the context
of Principal Component Analysis (PCA). This motivated a line of research
for developing robust algorithms using the `2 norm in different applications,
e.g., non-negative matrix factorization [20], feature selection [34, 41], training
autoencoders [18], and k-means clustering [11]. Attaining robustness via the
`1 norm has also been used in matrix factorization [5, 13, 19], PCA [2, 21, 24],
and regression [40]. Robustness of the `1 norm can be linked to robustness of
median to outliers in comparison to average value (see, e.g., Friedman et al. [15]).
Our problem includes robust variations considered in, e.g., [13, 18,20,34,40], as
special cases. However, these earlier algorithms are tailored to specific `p norms
and/or do not generalize beyond the studied objective or application (some
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works, e.g., [34, 40], only consider convex problems). In contrast, we unify these
variations for different applications as a non-convex and non-smooth problem,
and present a general optimization algorithm for arbitrary `p norms.

Non-smooth/non-convex Optimization: Non-smooth and non-convex op-
timization problems arise in many applications, such as non-negative matrix
factorization [16], compressed sensing with non-convex norms [1], and `p norm
regularized sparse regression problems [3, 33]. A class of non-smooth non-convex
optimization problems, known as weakly convex problems [45], i.e., problems in
which the objective function is the sum of a convex function and a quadratic func-
tion, have attracted a lot of attention [6,10,12,22,23,27]. Mai and Johansson [27]
provided novel theoretical guarantees on the convergence of stochastic gradient
descent with momentum for weakly-convex functions. However, in our experi-
ments in Sec. 6, we show that model-based methods considerably outperform
these stochastic gradient methods with momentum.

Our approach falls under the class of prox-linear methods [6, 9, 10, 12, 22, 23],
that solve problems where the objective is a composition of a non-smooth
convex function and a smooth function, exactly as in Prob. (2). Such methods
iteratively minimize the composition of the non-smooth function with the first-
order approximation of the smooth function [6, 10, 12, 23]. Lewis and Wright [23]
prove convergence to a stationary point while Drusvyatskiy et al. prove linear
convergence [9] and obtain sample complexity guarantees [10]. Ochs et al. [35,36]
generalize prox-linear methods by proposing Model-Based Optimization (MBO)
for both smooth and non-smooth non-convex problems. MBO reduces to a prox-
linear method when the objective has a composite form, as in our case. Ochs
et al. further considered non-quadratic proximal penalties in sub-problems and
complemented MBO with an Armijo-like line search. We leverage both their line
search and theoretical guarantees (c.f. Prop. 1); our main technical departure is
in solving sub-problems per iteration via SADM, which we discuss next.

ADMM. The Alternating Direction Method of Multipliers (ADMM) [4] is a
convex optimization algorithm that provides efficient methods for non-smooth
problems. Applying ADMM often results in sub-problems that can be solved
efficiently via proximal operators [4, 39, 44]. To speed up ADMM, stochastic
variants [26,37,49] have been proposed for minimizing sum-like objectives. These
stochastic variants, similar to SGD, update solutions using the gradients of a
small batch of terms in the objective, at each iteration. Another group of works
proposed online variants of ADMM [17,43,48]. In these variants, the goal is to
minimize the summation of loss functions that are revealed by an adversary.

Wang and Banerjee [48] proposed the first online variant of ADMM, termed
Online Direction Method of Multipliers (OADM). Here, we propose a stochastic
version of OADM, Stochastic Alternating Direction Method (SADM), to solve
inner-problems in MBO iterations. SADM is similar to OADM with the difference
that functions are sampled uniformly at random and are not given by an adversary.
We prove that SADM converges with a O(log T/T ) rate when the regularizer
is strongly convex. Other existing stochastic or online ADMM variants either
require a smooth objective [26,49] or bounded sub-gradients [37,43], neither of
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which apply for the inner problems we solve. In contrast, we show that applying
SADM results in sub-problems that admit gradient-free efficient solutions via a
bisection method for finding proximal operators of `p norms [25,30].

3 Robust Regression and Applications

Notations. Lowercase boldface letters represent vectors, while capital boldface
letters represent matrices. We also use the notation [n] , {1, 2, . . . , n}.
Robust Regression. We first extend Prob. (2) to include constraints via:

min
θ

1

n

∑
i∈[n]

‖F (θ;xi)‖p + g(θ) + χC(θ), (3)

where, again, F : Rd × Rm → RN is smooth, || · ||p is the `p norm, g : Rd → R
is a convex regularizer such that inf g > −∞, while χC : Rd → {0,∞} is the
indicator function of the convex set C ⊆ Rd. In practice, we are often interested
in cases where either the regularizer or the constraint is absent.
Applications. For the sake of concreteness, we introduce some applications of
Prob. (3). Function g is typically either the lasso (i.e., the `1 norm g(θ) = ‖θ‖1)
or ridge regularizer (i.e., the `2 norm squared g(θ) = ‖θ‖22). We thus focus on
the definition of F (·; ·) and constraint set C in each of these applications.
Auto-encoders [18]. Given n data points xi ∈ Rm, i ∈ [n], auto-encoders embed
them in a m′−dimensional space, m′ � m, as follows. The mapping to Rm′

is done by a possibly non-linear function (e.g., a neural network) with denc
parameters Fenc : Rdenc ×Rm → Rm′ , called the encoder. An inverse mapping, the
decoder Fdec : Rddec × Rm′ → Rm with ddec parameters re-constructs the original
points given latent embeddings. Both the encoder and the decoder are trained
jointly over a dataset {xi}ni=1 by minimizing the reconstruction error; cast in our
robust setting, this amounts to minimizing (3) with

F (θ;xi) = xi − Fdec (θdec;Fenc(θenc;xi)) , (4)

where θ = [θdec;θenc] ∈ Rdenc+ddec comprises the parameters of the encoder and
the decoder. Robustness here aims to ameliorate the effect of outliers in the
dataset {xi}ni=1. The constraint set can be Rd (i.e., the problem is unconstrained)
or an `p-norm ball (i.e., {θ | ‖θ‖p ≤ r}, for some r > 0, p ≥ 1), when the
magnitute of parameters is constrained; this can be used instead of a `1 or `2
norm regularizer. In stacked denoising autoencoders [46], the encoder and decoder
are shallow and satisfy the additional constraint θenc = θdec.
Multi-target Regression [42]. We are given a set of n data points xi ∈ Rm, i ∈ [n]
and the corresponding target labels yi ∈ Rm′ . The goal is to train a (again
possibly non-linear) function f : Rd × Rm → Rm′ , with d parameters, to predict
target values for a given vector x ∈ Rm. This maps to Prob. (3) via:

F (θ;xi,yi) = yi − f(θ;xi). (5)
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Robustness in this setting corresponds to ameliorating the effect of outliers in
the label space, i.e., among labels {yi}ni=1. The constraint set can again be Rd or
defined through an `p-norm ball (instead of the corresponding regularizer).
Matrix Factorization [38]. Given a matrix X ∈ Rn×m, the goal is to express it a
the product of two matrices G,H. Cast in our setting, each row xi ∈ Rm, i ∈
[n], of X is mapped to a lower dimensional sub-space as a vector hi ∈ Rm′ ,
where the sub-space basis is defined by the rows of the matrix G ∈ Rm×m′ .
Function F is then given by F (θ;xi) = xi − Ghi, where θ = (G,H) and
the rows of the matrix H ∈ Rn×m′ are the low-dimensional embeddings hi.
Robustness here limits sensitivity to outliers in rows; a similar problem can be
defined in terms of robustness to outliers in columns. Beyond usual boundedness
constraints, additional constraints are introduced in so-called non-negative matrix
factorization [14,38], where matrices G and H are constrained to be non-negative.

For all three applications, we assume that F is smooth; this requires, e.g.,
smooth activation functions in deep models. Moreover, in all three examples,
Prob. (3) is non-convex and non-smooth, as ‖ · ‖p is non-differentiable at 0 ∈ RN .

4 Robust Regression via MBO

In this section, we outline how non-smooth, non-convex Prob. (3) can be solved
via model-based optimization (MBO) [35]. MBO relies on the use of a model
function, which is a convex approximation of the main objective. In short, the
algorithm proceeds iteratively, approximating function F (·; ·) by it’s 1st order
Taylor expansion at each iteration. This approximation is affine in θ, and results
in a convex optimization problem per iteration.

In more detail, cast into our setting, MBO proceeds as follows. Starting with a
feasible solution θ0 ∈ C, it performs the following operations in each step k ∈ N:

θ̃
k

= arg min
θ

Fθk(θ) +
h

2
‖θ − θk‖22, (6a)

θk+1 = (1− ηk)θk + ηkθ̃
k
, (6b)

where h > 0 is a regularization parameter, ηk > 0 is a step size, and function
Fθk : Rd → R is the so-called model function at θk, defined as:

Fθk(θ) ,
1

n

∑
i∈[n]

‖F (θk;xi) +DFi(θ
k)(θ − θk)‖p + g(θ) + χC(θ), (7)

where DFi
(θ) ∈ RN×d is the Jacobian of F (θ;xi) w.r.t. θ. Thus, in each step,

MBO replaces F with its 1st-order Taylor approximation and minimizes the

objective plus a proximal penalty; the resulting θ̃
k

is interpolated with the current
solution θk.

The above steps are summarized in Alg. 1. The step size ηk is computed via
an Armijo-type line search algorithm, which we present in detail in App. A in
the extended version [31]. Moreover, the inner-step optimization via (6a) can be
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Algorithm 1 Model-based Minimization (MBO)

1: Input: Initial solution θ0 ∈ domF , iteration number K set δ, γ ∈ (0, 1),
and η̃ > 0

2: for k ∈ [K] do

3: θ̃
k

:= arg minθ Fθk (θ) + h
2
‖θ − θk‖22

4: Find γk via Armijo search rule

5: θk+1 := (1− ηk)θk + ηkθ̃
k

6: end for

inexact; the following proposition shows asymptotic convergence of MBO to a
stationary point using an inexact solver (see also App. A in [31]):

Proposition 1. (Theorem 4.1 of [35]) Suppose θ∗ is the limit point of the

sequence θk generated by Alg. 1. Assume Fθk(θ̃
k
) + h

2 ‖θ̃
k
− θk‖22 − inf θ̃ Fθk(θ̃) +

h
2 ‖θ̃ − θ

k‖22 ≤ εk, for all iterations k, and that εk → 0. Then θ∗ is a stationary
point of Prob. (3).

For completeness, we prove Proposition 1 in App. B of the extended version [31], by
showing that assumptions of Theorem 4.1 of [35] are indeed satisfied. Problem (6a)
is convex but still non-smooth; we discuss how it can be solved efficiently via
SADM in the next section.

5 Stochastic Alternating Direction Method of Multipliers

After dealing with convexity via MBO, there are still two challenges behind
solving the constituent sub-problem (6a). The first is the non-smoothness of
‖ · ‖p; the second is scaling in n, which calls for a the use of a stochastic
optimization method, akin to SGD (which, however, is not applicable due to the
lack of smoothness). We address both through the a novel approach, namely,
SADM, which is a stochastic version of the OADM algorithm by Wang and
Banerjee [48]. Most importantly, our approach reduces the solution of Prob. (6a)
to several gradient-free optimization sub-steps, which can be computed efficiently.
In addition, using an SADM/ADMM variant comes with clear stopping criteria,
which is challenging for traditional stochastic subgradient methods [27].

5.1 SADM

We first describe how our SADM can be applied to solve Prob. (6a). We introduce
the following notation to make our exposition more concise:

F (k)(θ;xi) , ‖F (θk;xi) +DFi
(θk)(θ − θk)‖p +

h

2
‖θ − θk‖22, (8a)

F (k)(θ) ,
1

n

∑
i∈[n]

F (k)(θ,xi), (8b)

G(θ) , g(θ) + χC(θ). (8c)
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We can then rewrite Prob. (6a) as the following equivalent problem:

Minimize F (k)(θ1) +G(θ2) (9a)

subject to: θ1 = θ2, (9b)

where θ1,θ2 ∈ Rd are auxiliary variables.
Note that the objective in (9a) is equivalent to F (k)(θ1) + G(θ2). SADM

starts with initial solutions, i.e., θ01 = θ02 = u0 = 0. At the t-th iteration, the
algorithm performs the following steps:

θt+1
1 := arg min

θ1

F (k)(θ1;xt) +
ρt
2
‖θ1 − θt2 + ut‖22 +

γt
2
‖θ1 − θt1‖22, (10a)

θt+1
2 := arg min

θ2

G(θ2) +
ρt
2
‖θt+1

1 − θ2 + ut‖22, (10b)

ut+1 :=ut + θt+1
1 − θt+1

2 , (10c)

where variables xt are sampled uniformly at random from {xi}ni=1, ut ∈ Rd is
the dual variable, the ρt, γt > 0 are scaling coefficients at the t-th iteration. We
explain how to set ρt, γt in Thm. 1.

The solution to Problem (10b) amounts to finding the proximal operator of
function G. In general, given that g is smooth and convex, this is a strongly convex
optimization problem and can be solved via standard techniques. Nevertheless,
for several of the practical cases we described in Sec. 3 this optimization can be
done efficiently with gradient-free methods. For example, in the case where the
regularizer g is the either a ridge or lasso penalty, and C = Rd, it is well-known that
proximal operators for `1 and `2 norms have closed-form solutions [4]. For general
`p norms, an efficient (gradient-free) bi-section method due to Liu and Ye [25]
(see App. I in [31]) can be used to compute the proximal operator. Moreover, in
the absence of the regularizer, the proximal operator for the indicator function
χC is equivalent to projection on the convex set C. This again has closed-form
solution, e.g., when C is the simplex [29] or an `p-norm ball [25,32]. Problem (10a)
is harder to solve; we show however that it can also reduced to the (gradient-free)
bisection method due to Liu and Ye [25] in the next section.

5.2 Inner ADMM

We solve Problem (10a) using another application of ADMM. In particular, note
that (10a) assumes the following general form:

min
x

‖Ax+ b‖p + λ‖x− c‖22, (11)

where A = DFt(θ
(k)), the constituent parameter vectors are c = ρt

ρt+γt+h
(θt2 −

ut)+ γt
ρt+γt+h

θt1+ h
ρt+γt+h

θ(k), b = F (θ(k);xt)−DFt
(θ(k))θ(k), and λ = ρt+γt+h

2 .

We solve (11) via ADMM by reformulating it as the following problem:

min ‖y‖p + λ‖x− c‖22 (12a)

s.t Ax+ b− y = 0. (12b)
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The ADMM steps at the k-th iteration for (12) are the following:

yk+1 := arg min
y

‖y‖p + ρ′/2‖y −Axk − b+ zk‖22, (13a)

xk+1 := arg min
x

λ‖x− c‖22 + ρ′/2‖yk+1 −Ax− b+ zk‖22, (13b)

zk+1 := zk + yk+1 −Axk+1 − b, (13c)

where zk ∈ RN denotes the dual variable at the k-th iteration and ρ′ > 0 is a
hyper-parameter of ADMM.

Problem (13a) is again equivalent to computing the proximal operator of
the `p-norm, which, as mentioned earlier, has closed-form solution for p = 1, 2.
Moreover, for general `p-norms the proximal operator can be computed via the
bisection algorithm by Liu and Ye [25]. This bisection method yields a solution
with an ε accuracy in O(log2(1/ε)) rounds [25,30] (see App. I in [31]).

5.3 Convergence

To attain the convergence guarantee of MBO given by Proposition 1, we need
to solve the inner problem within accuracy εk at iteration k, where εk → 0. As
our major technical contribution, we ensure this by proving the convergence of
SADM when solving Prob. (6a).

Consider the sequence {θt1,θ
t
2,u

t}Tt=1 generated by our SADM algorithm
(10), where xt, t ∈ [T ], are sampled u.a.r. from {xi}ni=1. Let also

θ̄
T
1 ,

1

T

T∑
t=1

θt1, θ̄
T
2 ,

1

T

T∑
t=1

θt+1
2 , (14)

denote the time averages of the two solutions. Let also θ∗ = θ∗1 = θ∗2 be the
optimal solution of Prob. (9). Finally, denote by

RT , F (k)(θ̄
T
1 ) +G(θ̄

T
2 )− F (k)(θ∗)−G(θ∗) (15)

the residual error of the objective from the optimal. Then, the following holds:

Theorem 1. Assume that C is convex, closed, and bounded, while g(0) = 0,
g(θ) ≥ 0, and g(·) is both Lipschitz continuous and β-strongly convex over C.
Moreover, assume that both the function F (θ;xi) and its Jacobian DFi

(θ) are
bounded on the set C, for all i ∈ [n]. We set γt = ht and ρt = βt. Then,

‖θ̄T1 − θ̄
T
2 ‖22 = O

(
log T

T

)
(16a)

E[RT ] = O

(
log T

T

)
(16b)

P
(
RT ≥ k1

log T

T
+ k2

M√
T

)
≤ e−M2

16 for all M > 0, T ≥ 3, (16c)

where k1, k2 > 0 are constants (see (32) in App. C in [31] for exact definitions).
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We prove Theorem 1 in App. C in [31]. The theorem has the following
important consequences. First, (16a) implies that the infeasibility gap between
θ1 and θ2 decreases as O( log T

T ) deterministically. Second, by (16b) the residual

error RT decreases as O( log TT ) in expectation. Finally, (16c) shows that the tail
of the residual error as iterations increase is exponentially bounded. In particular,
given a desirable accuracy εk, (16c) gives the number of iterations necessary
be within εk of the optimal with any probability 1 − δ. Therefore, according to
Proposition 1, using SADM will result in convergence of Algorithm 1 with high
probability. Finally, we note that, although we write Theorem 1 for updates using
only one random sample per iteration, the analysis and guarantees readily extend
to the case where a batch selected u.a.r. is used instead. A formal statement and
proof can be found in App. E in the extended version [31].

6 Experiments

Algorithms. We run two variants of MBO; the first one, which we call MBOSADM,
uses SADM (see Sec. 5) for solving the inner problems (6a). The second one,
which we call MBOSGD, solves inner problems via a sub-gradient method. We also
apply stochastic gradient descent with momentum directly to Prob. (3); we refer
to this algorithm as SGD. This corresponds to the algorithm by [27], applied to
our setting. We also solve the problem instances with an MSE objective using
SGD, as the MSE is smooth and SGD is efficient in this case. Hyperparameters
and implementation details are in App. F in [31]. Our code is publicly available.1

Applications and Datasets. We focus on two applications: training autoen-
coders and multi-target regression, with a ridge regularizer and C = Rd. The
architectures we use are described in App. F in [31]. For autoencoders, We use
MNIST and Fashion-MNIST to train autoencoders and SCM1d [42] for multi target
regression. All three datasets, including training and test splits, are also described
in App. F in [31].
Outliers. We denote the outliers ratio with Pout; each datapoint xi, i ∈ [n],
is independently corrupted with outliers with probability Pout. The probability
Pout ranges from 0.0 to 0.3 in our experiments. In particular, we corrupt training
samples by replacing them with samples randomly drawn from a Gaussian
distribution whose mean is α away from the original data and its standard
deviation equals that of the original dataset. For MNIST and FashionMNIST, we
set α to 1.5 times the original standard deviation, while for SCM1d, we set α to
2.5 times the standard deviation.
Metrics. We evaluate the solution obtained by different algorithms by using the
following three metrics. The first is FOBJ, the regularized objective of Prob. (3)

evaluated over the training set. The other two are: FNOUTL ,
∑

i/∈SOUTL
‖F (θ;xi)‖p

n−|SOUTL| ,

and FTEST ,
∑

i∈STEST
‖F (θ;xi)‖p
|STEST| , where SOUTL, STEST are the outlier and test sets,

respectively. Metric FNOUTL measures the robustness of algorithms w.r.t. outliers;

1 https://github.com/neu-spiral/ModelBasedOptimization

https://github.com/neu-spiral/ModelBasedOptimization
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Table 1: Time and Objective Performance. We report objective and time metrics for
under different outlier ratios and different p-norms. We observe from the table that
MBOSADM significantly outperforms other competitors in terms of objective metrics. In
terms of running time, SGD is generally fastest, due to fast gradient updates. However,
we see that the time MBO variants take to get to the same or better objective value
(i.e., T ∗), ware comparable to running time of SGD.

MBOSADM MBOSGD SGD

Pout p FNOUTL FOBJ FTEST T (h) T∗(h) FNOUTL FOBJ FTEST T (h) T∗(h) FNOUTL FOBJ FTEST T (h)

MNIST

0.0 2.0 2.50 2.51 2.50 5.69 0.14 8.08 8.08 8.12 64.17 6.47 9.21 9.22 9.30 9.83
0.0 1.5 2.63 2.63 2.63 11.67 0.79 20.19 20.20 20.39 65.67 59.98 20.35 20.36 20.57 14.71
0.0 1.0 3.46 3.47 3.44 17.82 3.09 102.79 102.80 104.24 81.53 NA 102.44 102.46 103.89 11.50
0.05 2.0 3.48 5.35 3.46 6.33 0.31 3.89 6.36 3.86 54.92 38.31 8.03 12.52 8.09 13.96
0.05 1.5 4.10 9.74 4.08 45.32 2.08 5.86 11.70 5.82 57.03 25.12 20.34 34.69 20.57 14.60
0.05 1.0 5.23 20.20 5.24 44.03 5.61 27.68 73.53 27.56 32.76 9.67 102.40 236.43 103.90 11.70
0.1 2.0 4.27 7.77 4.23 11.67 1.34 3.56 7.83 3.54 64.20 33.70 7.02 11.64 7.04 13.97
0.1 1.5 4.18 11.84 4.17 68.74 0.29 5.50 13.77 5.45 67.04 9.88 20.34 48.79 20.57 14.04
0.1 1.0 5.90 36.02 5.92 37.73 8.20 30.08 109.79 30.16 39.77 6.72 102.36 368.22 103.90 11.81
0.2 2.0 4.07 8.97 4.04 51.69 4.39 3.54 8.23 3.52 57.08 19.19 7.48 16.44 7.51 14.25
0.2 1.5 3.90 11.58 3.89 195.69 1.56 7.00 20.63 6.95 45.46 6.44 20.36 77.78 20.59 15.06
0.2 1.0 3.85 28.25 3.83 36.98 5.15 40.12 224.47 40.11 19.71 2.13 102.37 639.32 103.90 8.25
0.3 2.0 3.99 14.21 3.98 9.83 4.93 4.02 10.55 3.99 55.60 24.14 7.46 20.63 7.48 13.53
0.3 1.5 20.55 22.56 20.78 159.92 39.24 7.22 24.30 7.16 42.65 15.09 23.90 58.52 23.89 16.25
0.3 1.0 102.70 99.36 104.27 51.48 0.87 56.60 438.89 56.17 20.48 3.32 102.34 910.68 103.90 8.52

Fashion-MNIST

0.0 2.0 3.51 3.51 3.51 4.33 0.31 5.01 5.01 5.01 42.13 14.80 8.72 8.73 8.70 9.78
0.0 1.5 6.13 6.14 6.14 14.35 2.18 8.87 8.88 8.89 63.39 12.80 22.62 22.63 22.56 14.70
0.0 1.0 10.59 10.61 10.56 29.69 2.63 41.24 41.26 41.35 50.41 3.32 224.26 224.28 224.89 9.72
0.05 2.0 3.80 5.82 3.80 14.70 1.40 4.53 6.75 4.54 67.29 19.15 8.30 11.98 8.27 9.71
0.05 1.5 7.38 14.57 7.40 96.73 2.56 7.91 11.97 7.93 64.25 16.16 20.88 27.22 20.83 10.94
0.05 1.0 16.64 30.51 16.68 43.55 16.04 65.01 109.94 65.31 29.60 9.70 158.65 227.48 158.27 9.97
0.1 2.0 4.05 6.73 4.06 14.66 2.35 4.28 7.90 4.29 65.06 16.46 8.96 14.35 8.94 13.67
0.1 1.5 11.08 32.69 11.10 20.07 NA 8.46 15.23 8.49 65.78 9.92 17.98 31.41 17.95 10.63
0.1 1.0 9.79 27.96 9.81 35.50 2.43 58.70 126.18 58.90 45.06 2.08 235.02 452.45 234.49 13.32
0.2 2.0 6.07 10.19 6.08 14.25 3.67 4.77 9.28 4.77 69.84 30.16 5.71 14.34 5.71 9.31
0.2 1.5 28.51 53.69 28.49 39.42 NA 10.94 27.12 10.97 39.11 16.09 19.36 42.97 19.36 10.87
0.2 1.0 10.50 27.95 10.50 94.72 6.57 140.00 390.02 140.08 17.03 3.33 204.88 644.99 205.13 14.72
0.3 2.0 6.63 23.18 6.63 32.87 NA 5.84 13.04 5.85 50.52 29.95 7.45 20.12 7.46 13.65
0.3 1.5 7.08 22.51 7.10 86.27 30.02 11.09 24.73 11.12 52.41 12.08 19.52 58.26 19.56 11.05
0.3 1.0 14.43 50.91 14.46 95.08 19.48 404.77 893.56 404.52 9.51 NA 410.82 522.50 411.84 10.74

SCMD1d

0.0 2.0 2.88 2.88 3.02 1.82 0.12 2.85 2.85 2.99 0.36 0.04 3.62 3.63 3.72 1.37
0.0 1.5 4.23 4.24 4.39 7.22 0.43 4.22 4.23 4.44 0.36 0.04 5.47 5.47 5.60 1.58
0.0 1.0 9.78 9.79 10.18 7.13 0.47 9.86 9.86 10.32 0.37 0.04 12.95 12.95 13.25 1.22
0.05 2.0 2.88 3.13 2.99 2.52 0.13 2.86 3.11 3.00 0.54 0.05 3.64 3.89 3.71 1.31
0.05 1.5 4.23 4.61 4.37 10.23 4.61 4.22 4.59 4.46 0.50 0.05 5.50 5.87 5.61 1.23
0.05 1.0 9.69 10.52 10.09 0.59 0.18 9.86 10.66 10.35 0.51 0.05 13.03 13.87 13.29 1.17
0.1 2.0 2.90 3.41 3.01 2.22 0.13 2.84 3.34 3.00 0.46 0.05 3.63 4.12 3.69 1.30
0.1 1.5 4.23 4.99 4.42 9.42 0.68 4.18 4.90 4.40 0.50 0.05 5.52 6.11 5.62 1.15
0.1 1.0 9.56 10.99 10.18 9.92 0.78 9.77 11.11 10.54 0.54 0.07 13.09 13.72 13.32 1.11
0.2 2.0 2.93 3.90 3.03 1.83 0.95 2.86 3.79 3.02 0.5 0.3 3.63 3.97 3.66 1.15
0.2 1.5 4.23 5.60 4.37 8.17 3.60 4.21 5.48 4.47 0.36 0.2 5.50 5.83 5.56 1.17
0.2 1.0 9.46 11.00 10.04 6.55 1.50 9.82 11.30 10.60 0.45 0.20 13.09 13.38 13.28 1.11
0.3 2.0 2.93 4.32 3.03 1.80 NA 2.85 4.10 3.03 0.46 NA 3.61 3.90 3.64 1.18
0.3 1.5 4.25 6.05 4.44 8.19 NA 4.21 5.73 4.49 0.50 NA 5.43 5.69 5.43 1.18
0.3 1.0 9.53 11.07 10.00 6.44 2.72 9.68 11.05 10.32 0.51 0.28 12.95 13.13 12.96 1.11

ideally, FNOUTL should remain unchanged as the fraction of outliers increases. Metric
FTEST evaluates the generalization ability of algorithms on unseen (test) data,
which also does not contain outliers; ideally, FTEST be similar FNOUTL. Moreover, we
report total running time (T ) of all algorithms. For the two variants of MBO, we
additionally report the time (T ∗) until the they reach the optimal value attained
by SGD (N/A if never reached). Finally, for autoencoders, we also use dataset
labels to train a logistic regression classifier over latent embeddings, and also
report the prediction accuracy on the test set. Classifier hyperparameters are
described in App. G in [31].
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6.1 Time and Objective Performance Comparison

We evaluate our algorithms w.r.t. both objective and time metrics, which we
report for different outlier ratios Pout and p-norms in Table 1. By comparing
objective metrics, we see that MBOSADM and MBOSGD significantly outperform
SGD. SGD achieves a better FOBJ in only 2 out of 45 cases, i.e., SCM1d dataset for
p = 1.5, 2 and Pout = 0.3; however, even for these two cases, MBOSADM and MBOSGD

obtain better FNOUTL and FTEST values. In terms of overall running time T , SGD is
generally faster than MBOSADM and MBOSGD; this is expected, as each iteration of
SGD only computes the gradient of a mini-batch of terms in the objective, while
the other methods need to solve an inner-problem. Nonetheless, by comparing
T ∗, we see that the MBO variants obtain the same or better objective as SGD in
a comparable time. In particular, T ∗ is less than T for SGD in 33 and 15 cases
(out of 45) for MBOSADM and MBOSGD, respectively.

Comparing the performance between MBOSADM and MBOSGD, we first note that
MBOSADM has a superior performance w.r.t. all three objective metrics for 25 out
of 45 cases. In some cases, MBOSADM obtains considerably smaller objective values;
for example, for MNIST and Pout = 0.0, p = 1, FNOUT is 0.03 of the value obtained
by MBOSGD (also see Figures 2c and 2f). However, it seems that in the high-outlier
setting Pout = 0.3 the performance of MBOSADM deteriorates; this is mostly due
to the fact that the high number of outliers adversely affects the convergence of
SADM and it takes more iterations to satisfy the desired accuracy.

6.2 Robustness Analysis

We further study the robustness of different p-norms and MSE to the presence
of outliers. For brevity, we only report results for MNIST and for p = 1, 2, and
MSE. For more results refer to Fig. 4a in App. H in [31]. We show the scaling of
FNOUT and FTEST w.r.t. the fraction Pout in Fig. 4b, for different norms. To make
comparisons between different objectives interpretable, we normalize all values
in each figure by the largest value in that figure.

By comparing Figures 2a and 2d, corresponding to MSE, with other plots
in Fig. 2, we see that the loss values considerably increase by adding outliers.
For other p-norms, we see that SGD generally stays unchanged, w.r.t. outliers.
However, the loss for SGD is higher than MBO variants. Loss values for MBOSGD

also do not increase significantly by adding outliers. Moreover, we see that,
when no outliers are present Pout = 0.0, MBOSGD obtains higher loss values.
MBOSADM generally achieves the lowest loss values and these values again do not
increase with increasing Pout; however, for the highest outliers (Pout = 0.3), the
performance of MBOSADM is considerably worse for p = 1. As we emphasize in
Sec. 6.1, high number of outliers adversely affects the convergence of SADM, and
hence the poor performance of MBOSADM for Pout = 0.3.

6.3 Classification Performance

Fig. 3 shows the quality of the latent embeddings obtained by different trained
autoencoders on the downstream classification over MNIST and FashionMNIST.
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Fig. 2: A comparison of scalability of the non-outlioers loss FNOUT and the test loss FTEST

for different p-norms, w.r.t., outliers fraction Pout. We normalize values in each figure by
the largest observed value, to make comparisons between different objectives possible.
We see that MSE in Figures 2a and 2 are drastically affected by outliers and scale with
outliers fraction Pout. Other `p norms for different methods in Figures 2b, 2c, 2e, and
2f generally stay unchanged w.r.t. Pout. However, MBOSADM in the high outlier regime
and p = 1 performs poorly.

Additional results are shown in Tables 2 and 3 in App. G. We see that MBO vari-
ants again outperform SGD. For MNIST, (reported in Figures 3a to 3c), we see that
MBOSADM for p = 1 obtains the highest accuracy. Moreover, for Fashion-MNIST

(reported in Fig. 3d to 3f), we observe that again MBOSADM for p = 1 outperforms
other methods. We also observe that MSE (reported in Figures 3a and 3d) is
sensitive to outliers; the corresponding accuracy drastically drops for Pout ≥ 0.1.
An interesting observation is that adding outliers improves the performance of
SGD; however, we see that SGD always results in lower accuracy, except in two
cases (Pout = 0.2 in Fig. 3b and Pout = 0.3 in Fig. 3e).

7 Conclusion

We present a generic class of robust formulations that includes many applications,
i.e., auto-encoders, multi-target regression, and matrix factorization. We show
that SADM, in combination with MBO, provides efficient solutions for our class
of robust problems. Studying other proximal measures described by Ochs et
al. [35] is an open area. Moreover, characterizing the sample complexity of our
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(c) MNIST, p = 1
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(d) Fashion-MNIST, MSE
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(e) Fashion-MNIST, p = 2
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(f) Fashion-MNIST, p = 1

Fig. 3: Classification performance for different methods and datasets. We use the
embeddings obtained by auto-encoders trained via different algorithms to train a
logistic regression model for classification. We generally observe that MBOSADM results in
higher accuracy on the test sets. Moreover, we see that MSE is evidently sensitive to
outliers, see Figures 3a and 3d for Pout ≥ 0.2.

proposed method for obtaining a stationary point, as in MBO variants that use
gradient methods [6, 10], is an interesting future direction.
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