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ABSTRACT
The well-known susceptibility of millimeter wave links to human
blockage and client mobility has recently motivated researchers to
propose approaches that leverage both 802.11ad radios (operating
in the 60 GHz band) and legacy 802.11ac radios (operating in the
5 GHz band) in dual-band commercial off-the-shelf devices to si-
multaneously provide Gbps throughput and reliability. One such
approach is via Multipath TCP (MPTCP), a transport layer protocol
that is transparent to applications and requires no changes to the
underlying wireless drivers. However, MPTCP (as well as other
bundling approaches) have only been evaluated to date in 60 GHz
WLANs with laptop clients.

In this work, we port for first time the MPTCP source code to a
dual-band smartphone equipped with an 802.11ad and an 802.11ac
radio. We discuss the challenges we face and the system-level opti-
mizations required to enable the phone to support Gbps data rates
and yield optimal MPTCP throughput (i.e., the sum of the indi-
vidual throughputs of the two radios) under ideal conditions. We
also evaluate for first time the power consumption of MPTCP in a
dual-band 802.11ad/ac smartphone and provide recommendations
towards the design of an energy-aware MPTCP scheduler. We make
our source code publicly available to enable other researchers to
experiment with MPTCP in smartphones equipped with millimeter
wave radios.

CCS CONCEPTS
• Networks → Transport protocols; Wireless local area net-
works; • Human-centered computing→ Smartphones.
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1 INTRODUCTION
An emerging class of smartphone applications, such as mobile Aug-
mented/Virtual reality (AR/VR), Miracast, and UHD video stream-
ing, demand Gbps data rates from the underlying wireless network.
For example, 8K resolution VR demands 1.2 Gbps [29] in order to
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satisfy the 20ms photon-to-motion latency, while live 4K video
streaming at 30 FPS demands 1.8 Gbps [13] for good user QoE.
While such stringent wireless network performance demands could
not be supported in the past, the advent of mmWave technologies
in recent years has brought Gbps wireless data rates within reach
and holds the promise to enable these demanding applications. For
example, the IEEE 802.11ad WLAN standard [25] governs the use
of the unlicensed spectrum around 60 GHz and supports 2 GHz
wide channels to provide PHY data rates of up to 6.7 Gbps. Multiple
802.11ad-compliant commercial of-the-shelf (COTS) devices have
been released over the past few years including APs [6, 8], lap-
tops [1], and more recently smartphones [2, 7]. Similarly, a number
of smartphones equipped with 5G NR interfaces operating at 28
GHz and 39 GHz have been launched on the market over the past
year and recent studies [30–32] report speeds up to 3 Gbps over
commercial cellular networks.

Nonetheless, communication at mmWave frequencies faces fun-
damental challenges due to the high propagation and penetration
loss and the use of directional transmissions makes links suscep-
tible to disruption by human blockage and client mobility. Even
though a number of PHY and MAC layer enhancements have been
proposed (e.g., [22, 23, 47, 48]) to improve beam steering and re-
duce re-connection times, the data rate of mmWave links has been
shown to fluctuate widely and unpredictably [9, 10, 13, 40]. Hence,
it is unrealistic to expect ubiquitous mmWave coverage, similar to
that offered by sub-6 GHz technologies such as WiFi or LTE.

Consequently, researchers have recently proposed bundling
mmWave and legacy WiFi interfaces [13, 39] to simultaneously
offer both multi-Gbps data rates (by jointly using both interfaces
when they are available) and reliability (by falling back to the legacy
WiFi interface when mmWave connectivity becomes unavailable).
While such bundling can be implemented at different layers of the
protocol stack, in our previous work [39] we explored a generic
transport layer solution via Multipath TCP (MPTCP), a standard
transport layer protocol, which works with unmodified applications
that run over TCP. Compared to solutions that try to achieve a sim-
ilar functionality at the MAC layer, e.g., via 802.11ad’s Fast Session
Transfer (FST) [46] or the Linux bonding driver [13], MPTCP is
transparent to applications and already provides mechanisms to
re-order packets from different interfaces at the receiver in order to
provide an in-order data stream, similar to TCP. As such, it requires
no modifications to applications or to underlying wireless drivers.

In [39], we showed that MPTCP with the default minRTT sched-
uler can achieve near optimal performance in dual-band 5/60 GHz
WLANs under static scenarios, but it fails to provide the sum-rate of
the two interfaces under dynamic scenarios involving interference,
mobility, or blockage. We then designed MuSher, an MPTCP sched-
uler that addresses the root-cause of the performance degradation
via throughput-ratio-based scheduling, and allows MPTCP to per-
form near optimally under a wide variety of use cases. Nonetheless,
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the performance over MPTCP over mmWave links has only been
evaluated using laptops as clients.

Given the prevalence of smartphones in today’s WLANs and
the fact that most of the bandwidth demanding applications (AR,
VR, Miracast) target smartphone users, it is important to evalu-
ate the performance of MPTCP in smartphones equipped with
mmWave radios. In fact, the concerns about mmWave performance
in dynamic scenarios are more pronounced in the case of smart-
phones [9, 10] due to the small form factor, which increases the
probability of self-blockage and limits the number of phased array
elements, resulting in lower antenna gains and reduced transmis-
sion range. In addition, there have been concerns related to the
capability of resource-constrained mobile devices to handle Gbps
traffic rates [27]. Although in our previous work [9, 10] we showed
that modern smartphones equipped with 802.11ad radios can sup-
port up to 1.6 Gbps, the use of MPTCP will result in even higher
rates, as a result of jointly using two radios. In addition, power
consumption is a serious concern in the case of smartphones, as
the joint use of two radios can quickly deplete the device’s battery.
Consequently, bundling solutions designed for laptops [13, 39] that
only focus on throughput maximization may not be suitable for
smartphones.

In this work, we take a first step towards filling this gap by port-
ing for first time the MPTCP source code to a smartphone equipped
with an 802.11ad radio. We discuss the challenges we faced and the
steps we took to ensure that the phone yields optimal performance
(i.e., the sum of the individual throughputs of the two radios) under
ideal conditions. We make the MPTCP source code publicly avail-
able1 to enable other researchers to experiment with MPTCP in
mmWave WLANs. We also evaluate for first time the power con-
sumption of MPTCP in a dual-band 802.11ad/ac smartphone and
provide recommendations towards the design of an energy-aware
MPTCP scheduler.

2 DEVICES AND EXPERIMENTAL
METHODOLOGY

We ported MPTCP to an ASUS ROG Phone II [7]. This phone is the
successor of theASUS ROGPhone, whichwas the first commercially
available smartphone with an 802.11ad chipset. The ROG Phone
II is powered by a Snapdragon 855+ octa-core processor with a
12 GB RAM and a 6000 mAh battery. It supports all the 802.11ad
single-carrier (SC) MCSs (1-12), which correspond to PHY data rates
from 385 Mbps up to 4.6 Gbps. However, in practice, the maximum
TCP throughput is limited to about 1.6 Gbps [9, 10]. The phone
also has an 802.11ac chipset from Qualcomm, which supports all
the 802.11ac MCSs (0-9), channel widths of 20/40/80 MHz, and 2
spatial streams (SS), yielding PHY data rates from 6.5 Mbps up to
866 Mbps.

For our evaluation, we use a dual-band 802.11ad/ac Netgear
Nighthawk X10 Smart WiFi router [6] as access point. It is con-
nected through a 10G LAN SFP+ interface to a Dell Precision Tower
3620, which acts as the MPTCP server. We use iperf3 to generate
TCP traffic and log throughput every 100 ms. We measure power
by logging the voltage and current drawn by the phone from the
/sys/class/power supply/battery directory every 1 s. All the
1https://github.com/NUWiNS/ROGII_MPTCP/tree/master

power measurements are taken with the screen on and minimal
background activity. This ensures that the base power (defined as
the power consumed by the phone when the screen is on but all
radios are off) is low and stable over time. The power results are
relative to the base power. All experiments are performed at night
to avoid interference from other devices. They are done with a fully
charged battery and the battery does not drop by more than 5%
during the experiments.

3 PORTING MPTCP TO ROG PHONE II
In this section, we describe the implementation of MPTCP on an
ASUS ROG Phone II and the challenges we had to overcome to
achieve optimal performance.

3.1 Implementation
The ASUS ROG Phone II runs Android OS 10 based on Linux kernel
version 4.14.191. We ported MPTCP v0.94 [5] for Linux kernel
version 4.14.184 to the Android kernel on the ROG Phone II. We
used a publicly available version of the kernel source code [3] for
the ASUS ROG Phone II as our base. To successfully enable MPTCP
on this kernel, we needed to port two different parts of the code
from the MPTCP and generic Linux kernels to the Android kernel.

First, we added the main MPTCP tree to our base kernel (the
entire net/mptcp/ directory). However, apart from that, MPTCP
also requires changes in many of the existing TCP modules
that form the TCP networking stack for the Linux kernel (in
net/ipv4/, net/core/, etc.). Hence, we had to carefully go through
all the structures and functions modified/added for MPTCP and
make changes accordingly in our Android Linux kernel.

Second, due to the Linux kernel version mismatch between the
Android kernel and the MPTCP kernel, we had to make changes in
other non-TCP/MPTCP parts of the kernel as well. The challenge
here comes from the fact that there are some differences in the
Android version of the Linux kernel and the generic Linux kernel [4].
Hence, we had to again carefully check each file in the kernel
with differences between the two kernel versions and apply those
changes to our kernel while making sure we do not unintentionally
tamper with the Android related parts of the code.

For a first evaluation, we implemented our FixedRatio MPTCP
scheduler from [39], which assigns packets to the two interfaces
based on a user-defined ratio. This choice allows us to (i) remove
the impact of the scheduling decisions on the MPTCP performance
and focus on smartphone-specific challenges that affect the perfor-
mance (Sections 3.3, 3.4) and (ii) to experiment with different packet
assignment ratios and evaluate the impact of the packet assignment
ratio on the energy consumption (Section 4.2). In summary, after
all the aforementioned changes, we imported around 15000+ lines
of code to the Android Linux kernel.

3.2 Baseline evaluation
We measure the uplink and downlink throughput with the phone
kept static 1 m away from the AP with the 802.11ad phased ar-
ray facing the AP. In the downlink direction (from the AP to
the smartphone), the throughput with single path TCP (SPTCP)
in this setting is 1600 Gbps over the 802.11ad interface and 600
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Figure 1: MPTCP throughput comparison.

Mbps over the 802.11ac interface. In the uplink direction, the cor-
responding values are 1450 Gbps and 600 Mbps. Hence, we expect
a downlink MPTCP throughput of around 2200 Gbps and an up-
link throughput of around 2050 Gbps. In [39], we showed that
there exists an optimal packet assignment ratio to the two inter-
faces that maximizes the throughput, given by the ratio of the
individual throughputs over the two interfaces. For example, in
our set up for the downlink direction, where the ratio of the two
throughputs is 𝑇ℎ𝑝𝑢𝑡𝑎𝑑 : 𝑇ℎ𝑝𝑢𝑡𝑎𝑐 = 1600 : 600 ≈ 2.7, this ratio
is 𝑃𝑘𝑡𝑠𝑎𝑑 : 𝑃𝑘𝑡𝑠𝑎𝑐 = 73 : 27 = 2.7, i.e., for every 100 packets, 77
packets should be sent over the 802.11ad interface and the remain-
ing 23 packets should be sent over the 802.11ac interface. For the
uplink direction, the optimal ratio is 70:30, since the uplink 802.11ad
throughput is lower (1450 Gbps vs. 1600 Gbps). We set these two
ratios in our FixedRatio scheduler to evaluate the performance of
MPTCP.

Fig. 1 shows the average MPTCP throughput over 20 runs as
well as the average individual throughput over each interface in
the uplink and downlink direction. The error bars in this figure and
all the following figures show the standard deviations. We observe
that MPTCP can indeed achieve optimal performance in the uplink
direction. However, in the downlink, MPTCP only achieves an
average throughput of about 1810 Mbps (82% of the optimal). In
the following, we discuss two challenges we had to overcome for
MPTCP to achieve optimal downlink performance.

3.3 Generic Receive Offloading
We found that the reason for the suboptimal downlink performance
was the fact that MPTCP by default disables the Linux Generic
Receive Offloading (GRO) feature on the 802.11ac interface. In our
previous work [11], we showed that GRO is critical to enable Gbps
data rates in smartphones equipped with 802.11ad interfaces. While
rates up to 600 Mbps over the 802.11ac interface alone can be
supported without GRO using SPTCP, it is important to enable
GRO over both interfaces for optimal MPTCP performance. Be-
fore performing GRO for a new TCP flow (or MPTCP subflow),
the 802.11ac driver checks if the chipset supports GRO by calling
the function hdd_can_handle_receive_offload. This function
checks that the flow is a TCP flow, as GRO is not supported for
UDP flows. Strangely, on the ROG Phone II, this check (through
function QDF_NBUF_CB_RX_TCP_PROTO) fails and thus, GRO is not
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Figure 2: CDF of MPTCP throughput for various CPU set-
tings.

used. Thus, we had to bypass this check to enable GRO for the
802.11ac interface for MPTCP subflows. With GRO enabled over
the 802.11ac interface, the average throughput is 2 Gbps, a 10%
improvement compared to the GRO off case.

3.4 SIRQ Processing
While enabling GRO on the 802.11ac interface improves the per-
formance, throughput remains suboptimal. Fig. 2 shows the CDF
of 20 downlink MPTCP throughput measurements with GRO ON
(Default setting). We observe a median throughput of 2.01 Gbps
(91% of the optimal); in addition, 7/20 runs results in throughput
values below 2 Gbps, with a min value of 1.8 Gbps.

To explore the root cause of the suboptimal performance, we
looked at the Soft IRQ (SIRQ) processing, which accounts for a
large part of the total CPU utilization under backlogged traffic at
Gbps rates [11]. The ASUS ROG Phone II has a customized version
of the Snapdragon 855 processor known as Kryo 485. The chipset
has 8 CPU cores in total. Among them, there is a prime core that
operates at 2.84 GHz and three performance cores that operate at
2.42 GHz. Together, we call them big cores. There are also four
efficiency cores that operate at 1.8 GHz, which we call LITTLE
cores. The msm_irqbalance process is responsible for scheduling
the interrupt requests (SIRQs) to CPUs.

We found that, whenever SIRQs are scheduled to LITTLE cores,
the throughput does not exceed 2 Gbps. To quickly test the hy-
pothesis that scheduling SIRQs to LITTLE cores results in lower
performance, we manually disabled the 4 LITTLE cores by setting
the /sys/devices/system/cpu/cpu*/online flag to 0, where ∗ =
0, 1, 2, 3 corresponds to the indexes of the LITTLE cores. The result
in Fig. 2 shows a substantial improvement; the median through-
put is now 2.13 Gbps (96.8% of the optimal) and the max value
is 2.2 Gbps. Further, only 3/20 values are below 2 Gbps and the
min throughput also increases to 1.92 Gbps, confirming that CPU
affinity is indeed the key to achieving optimal performance.

Instead of manually turning off 4 out of 8 cores, a more prac-
tical solution is to stop the msm_irqbalance process and control
the CPU affinity by setting /proc/ irq/X/smp_affinity to the
corresponding bit map "f0" indicating big cores. Here, "X" is the
SIRQ number we found by looking at the SIRQ database located at
/proc/interrupts. This approach also allows for other, less CPU
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Figure 3: MPTCP power consumption.

demanding tasks, to be processed by LITTLE cores, and results in
an additional performance improvement, as shown in Fig. 2. The
median throughput is now 2.15 Gbps (97.7% of the optimal) and the
min throughput is 1.98 Gbps (90% of the optimal).

4 ENERGY EFFICIENCY
In this section, we evaluate the power consumption and energy
efficiency of MPTCP and make recommendations for an energy-
aware MPTCP scheduler.

4.1 Overall power consumption
Fig. 3 shows the total power consumption in the uplink and down-
link direction. In the downlink direction, we consider 3 different
CPU configurations: default, with the LITTLE cores disabled, and
with all cores enabled but the SIRQ processing assigned to big
cores. The results are averaged over 5 runs. The downlink power
consumption is comparable in all three configurations. Interest-
ingly, distributing the SIRQs to the big CPU cores only causes only
a minor increase in power consumption when compared to the
default configuration. On the other hand, the uplink power con-
sumption is 56% higher than the downlink power consumption,
mainly due to the very high Tx power consumption of the 802.11ac
radio [10]. Under backlogged traffic, the 802.11ac radio in the ROG
Phone II consumes 2800 mW in Tx mode, while the 802.11ad ratio
consumes only 1600 mW, in spite of the much higher data rates. In
contrast, the power consumption in Rx mode is about 1100 mW for
the 802.11ac radio and 2200 mW for the 802.11ad radio.

4.2 Energy efficiency
In this section, we explore whether the packet scheduling ratio
that maximizes the throughput is also the most energy-efficient
ratio. We again use the FixedRatio scheduler to measure energy per
bit (in nJ/bit), defined as the ratio of the power consumption over
throughput, for different packet scheduling ratios.
Backlogged traffic. The results in Figs. 4a, 4b confirm that the
ratio that maximizes the throughput also results in the minimum
energy cost, among all the configurations that schedule packets
over both interfaces, in the downlink direction. Although using only
the 802.11ad interface (i.e., a ratio of 100:0) results in slightly lower
energy cost (Fig. 4b), this configuration results in only 1.6 Gbps

(Fig. 4a). Utilizing both interfaces with the right packet scheduling
ratio yields a 32% throughput increase with only a 1.4% increase in
the energy cost.

However, this finding is not true for the uplink direction, as
we observe in Figs. 4c, 4d. Here, the throughput-optimal ratio is
70:30, but the energy-optimal ratio is 90:10, due to the much lower
Tx power consumption of the 802.11ad radio, as we explained in
Section 4.1. Nonetheless, the difference in the energy cost between
the throughput-optimal and the energy-optimal ratio is small; the
throughput optimal ratio results in 25% higher throughput at only
12% higher energy cost. We conclude that under backlogged traffic,
the throughput optimal ratio should be selected even in an energy-
aware design, as it also results in near-optimal energy cost.
Non-backlogged traffic. The work in [39] focused on backlogged
traffic only. We now explore the case of non-backlogged traffic
using three representative source data rates in each direction:
1750/1500/500 Mbps in the downlink case; 1750/1400/500 Mbps
in the uplink case. The first data rate requires the use of both inter-
faces, the second one can be satisfied using the 802.11ad interface
alone, and the third one can be satisfied using 802.11ac alone. Figs. 5,
6, and 7 show the throughput and energy cost for varying packet
scheduling ratios for each of the three source data rates, respec-
tively.

Figs. 5a and 5c, 6a and 6c, 7a and 7c show that, for non-
backlogged traffic, there are more than one ratio that satisfy the
traffic demand. In particular, in the case of traffic demands lower
than the bandwidth of the slower of the two interfaces (Figs. 7a
and 7c), the traffic demand can be satisfied with any ratio. However,
the energy cost of each ratio is different, as shown in Figs. 5b and 5d,
6b and 6d, 7b and 7d.

In the downlink case, we found that, when the traffic demand
is higher than the bandwidth of the faster interface, the most en-
ergy efficient packet ratio is the one that fully utilizes the 802.11ac
interface. This is because the 802.11ac radio is less power hungry
than the 802.11ad radio in Rx mode [10]. For example, for a traffic
demand of 1750 Mbps (Figs. 5a, 5b), the most energy efficient ratio
is 66:34, which results in 600 Mbps downloaded via the 802.11ac
interface and the remaining 1750 - 600 = 1150 Mbps via the 802.11ad
interface. On the other hand, when the traffic demand can be satis-
fied by a single interface (Figs. 6a, 6b and 7a, 7b), the most energy
efficient option is to use a single interface, and let the other inter-
face remain in a low power (sleep) state via the Power Saving Mode
(PSM). With a source data rate of 1500 Mbps, only the 802.11ad
interface can satisfy the traffic demand alone and the most energy-
efficient ratio is 100:0 (Fig. 6b). In contrast, with a source data rate
of 500 Mbps, both interfaces can satisfy the traffic demand, but the
most energy efficient option is to use only 802.11ac (Ratio 0:100 in
Fig. 7b), which is less power hungry.

The situation is different in the uplink case, due to the much
lower Tx power consumption of the 802.11ad radio compared to
the 802.11ac radio. When the traffic demand is higher than the
bandwidth of the faster interface, the most energy efficient packet
ratio is the one that fully utilizes the 802.11ad interface. For example,
for a traffic demand of 1750 Mbps (Figs. 5c, 5d), the most energy
efficient ratio is 83:17, which results in 1450 Mbps downloaded via
the 802.11ad interface and the remaining 1750 - 1450 = 300 Mbps
via the 802.11ac interface. In contrast, when the traffic demand can
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(d) Energy cost, Uplink.
Figure 4: MPTCP Throughput and Energy/bit with different ratios for backlogged traffic.

0 10 20 30 40 50 60 66 70 80 90 100

Packets/100 (802.11ad)
0

500

1000

1500

2000

2500

Th
ro

u
g

h
p

u
t 

(M
b

p
s)

(a) Throughput, Downlink.
0 10 20 30 40 50 60 66 70 80 90 100

Packets/100 (802.11ad)
0

1

2

3

4

5

6

7

En
er

g
y/

b
it

 (
n

J/
b

it
)

(b) Energy cost, Downlink.

0 10 20 30 40 50 60 66 70 80 83 90 100

Packets/100 (802.11ad)
0

500

1000

1500

2000

2500

Th
ro

u
g

h
p

u
t 

(M
b

p
s)

(c) Throughput, Uplink.
0 10 20 30 40 50 60 66 70 80 83 90 100

Packets/100 (802.11ad)
0

1

2

3

4

5

6

7

En
er

g
y/

b
it

 (
n

J/
b

it
)

(d) Energy cost, Uplink.
Figure 5:MPTCPThroughput and Energy/bit with different ratios for source data rate 1750Mbps. The source data rate requires
use of both interfaces.
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Figure 6: MPTCP Throughput and Energy/bit with different ratios for source data rate 1500 Mbps (DL) and 1400 Mbps (UL).
The source data rate can be satisfied with 802.11ad alone.
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(d) Energy cost, Downlink.
Figure 7: MPTCP Throughput and Energy/bit with different ratios for source data rate 500 Mbps. The source data rate can be
satisfied with 802.11ac alone.
be satisfied by a single interface, the most energy efficient option is
to use only the 802.11ad radio (Figs. 6d and 7d).
MPTCP backup mode. When the traffic demand can be satisfied
by one interface, one can either use a ratio-based scheduler to assign
zero packets to the other interface, or use the MPTCP backup mode,
which uses only one interface and falls back to the other interface,
only if the connection over the first one breaks. Fig. 8 compares
the total Rx power consumption in case of backlogged traffic over
each of the two interfaces when the other interface is (i) assigned 0
packets and (ii) set to backup mode, for varying source data rates.
We observe that the power consumption is very similar with both

approaches, hence, either of them can be used in the design of an
energy-aware scheduler.
Recommendations. The flow charts in Fig. 9 show a set of guide-
lines for the design of an an energy-aware MPTCP scheduler for
smartphones combining 802.11ad and 802.11ac interfaces. The
scheduler needs to know the application traffic demand and the
maximum supported data rate over each interface. The application
traffic demand can be estimated online, e.g., by monitoring the
number of bytes sent over each interface, as in [39]. One potential
design could be to always start with the MuSher scheduler [39],
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Figure 8: Rx power consumption of an interface for varying
source data rates when the other interface is (i) assigned 0
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Figure 9: Design guidelines for an energy-aware MPTCP
scheduler. 𝑅802.11𝑎𝑑 , 𝑅802.11𝑎𝑐 is the max supported rate for
802.11ad and 802.11ac, respectively.
which searches online for the packet assignment ratio that maxi-
mizes the throughput, and compare the throughput achieved with
MuSher in the steady state (after the search discovers the optimal
ratio) with the max data rate supported by each interface, in order
to select the most energy efficient configuration. The max data rate
over each interface can either be hard-coded (all COTS 60 GHz
devices support a maximum data rate of 1.6 Gbps and the majority
of 802.11ac smartphones support 2x2 MIMO and 80 MHz chan-
nel width resulting in a maximum data rate of 600 Mbps, similar
to the ROG Phone II) or estimated via a probing-based technique
(e.g., [28]).

5 RELATEDWORK
A number of works have evaluated different aspects of MPTCP
performance under various scenarios, e.g., [14, 18, 20, 37, 38, 44].
In addition, researchers have proposed a large number of MPTCP
schedulers, e.g., [12, 19, 24, 26, 34, 35, 42, 45]. All these works use
simulation/emulation or experiments on desktops/laptops in their
evaluation and they do not deal with the challenges that arise when
implementing MPTCP on resource-constrained mobile devices. For
example, all these works (with the exception of [18]) focus on
performance benefits of MPTCP and ignore energy consumption.

A smaller set of works have studiedMPTCP on smartphones [15–
18, 21, 36, 41, 43]. All these works focus on bundling aWiFi interface
and a cellular interface (3G or LTE), a scenario very different from
the one we consider in this work (bundling legacy WiFi with 60
GHz). Cellular and WiFi radios have very heterogeneous character-
istics in terms of RTT and power consumption (e.g., the existence of
a tail state in 3G/LTE), which affect the design of both performance-
and energy-aware MPTCP schedulers. Such heterogeneity is not
present in 802.11ac and 802.11ad interfaces, making the design of
energy-aware schedulers in this case much simpler (see Section 4.2).
On the other hand, the combined data rates of older 802.11 stan-
dards (802.11b/a/g/n) and 3G/LTE standards are low enough to be
handled even by older generations of mobile phones. In contrast,
the Gbps data rates introduced by 802.11ad pose a challenge even
for modern smartphones and require OS optimizations (Sections 3.3,
3.4) for MPTCP to yield optimal performance.

Very little work has been done towards leveraging MPTCP in
networks involving mmWave links. A few works [33, 46] briefly
explored the use of MPTCP in dual band 5/60 GHz WLANs and
showed that it often results in lower performance than using the
802.11ad interface alone. In contrast, our previous work [39] as well
as the work in [13] showed that 5 GHz and 60 GHz radios can be
effectively bundled together to yield optimal performance under
intelligent scheduling at the transport [39] or the link layer [13].
All these works were evaluated using dual-band laptops. To our
first knowledge, this is the first work to explore the use of MPTCP
in dual band 5/60 GHz smartphones.

6 CONCLUSION
In this paper, we ported for first time MPTCP to a smartphone
equipped with an 802.11ad radio and performed a preliminary
performance evaluation using a FixedRatio MPTCP scheduler. We
identified two system level optimizations required for optimal per-
formance in a resource-constrained mobile device, that are not
needed in more powerful laptops: enabling GRO on the 802.11ac
interface and scheduling SIRQ processing to big CPU cores. We
also evaluated for first time the power consumption of MPTCP in a
dual-band 802.11ad/ac smartphone and provided a set of guidelines
towards the design of an energy-aware MPTCP scheduler.

As part of our future work, we plan to perform an exten-
sive evaluation of the MPTCP performance and energy consump-
tion on the ROG Phone II using different MPTCP schedulers, in-
cluding the default minRTT scheduler and our throughput-ratio-
based MuSher scheduler [39], which was designed specifically for
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bundling 802.11ad and 802.11ac radios, in a variety of dynamic sce-
narios involving interference, human blockage, and realistic smart-
phone user mobility patterns. We also plan to evaluate MPTCP with
mobile applications that require Gbps throughput, such as AR, VR,
Miracast, and HD video streaming.
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