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Neurocognitive feedback: A prospective approach to sustain idea 

generation during design brainstorming  

ABSTRACT 

Ideation is a key phase in engineering design and brainstorming is an established 

method for ideation. A limitation of the brainstorming process is idea production 

tends to peak at the beginning and quickly decreases with time. In this 

exploratory study, we tested an innovative technique to sustain ideation by 

providing designers feedback about their neurocognition. We used a 

neuroimaging technique (fNIRS) to monitor students’ neurocognitive activations 

during a brainstorming task. Half received real-time feedback about their 

neurocognitive activation in their prefrontal cortex, a brain region associated with 

working memory and cognitive flexibility. Students who received the 

neurocognitive feedback maintained higher cortical activation and longer 

sustained peak activation. Students receiving the neurocognitive feedback 

demonstrated a higher percentage of right-hemispheric dominance, a region 

associated to creative processing, compared to the students without 

neurocognitive feedback. The increase in right-hemispheric dominance positively 

correlated with an increase in the number of solutions during concept generation 

and a higher design idea fluency. These results demonstrate the prospective use 

of neurocognitive feedback to sustain the cognitive activations necessary for idea 

generation during brainstorming. Future research should explore the effect of 

neurocognitive feedback with a more robust sample of designers and compare 

neurocognitive feedback with other types of interventions to sustain ideation.  

Keywords: word; design neurocognition, brainstorming, fNIRS, prefrontal 

cortex, hemispheric lateralization 

1. Introduction 

A critical step in the design process is ideation (Cross, 1989). Anything that enriches 

this step in the design process can improve engineering outcomes that benefit society. 

Ideation, or idea generation, brings together problem understanding, engineering 

science, social factors, and practical knowledge to develop creative concepts and 



possible solutions (French, 1999). The quality and quantity of ideas generated during 

ideation inform and even determine design (Helm et al., 2016). During the ideation 

process, the production of new ideas tends to peak early in the design process and 

declines over time (Shealy et al., 2018), which can lead to a fixation effect on early 

solutions that prevents innovation (Gero, 2011). 

In this paper, we present an experiment that tests a technique to sustain idea 

generation by providing designers feedback about their neurocognition. Neurocognitive 

feedback is successful in other domains (Hammond, 2011), including creative art 

training (Egner & Gruzelier, 2003), clinical application in the treatment of disorders and 

diseases (Marzbani et al., 2016), and brain-computer interface for self-regulation 

(Sitaram et al., 2017). For example, neurocognitive feedback was used to train 

musicians on attention and relaxation to improve their performance (Egner & Gruzelier, 

2003). Neurocognitive feedback was also used as a collaborative and social experience 

for an art performance (Kovacevic et al., 2015). By providing designers neurocognitive 

feedback, we aim to extend the time and cognitive effort they spend generating new 

ideas. 

Investigations into design neurocognition shed light on the correlation between 

creative thinking and the human’s brain activations. Creative tasks tend to recruit the 

right hemisphere of the brain more than the left hemisphere (Mihov et al., 2010). 

Hemispheric dominance (right or left hemisphere) emerges as an essential factor 

affecting creativity during design ideation (Mihov et al., 2010; Shealy & Gero, 2019). 

Limited research analyzed links between neurocognitive feedback and hemispheric 

lateralization (Barnea et al., 2005; Hammond, 2011). In this study, we attempt to fill 

that gap by exploring the effects of neurocognitive feedback on temporal hemispheric 

dominance for idea generation during brainstorming.   



In the background section, we introduce brainstorming as an ideation technique, 

design cognition related to creativity, and the prospective use of neurocognitive 

feedback to enhance idea generation during brainstorming. The following sections detail 

our research questions, methodology, and results. The results highlight the effects of 

neurocognitive feedback on sustaining ideation and changing hemispheric lateralization. 

The discussion and conclusion provide insights and grounds for future research. 

2. Background 

2.1. Brainstorming: an established technique for idea generation 

Many techniques exist to assist designers during idea generation (Smith et al., 1995). 

For decades, brainstorming has remained a common tool to enrich idea propositions 

(Isaksen & Gaulin, 2005). During brainstorming, a designer or a group of designers are 

instructed to generate imaginatively as many ideas as possible while suspending 

criticism of the ideas generated (Hernandez et al., 2010). Previously generated ideas 

combine to form new ones (Pinsonneault et al., 1999). Only after this process ends can 

designers evaluate and filter concepts with given parameters (Osborn, 1953). 

The cognitive process needed for brainstorming originates in the mental 

structures that control memory cognition (Potter & Balthazard, 2004). This type of 

brainstorming works by classifying attributes of ideas into short-term memories, which 

serve as probes to seek and retrieve matching traces in long-term memory and transform 

these memories into new and modified mental schemas (Cross, 2001). Continuing to 

brainstorm requires repeated prompts to memory functions that reinitiate the search 

process. For each new search process, designers necessitate more mental energy 

(Alexiou et al., 2011). 



Different modes of cognitive processing or perceptual attention influence 

creativity during brainstorming (Fillion, 2015; Förster, 2012; Friedman et al., 2003). 

Perceptual attention refers to the attention involved in processing task-related stimuli 

(Murphy & Greene, 2016). Processing information holistically (global conceptual 

processing) with a broad scope of perceptual attention leads to the generation of remote 

and dissimilar concepts, while processing the elements (local conceptual processing) 

with a narrow scope of perceptual attention results in closely related ideas (Förster, 

2012; Friedman et al., 2003). When generating ideas, global processing compared to 

local processing supports creativity in brainstorming outputs (Fillion, 2015). Prior 

neurocognitive research indicates that participants perform the execution of both 

cognitive processing laterally in one of the two hemispheres in their brain (Coulson & 

Van Petten, 2007).  

2.2.Creativity and the brain: role of the prefrontal cortex (PFC) and 

hemispheric lateralization 

Creativity in design requires higher cognitive functions (Dietrich, 2004). The prefrontal 

cortex (PFC), as the neural basis of working memory and higher-order cognitive 

processing, plays a threefold role in the creative process (Dietrich, 2004, 2019). First, 

creative insights appear when represented in working memory associated with the PFC 

(Dietrich, 2004; Gabora, 2002). Then, the insights are combined and converted into 

creative solutions, which is dependent on the PFC’s higher-order functions, such as 

sustained attention, memory retrieval, cognitive flexibility, evaluations, and reasoning 

(Fuster, 1988). Finally, the expression of creative ideas, through lexical or figural skills, 

is implemented through function in the PFC (Bentin et al., 1985; Mihov et al., 2010).     

The PFC functionally divides into sub-regions, including the medial prefrontal 

cortex (mPFC), dorsolateral prefrontal cortex (DLPFC), and ventrolateral prefrontal 



cortex (VLPFC), which contribute to different aspects of creative processing. The 

mPFC is associated with the retrieval of both short-term and long-term memories 

(Euston et al., 2012), cognitive empathy and perspective taking (Seitz et al., 2006). 

Increased activation in the mPFC is associated with an improved ability to simulate 

future imaginative events (Meyer et al., 2019). The DLPFC is highly active in creative 

tasks involving visuospatial divergent thinking, making new associations, convergent 

thinking, and evaluations (Funahashi, 2017). The VLPFC is critical for combining 

existing information into new ideas (Dietrich, 2004; Wu et al., 2015).  

Noticeably, a discernible hemispheric distinction between the right and left parts 

of the sub-regions emerges (Dietrich, 2004; Mihov et al., 2010). For instance, making 

analytical judgments, evaluation, verbal processing, and goal-directed behaviors mainly 

recruit the left DLPFC (Gabora, 2010; Luft et al., 2017), while the activation in the right 

DLPFC is closely associated with sustained attention, divergent thinking, and holistic 

thinking (Cabeza & Nyberg, 2000; Gilbert et al., 2010; Wu et al., 2015). The right 

VLPFC supports the capacity to detect similarities between items (Garcin et al., 2012) 

and generate alternatives to explore the problem space (Goel & Vartanian, 2005). 

The hemispheric lateralization associated with asymmetric cognitive functions is 

often identified in cognitive studies for creativity (Mihov et al., 2010; Shulman et al., 

2010). A systematic meta-analytic review of the neurophysiological process and lateral 

dominance of creativity supports the notion of right hemispheric superiority in creative 

thinking and idea generation (Mihov et al., 2010). In the 88 studies previously reviewed 

(20 neuroimaging studies and 68 studies using correlational behavioral measures), right 

hemispheric dominance for creative thinking is significant (Mihov et al., 2010). Pidgeon 

et al. (2016) also confirmed the contribution of right hemisphere dominance in visual 

creativity in open-ended questions in their systematic review including 27 neuroimaging 



experiments (fMRI and EEG). The right hemisphere shows significantly higher 

activation in creative thinking in relation to several cognitive functions: a more decisive 

contribution to global processing (Friedman et al., 2003), abstract thinking (Mashal et 

al., 2005), and ill-structured representation and computation (Gilbert et al., 2010). 

Previous research also found left-hemispheric dominance or bilateral activation in 

creative processing. For instance, many creative tasks are lexical, relying on 

complicated verbal processing in the left hemisphere, which might overshadow right-

hemispheric activation (Bentin et al., 1985; Mihov et al., 2010). A prior design 

cognition study also found left-hemispheric dominance when engineering students 

ideated for engineering problems using different concept generation techniques, 

suggesting possible design fixation behavior (Shealy & Gero, 2019). However, 

hemispheric dominance does not necessarily mean only one side of the brain is involved 

in creative tasks. Many interactions occur between the two hemispheres, generating 

excitatory or inhibitory effects for creative processing (Abraham, 2014; Dietrich, 2019). 

Interhemispheric interactions is another critical research direction in design 

neurocognition studies (Boccia et al., 2015).  

2.3. Developing tools to sustain creativity: the prospective use of neurocognitive 

feedback 

The cognitive search process during ideation tends to decay over time (Viswanathan, 

2017), resulting in many solutions generated early in the process and fewer later 

(Helquist et al., 2007; Howard et al., 2008). The prior products of memory search that 

lead to the earlier ideas might interfere with the generation of new ideas, reducing idea 

generation over time (George et al., 2019; Ditta & Storm, 2017; Storm & Hickman, 

2015). Designers’ fixation on the earlier ideas caused by an evaluation of detailed 

elements (Shealy & Gero, 2019) or resource constraint (Shealy & Hu, 2017) could also 



prompt a decrease of idea generation. Devoting new cognitive resources to fewer ideas 

eventually becomes ineffective, and thus designers stop expending new cognitive 

resources (Alexiou et al., 2011; Shealy et al., 2017). In either explanation, the number 

of retrieved or new generated ideas during brainstorming decreases over time (Helquist 

et al., 2007; Howard et al., 2008).  

To address the reduction in idea generation over time during brainstorming, we 

explored the prospective use of neurocognitive feedback. Neurocognitive feedback 

improves performance by making information about hidden brain states accessible to 

our consciousness (Hammond, 2011). It provides a feedback loop to induce learning 

mechanisms and allows individuals to search for appropriate mental strategies through 

self-regulatory control of brain activity (Faller et al., 2019). Neurocognitive feedback 

can effectively change localized brain activity by tapping into learning processes 

(Marzbani et al., 2016; Vernon et al., 2003). Studies in many other fields, such as 

creative art training (Egner & Gruzelier, 2003), cognitive performance (Vernon et al., 

2003), clinical application in the treatment of disorders or diseases (Marzbani et al., 

2016), and brain-computer interface (Sitaram et al., 2017) show that subjects can learn 

self-regulation of specific brain activity with neurocognitive feedback. For instance, 

people who receive neurocognitive feedback learn to increase a particular component of 

their cognitive activity assisting semantic processing in working memory (Wei et al., 

2017) and attention (Alchalcabi et al., 2017; Kaiser & Othmer, 2000).  

The cost of a neurocognitive feedback system is inexpensive (e.g., starting under 

$10,000) compared to the millions of dollars invested in an engineering project. 

Neurocognitive feedback interventions can occur in situ, making it a relevant affordable 

design tool. Other interventions, such as human interactions can also sustain concept 

generation, but neurocognitive information is individual and can be used to provide 



customized feedback. Personalized feedback based on designers’ neurophysiological 

responses may teach self-regulation more efficiently than cognitive or behavioral 

feedback. The study presented in this paper aimed to explore the use of neurocognitive 

feedback to: 1) help designers better understand their design neurocognitive patterns of 

performance and 2) improve their mental ability to adjust their cognitive approach 

during design quickly. The results from this preliminary study provide grounds for the 

development of a neurocognitive feedback tool to sustain creativity.  

3. Research Questions 

To explore the prospective use of neurocognitive feedback to sustain idea generation 

during brainstorming, we proposed the following questions: 

(1) What are the effects of neurocognitive feedback on the fluency of designers’ 

ideas generated during brainstorming? 

(2) Does neurocognitive feedback sustain activation in the prefrontal cortex during 

brainstorming? 

(3) Does neurocognitive feedback influence designers’ hemispheric lateralization 

during brainstorming? 

(4) How does hemispheric lateralization dominance correlate with designers’ 

brainstorming behaviors? 

When provided with real-time neurocognitive feedback and instruction to 

sustain their activation in the PFC, participants in the experimental group were expected 

to self-regulate their neurocognition and change their concept generation behavior.  



4. Methods 

4.1. Experimental design 

To explore the effects of neurocognitive feedback on idea generation, ten graduate 

engineering students from Virginia Tech (all male and right-handed) were recruited to 

generate solutions to design problems using brainstorming. The design ideation task 

focused on the first/last mile mobility problem about transporting people between mass 

transit stops and their residential dwellings (Tilahun et al., 2016). The first/last mile task 

brief is presented in the Appendix. Students were asked to describe their solutions 

verbally. They were told the goal of the design ideation task was to develop as many 

solutions as possible. They had no time limit to complete the task. To control for the 

influence of the design task on participants, all subjects completed the same first/mile 

mobility problem in the same lab setting and between-group comparisons were used in 

the statistical analyses.  

Before the task began, students were outfitted with the neuroimaging instrument 

that measures their change in oxygenated blood in the prefrontal cortex (PFC). Half of 

the students received real-time feedback about their oxygenated blood (Oxy-Hb) in their 

PFC. Students were randomly chosen whether to receive the neurocognitive feedback or 

not. The purpose of providing this feedback was to raise self-awareness about their 

cognitive activation patterns and help them sustain activation. Participants were 

instructed to look at their feedback and to sustain activation across the PFC. Increased 

activation was shown as red on the heat map, illustrated in Figure 1. The consistent 

spatial distribution of fNIRS signals compared to EEG signals suggests fNIRS is a 

promising tool for investigating the neural mechanisms of neurocognitive feedback 

(Zhang et al., 2014). A recent systematic review on fNIRS neurocognitive feedback also 

pointed out the advantage of using fNIRS, such as ease of use, portability, affordability, 



and resistance to motion artifacts (Kohl et al., 2020). Nonetheless, there is still a lack of 

standard methods for fNIRS neurocognitive feedback. For instance, Turbo-Satori 

developed a neurocognitive feedback app for the NIRx fNIRS system  (Lührs & 

Goebel, 2017). In this study, Shimadzu’s LIGHTNIRS system and its fNIRS interface 

was used (Li et al., 2020; Pinti et al., 2018; Shin et al., 2018; Shimadzu Corporation, 

2016). The LIGHTNIRS systems provide a visual feedback through brain activation 

heat maps in this study. This type of color-coded topographic maps which display the 

signal change of all channels has been used in previous fNIRS neurocognitive feedback 

studies (Kober et al., 2018; Lapborisuth et al., 2017; Barth et al., 2016). Real-time Oxy-

Hb in each channel serves as input to produce the heat map by detrending and 

normalizing over a 10-second moving window (Lapborisuth et al., 2017), where red 

means high activation, green neutral, and blue negative, Figure 1.  

 

Figure 1. fNIRS neurocognitive feedback device setup 

4.2. A tool to measure neurocognition 

Flow of oxygenated blood measured with functional near-infrared spectroscopy (fNIRS) 

provided neurocognitive feedback. fNIRS offers comparable spatial resolution to 



electroencephalography (EEG) and enables subjects to sit in a relatively naturalistic 

setting compared to functional magnetic resonance imaging (fMRI) (Shealy & Hu, 

2017). fNIRS is also easier to prepare for neurocognitive feedback trials compared to 

EEG. Data collection with fMRI is constraining because the scanner encloses 

participants. The recent development of portable fNIRS devices also makes the 

potential for ecological validity greater than fMRI. fNIRS emits a near-infrared light 

into the human cortex, and unabsorbed reflected light is detected by sensors (Ferrari & 

Quaresima, 2012). The change in light absorption indicates the change in oxy- and 

deoxy-blood.  

The region of interest for measuring the change in Oxy-Hb is the prefrontal 

cortex (PFC) and its sub-regions, including dorsolateral PFC (DLPFC), medial PFC 

(mPFC), and ventrolateral PFC (VLPFC). Sub-regions within the PFC are analyzed in 

most cognitive studies about design (Shealy et al., 2017), decision-making (Hu & 

Shealy, 2019), and planning because of their associated cognitive functions. The 

DLPFC is related to cognitive flexibility, working memory, and abstract reasoning 

(Soltanlou et al., 2018). The mPFC is a critical region for memory retrieval (Euston et 

al., 2012). The VLPFC is involved in similarity detection and alternative generation 

(Dietrich, 2004; Garcin et al., 2012; Wu et al., 2015). The data used to provide 

neurocognitive feedback and for the analysis was the change in Oxy-Hb over time in the 

PFC. We used Oxy-Hb instead of Deoxy-Hb or total blood because of its high 

sensitivity to cerebral blood flow (Cazzell et al., 2012; Cui et al., 2011; Hu & Shealy, 

2019). The arrangement of sensors and detectors on the PFC is illustrated in Figure 2. 



 

Figure 2. (a) Sensors placement and (b) prefrontal cortex (PFC) sub-regions monitored 

(Base of brain image copyright © Society for Neuroscience (2017)) 

4.3.Data analysis 

The design outcomes, including the number of ideas generated, the completion time of 

the design task, and the design fluency (time between ideas), were compared between 

the two groups using Mann-Whitney U tests.  Considering the small sample size of ten 

(five in each group), a nonparametric test (Mann-Whitney U test) was used (Nguyen & 

Zeng, 2014; Siegel, 1956). 

Two levels of analysis were performed: group level and individual level. As 

participants did not have a time limit, there was variability in task length. For group-

level analysis of activation patterns, channels measurements were divided into ten equal 

segments or deciles and aggregated across participants to allow for the comparison of 

variability across time. This segmenting technique mirrors previous design cognition 

studies (Gero et al., 2013) and design neurocognition studies with fNIRS (Milovanovic 

et al., 2020; Shealy et al., 2020) assessing temporal aspects of design cognition. An 

assumption is that the concept generation follows a similar temporal dynamic for each 

of the participants. Segmenting normalizes time across subjects and serves to average 

(a) (b)



patterns of cognitive activation across time. This moving window of fixed segments 

approach is adopted from design protocol studies (Kan & Gero, 2017) in which the 

design process was segmented into deciles (ten segments) or ventiles (twenty segments) 

for more details based on subject’s behavior. 

Oxy-Hb for each participant was normalized using Fisher z-transformation as z-

scores (Klein & Kranczioch, 2019). Participants’ change of Oxy-Hb was averaged 

together for each of the ten segments. For the individual level analysis of hemispheric 

lateralization, the dominant hemisphere is determined by the significant difference in 

the Oxy-Hb mean value between the left and right PFC (Mihov et al., 2010).  Two 

sample t-tests were used to compare average Oxy-Hb z-scores between participants in 

the two groups. ANOVA was used to compare between the brain regions. Significance 

was defined as p <0.05. Effect size was measured using Cohen’s d for the significant 

difference for t tests and Mann-Whitney U tests and η² (Eta squared) for ANOVA. The 

difference is regarded as a large effect when Cohen’s d > 0.8 and η² > 0.138 (Cohen, 

1977). 

5. Results 

5.1. Neurocognitive feedback increases student designers’ fluency of idea 

generation 

To address Research Question One, participants’ design behaviors were compared 

between the two groups. The participants who received the neurocognitive feedback 

produced more ideas (7.8 ideas on average) than the control group (3.8 ideas on 

average), and the difference was significant (t=1.00, p = 0.02). The time participants 

spent brainstorming was similar (p = 1.00) between the two groups. On average, 

participants who received the neurocognitive feedback spent less time brainstorming 



(163 seconds on average) than the control group (185 seconds on average). However, 

the neuro-feedback group was more fluent in their idea generation. A Mann-Whitney U 

test between the two groups shows that the time between ideas (fluency) was less (t = 

3.00, p = 0.05) for the experimental group (27 seconds between ideas on average) 

compared to the control group (48 seconds) with a large effect size (Cohen’s d = 1.51). 

Table 1 below includes the design metrics and statistical results between the two 

groups.  

Table 1. Design metrics 

 Control (SD) Neurocognitive 

feedback (SD) 

Mann-Whitney U 

test 

Number of ideas 3.8 (1.1) 7.8 (4.2) t = 1.00, p = 0.02* 

Total time in seconds 184.9 (93.3) 163.1 (29.9) t = 12.00, p = 1.00 

Time between concepts 47.9 (18.7) 26.6 (5.6) t = 3.00, p = 0.05 

Note: p*<0.05 

5.2.Neurocognitive feedback leads to sustained activation in the prefrontal 

cortex  

To compare the temporal difference in the activation between the control group (no 

neurocognitive feedback) and experimental group (neurocognitive feedback) (Research 

Question Two), we analyzed the group average of oxygenated blood (Oxy-Hb) in the 

prefrontal cortex (PFC) across the ten deciles (Table 2). In the first five deciles (deciles 

1-5), recurring high activation is observed in multiple channels for both groups. In the 

last five deciles (deciles 6-10), the experimental group showed repeating high 

activation, especially in the ventrolateral PFC. In contrast, the control group did not 

show high activation in the PFC in the second half of the brainstorming session 

compared to the experimental group.   



Table 2. Brain activation heat map for the control and neurocognitive feedback group 

by deciles  

Deciles Control Group Neurocognitive 

feedback Group 

Deciles Control Group Neurocognitive 

feedback Group 

1 

 

6 

 

2 

 

7 

 

3 

 

8 

 

4 

 

9 

 

5 

 

10 

 

 

Note: R = right hemisphere; L=left hemisphere. The scale shows the level of oxy-Hb as z-scores 

between -1 and 1 after z-transformation. The color of red and number of 1 means high 

level of activation. Blue and -1 means low level of activation.  



To explore the temporal change of participants’ neurocognitive activation in the 

PFC, the group averages of Oxy-Hb in the PFC were interpolated across the ten deciles. 

For the control group, the result showed a decay in brain activation when generating 

ideas during brainstorming (Figure 3). The slope of the linear fit was negative, which 

indicated a decrease in neurocognitive activation over time. This decay pattern was also 

observed in the activation heat maps in Table 2. In contrast, for the experimental group, 

the neurocognitive feedback intervention reversed the decay of activation. 

Neurocognitive feedback elicited sustained peak activation during concept generation as 

the linear fit slope is positive (Figure 4). The activation heat map in Table 2 also 

illustrates the sustained peak activation in the neuro-feedback group over the last five 

deciles.  

 

Figure 3. Decay in activation in the PFC for the control group 

 

Figure 4. Sustained activation in the PFC for the neurocognitive feedback group 



When participants received real-time feedback about their brain activation, they 

applied more cognitive effort in the PFC, shown in Figure 5. The average Oxy-Hb over 

deciles was significantly higher (t = 2.37, p = 0.027, Cohen’s d = 1.05) for the group 

with neurocognitive feedback compared to the control group. Another finding was the 

similarity of the cortical activation evolution over time that follows an oscillating curve. 

This phenomenon appears in both groups (Figure 5) and illustrates an alternation of 

activation and deactivation. This pattern might account for a cycle in the idea generation 

process during brainstorming. We also noticed that both the peak amplitude (highest 

amplitude value) and trough amplitude (lowest amplitude value) are higher in the 

experimental group compared to the control group. The amplitude remains high across 

time with neurocognitive feedback, whereas without this feedback, the amplitude drops 

across the brainstorming session. 

 

Figure 5. Higher activation and deactivation cycles in the PFC for the neurocognitive 

feedback group compared to the control group 

5.3. Neurocognitive feedback changes the region-specific activation variability 

between PFC sub-regions. 

As seen previously in the activation map in Table 2, the PFC sub-regions vary in their 

patterns of activation between the two groups. To investigate the impacts of 



neurocognitive feedback on the temporal activation of specific sub-regions in the PFC, 

we compared the average Oxy-Hb across deciles for each group in three sub-regions of 

the PFC: the dorsolateral PFC (DLPFC), medial PFC (mPFC), and ventrolateral PFC 

(VLPFC). Figure 6 illustrates the change of Oxy-Hb with interpolation over deciles for 

the control and neuro-feedback group for all three sub-regions. For the control group, 

DLPFC, mPFC, and VLPFC show changes across deciles. The Oxy-Hb for the control 

group average in the three sub-regions display no significant difference over ten deciles.  

For the experimental group with neurocognitive feedback, a similar occurrence was 

observed among the sub-regions, suggesting possible coordination and co-activation 

between regions. ANOVA indicates significant differences in activation levels (F(2,27) 

= 26.48, p < 0.001) among the sub-regions with a large effect size (partial 𝜂2 = 0.66). 

VLPFC shows a higher activation level than the DLPFC and mPFC across the ten 

deciles. Between the two groups, the most significant difference in sub-region activation 

is also observed in the VLPFC. 

 

               (a)             (b) 

Figure 6. Region-specific variability in PFC sub-regions: (a) the control group; (b) the 

experimental group with neurocognitive feedback 

Control Neurocognitive feedback



5.4. Neurocognitive feedback changes hemispheric lateralization during 

brainstorming 

Hemispheric lateralization appears when performing creative tasks (Mihov et al., 2010; 

Shulman et al., 2010). To investigate the effects of neurocognitive feedback on 

hemispheric lateralization during brainstorming, the dominant hemisphere is analyzed 

for each participant (Research Question Three). Similarly to prior research, in this study 

the dominant hemisphere was defined as the hemisphere with significantly higher 

activation compared to the other hemisphere (Mihov et al., 2010). Three out of five 

control group participants showed left-hemispheric dominance, and the remaining two 

showed right dominance. In contrast, all five participants in the experimental group with 

neurocognitive feedback displayed right-hemispheric dominance. As Table 3 illustrates, 

the Chi-square test suggests neurocognitive feedback (Chi-square = 4.29, p = 0.038) 

alters hemispheric lateralization and leads to right-hemispheric dominance during 

brainstorming.  

Table 3. Individual hemispheric dominance during brainstorming 

Group and Subject Hemispheric lateralization Percent of right dominance 

Control Group 

Sub01 Left (t = 9.04, p <0.001**) 37.0% 

Sub07 Right (t = -6.21, p <0.001**) 59.1% 

Sub08 Left (t = 9.62, p <0.001**) 36.6% 

Sub09 Left (t = 4.09, p <0.001**) 42.2% 

Sub10 Right (t = -4.48, p <0.001**) 55.7% 

Group Mean (SD)  46.1% (9.5%) 

Neuro-feedback Group 

Sub02 Right (t = -11.50, p <0.001**) 72.4% 

Sub03 Right (t = -8.98, p <0.001**) 73.1% 

Sub04 Right (t = -2.94, p=0.003*) 58.0% 

Sub05 Right (t = -14.31, p <0.001**) 71.8% 

Sub06 Right (t = -26.74, p <0.001**) 90.3% 



Group Mean (SD)  73.1% (10.2%) 

Statistical Results 

Hemispheric lateralization Chi-square = 4.29, p = 0.038* 

Percent of Right-dominance Mann-Whitney U test t=1.00, p=0.02* 

Note: p*<0.05, p**<0.001 

Besides measuring the overall hemispheric dominance throughout the task, the 

temporal hemispheric dominance dynamic was analyzed for each participant. Oxy-Hb 

in the left and right hemispheres of a participant during brainstorming is classified into 

two states of hemispheric dominance: right hemisphere dominance (mean Oxy-Hb in 

the right hemisphere > mean Oxy-Hb in the left hemisphere) and left hemisphere 

dominance (mean Oxy-Hb in the right hemisphere < mean Oxy-Hb in the left 

hemisphere). Figure 7 illustrates the mean Oxy-Hb in the left and right hemisphere and 

hemispheric dominance for all 10 subjects. The shaded colors of yellow and blue 

represent the two states of hemispheric dominance, right and left dominance, 

respectively.  

 

               (a)             (b) 



Figure 7. Oxy-Hb in the left and right PFC and hemispheric dominance: (a) control 

group; (b) neurocognitive feedback group 

The percentage of right dominance is calculated for all subjects and compared 

between the two groups using a Mann-Whitney U test. Right hemispheric dominance 

appears significantly more (t = 1.00, p = 0.02) in the neurocognitive feedback group 

compared to the control group as shown in Table 3 and Figure 7. The dominance of the 

right hemisphere increases from 46.1% of the task length (SD=9.5%) for the control 

group to 73.1% of the task length (SD = 10.2%) for the neuro-feedback group. The 

effect size is large (Cohen’s d = 2.44).  

Additionally, Figure 7 illustrates a sustained hemispheric dominance in the right 

hemisphere for the neurocognitive feedback group. More frequent dominance shifts 

occur in the control group than the neurocognitive feedback group. The average time of 

hemispheric dominance on one side of the brain is calculated for each subject. A Mann-

Whitney U test indicates a difference between the groups (t = 2.00, p = 0.03). The right 

hemispheric dominance duration is higher for the neurocognitive feedback group (Mean 

= 29.9 seconds, SD = 6.1 seconds) compared to the control group (Mean = 15.1 

seconds, SD = 2.6 seconds) with a large effect size (Cohen’s d = 3.16).  

5.5. Hemispheric lateralization correlates with designers’ behaviors 

Performing a correlation analysis between the individual percentage of right-

hemispheric dominance and ideation outcomes serves to understand the impacts of 

hemispheric dominance on the number of ideas generated and design fluency (Research 

Question Four). Figure 8 illustrates the positive relationship between the brain behavior 

and cognitive performance while generating ideas. The data for the correlation analysis 

is normalized between 0 and 1 with a min-max standardization. Pearson correlation 

coefficients between the distribution of right-hemispheric dominance, number of 



solutions, and design fluency (here design fluency is defined as 1/time between ideas) 

are significantly positive with large coefficients of determination.  

 

Figure 8. Correlation between (a) right-hemisphere dominance and number of design 

solutions, (b) right-hemisphere dominance and design fluency 

6. Discussion 

This study explored the prospective effectiveness of neurocognitive feedback to sustain 

design creativity during design ideation. Neurocognitive feedback has significant 

impacts on students’ behaviors when they generate ideas using brainstorming. On 

average, participants in the neurocognitive feedback group developed more solutions 

than participants in the control group. Neurocognitive feedback did not extend the time 

participants spent brainstorming but rather helped them become more efficient during 

the design ideation task. Consequently, the fluency of design ideas significantly 

improved. Differences in design fluency might be due to using varying cognitive 

strategies in the control and neurocognitive feedback groups. Participants in the control 

group might have spent their cognitive effort on unnecessary processing, limiting their 

search for new concepts. For example, two participants in the control group required a 

much longer time than the average completion time to generate more solutions at the 

(a) (b)



expense of losing efficiency and limiting fluency. In contrast, the experimental group 

who received real-time neurocognitive feedback and the instruction to “light up” their 

activation heat map, might have managed to regulate their neurocognitive processing to 

sustain brain activation and facilitate concept searching.  

Different activation patterns appeared across the PFC and its sub-regions. The 

average Oxy-Hb for the control group decays overtime. This decreasing activation 

pattern throughout the brainstorming session suggests reduced cognitive efforts. 

Participants in the control group allocated more cognitive resource to the left 

hemisphere resulting in resource constraints in the right PFC. Limited resources in the 

right PFC can explain the diminution of ideas for the control group. A prior study also 

reported a limitation of cognitive resource allocation for concept generation without 

proper instruction or tools (Hu et al., 2019; Shealy & Hu, 2017). Across time, 

participants receiving neurocognitive feedback succeeded in maintaining cortical 

activation and sustaining peak activation in their PFC, which coheres with the results on 

design fluency.  

The use of different cognitive strategies is reflected in the different patterns of 

brain activations. Prior neuroscience research found that patients with right frontal 

lesions were significantly impaired in a design fluency task (Jones-Gotman & Milner, 

1977). Design fluency tends to activate the PFC bilaterally but elicits more right-sided 

blood flow elevations during the task (Elfgren & Risberg, 1998). These results suggest 

design fluency might be mainly mediated by the right PFC (Baldo et al., 2001). The 

correlation analysis, shown in Figure 8, demonstrates the positive relationship between 

right-hemispheric dominance and design fluency. The findings in this study agrees with 

prior ones on the relation between the right PFC activation and design fluency. 

Neurocognitive feedback leads to a significantly increased temporal right-hemispheric 



dominance (from 46.1% to 73.1%). Correspondingly, participants in the neurocognitive 

feedback group generated more ideas with higher design fluency.  

Participants in the control group with higher dominance in the left hemisphere 

were not as productive as participants in the neurocognitive feedback group. The left 

PFC is usually associated with making analytical judgments, evaluation, verbal 

processing, and goal-directed behaviors (Gabora, 2010; Luft et al., 2017). We also 

observed a more frequent shift between the left-hemispheric and right-hemispheric 

dominance for the control group than the neurocognitive feedback group. Lateral 

hemisphere shifts might account for the different design behaviors between groups and 

should be explored in future studies.   

Sub-region analysis provides deeper insights into activation differences between 

the two groups. The region showing the most significant difference in activation levels 

is the ventrolateral PFC (VLPFC). The VLPFC is critical for combining existing 

information into new ideas and support the ability to generate alternatives to explore the 

problem space (Dietrich, 2004; Goel & Vartanian, 2005; Wu et al., 2015). Participants 

receiving neurocognitive feedback sustained activation in the VLPFC significantly more 

than participants in the control group. Activation differences in the VLPFC in our study 

supports previous findings in the neuroscience literature. Additionally, the similar 

evolution of Oxy-Hb in all three sub-regions for the neurocognitive feedback group, in 

contrast to the varying patterns of Oxy-Hb for the control group, might suggest better 

coordination and co-activation between sub-regions for when receiving neurocognitive 

feedback. Prior work in design cognition for creativity focused on brain coordination 

between different regions (Beaty et al., 2016; Kowatari et al., 2009). Higher 

coordination in the neurocognitive feedback group can explain the generation of a 

higher number and a better design fluency.  



7. Limitations 

As fNIRS-based neurocognitive feedback research is still in an early stage, 

standardizing methods for experimental design, training protocol, and offline processing 

is still under discussion. Using a loosely controlled experiment and removing the 

constraints of a block design would improve the current understanding about the 

underlying processes of design neurocognition (Hay et al., 2019). There are some 

limitations in the study. The first limitation is the sample size. A systematic literature 

review on neuropsychological study for creativity reports experiments with sample sizes 

between 5 and 78 participants (Mihov et al., 2010). Our sample size is in the lower 

range with ten participants. Nonparametric methods were used for comparisons between 

the two groups. Small sample size necessitates caution in the interpretation and 

generalization of the reported results. Future research should replicate the study with a 

larger sample size. Randomization was used to normalize individual difference (e.g., 

knowledge, skills, and also cognitive state) between the control and intervention groups, 

but future studies should further explore individual variations using a within-subject 

research design.  

The second limitation is the limited choice of behavioral measures: number of 

ideas and design fluency. Metrics, including quantity, quality, novelty, and variety, are 

essential for measuring the effectiveness of design ideation (Shah et al., 2003). 

Brainstorming requires suspended evaluation and is typically evaluated based on the 

novelty of solutions generated (Kudrowitz & Wallace, 2013). Osborn (1953), who 

developed brainstorming, noted that “it is almost axiomatic that quantity breeds quality 

in ideation.” It led us to use the quantity (i.e., number of unique ideas) as an objective 

measurement of design outcomes. Design fluency was exploited as a behavioral 

indicator since prior literature demonstrated that fluency and novelty of solutions 



positively correlate (Hocevar, 1979; Kudrowitz & Wallace, 2013; Paulus et al., 2011). 

More metrics related to design outcomes, such as novelty and quality, should be 

included in future studies to measure designers’ behaviors and outcomes. Here, the 

analysis focused more on the neurocognition of ideation during brainstorming with 

neurocognitive feedback. 

Another limitation of this study is the selection of brain regions of interest. 

Generally, neuroimaging studies that do not capture whole-brain activation have limited 

brain regions of interest (Ayaz et al., 2012; Cazzell et al., 2012). Only the prefrontal 

cortex (PFC) was monitored in this study. PFC acts as the neural basis of working 

memory and higher-order cognitive processing necessary for the creative process 

(Dietrich, 2004, 2019) but we do not suggest PFC is the “seat of creativity.” Other 

regions (e.g., parietal cortex) might be involved in creative design cognition and should 

be regions of interests in future studies. There are also limitations in the fixed, non-

overlapping, and equal fractioning technique. The segmentation method is based on the 

assumption that participants follow a similar path of cognitive activation. Future 

research could explore using a sliding window segmentation approach to capture 

dynamics in design neurocognition. The sliding window method can better capture the 

temporal dynamics of cognitive activation and avoid the assumption of similar patterns 

of cognitive activation among participants (Allen et al., 2014; Y. Zhang & Zhu, 2020). 

8. Conclusions 

Our results show a positive impact of neurocognitive feedback on student designers’ 

creative behavior during design ideation using brainstorming. Neurocognitive feedback 

improved their efficiency during the task resulting in a significant improvement of the 

fluency of design ideas generated. Across time, participants with the neurocognitive 

feedback succeeded in maintaining cortical activation in their prefrontal cortex, a brain 



region most closely related to working memory, cognitive flexibility, and abstract 

reasoning. This coheres with our findings on design fluency. The most significant 

increase of activation occurred in the ventrolateral PFC, an important region for 

combining existing information into new ideas and supporting the ability to generate 

alternatives to explore the problem space (Dietrich, 2004; Goel & Vartanian, 2005; Wu 

et al., 2015). While not all neurological changes have a causal relationship with 

cognition and behavior (Fishburn et al., 2014), an association between the number of 

ideas proposed and the increase of oxygenated blood in the PFC seems evident. The 

positive relationship between right-hemispheric dominance, and number of ideas 

produced and increased design fluency makes this brain - behavior correlation more 

apparent. Neurocognitive feedback led to a temporal right-hemispheric dominance, 

which is critical for creative processing (Mihov et al., 2010). 

These results should be interpreted with caution because of our limited sample 

size. The results presented in this paper demonstrate the prospective use of 

neurocognitive feedback to sustain idea generation, but more research is necessary. A 

larger sample and multiple additional studies are needed before formulating any 

generalization of the results. Future work should evaluate the effect of neurocognitive 

feedback on the quality of ideas generated (Shah et al., 2003), investigate coordination 

between different brain regions using network analysis (Hu et al., 2019; Shealy et al., 

2018), and explore the relationship between hemispheric dominance shifts and creative 

ideation. Future studies can begin to use more sophisticated prediction models to 

explain the relationship between the brain and behavior with more participants. While 

this study was focused on idea generation during brainstorming, similar opportunities 

emerge to improve performance during other phases of design.  
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Appendix: First/last mile problem 

Land-use patterns over the last century have pushed more jobs and people into lower-

density suburbs, which are often not within walking distance to existing mass transit. As 

a consequence, mass transit in these areas is less practical because of the distance to 

homes, which creates the first/last mile mobility challenge. This distance promotes 

a reliance on cars resulting in more traffic congestion, pollution, and urban sprawl. 

The first/last mile problem in transportation engineering is relevant in major cities and 

towns across the country. Departments of Transportation in Colorado and Utah and 

regional divisions of the Federal Highway Administration in Washington State, 

Arizona, and Florida are currently soliciting requests for proposals (RFPs) for solutions 

to the first/last mile problem.  

In the experiment, assuming you were working with a design firm to solve the ‘first/last 

mile problem’ in the village of Oak Brook, IL, you need to use the brainstorming 

technique to generate as many solutions as possible to the ‘first/last mile 

problem’ in Oak Brook, which requests for proposals (RFPs) for solutions. Oak Brook 

is near Chicago, IL and is one of the region’s largest employment centers with 2,000 

employers and employment of 60,000 people within its 5.3 square miles. It also 

includes one of the region’s largest retail centers. Your solutions should help connect 

the Village of Oak Brook and the Metra Commuter Rail service in order to reduce auto 

dependence of commuters working within Oak Brook.  



There is no time limit in the experiment. Please verbally speak out your solutions. When 

there is crosshair in the screen, please look at the crosshair and keep your mind at rest 

state 

(For the treatment group): 

When brainstorming, the heat map in the screen is the feedback from fNIRS which 

shows your brain activities in the prefrontal cortex. The color red means high activation 

and blue means low activation. Try to activate your brain to ‘red’ to generate more 

solutions! 
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