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This research explores the effect of the structuredness of design concept
generation techniques on temporal network neurocognition. Engineering
graduate students (n = 30) completed three concept generation tasks using
techniques with different levels of structuredness: brainstorming, morphological
analysis, and TRIZ. Students’ brain activation in their prefrontal cortex (PFC)
was measured using functional near-infrared spectroscopy (fNIRS). The
temporal dynamic of central regions in brain networks were compared between
tasks. Central regions facilitate functional interaction and imply information
flow through the brain. A consistent central region appears in the medial PFC.
Consistent network connections occurred across both hemispheres suggesting a
concurrent dual processing of divergent and convergent thinking. This study
offers novel insights into the underlying neurophysiological mechanism when
using these concept generation techniques.
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oncept generation is a critical step in the design process (Yang, 2009).
The cognitive activities involved in concept generation mobilize a
large range of cognitive functions (Heilman et al., 2003). For
example, divergent and convergent thinking, and the co-evolution of the
problem and solution spaces (Dorst & Cross, 2001; Maher & Poon, 1996).
The temporality of designing is an essential aspect of design cognition and re-
lates to the situatedness of design (Schon, 1983) both at a contextual level
(design artifact) and personal level (designer). The process of design follows
phases of analysis, synthesis, and evaluation (Asimov, 1962; Lawson, 2006)
Corresponding author: ~ ©rganized in time in a non-linear, non-monotonic form (Goel. 1995; Schon,
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Many techniques are available to designers during the critical phase of concept
generation, such as brainstorming, morphological analysis and TRIZ (Smith,
1998). These techniques vary in intuitiveness, motivation (e.g., inner sense
driven like brainstorming or problem driven like TRIZ) and structuredness
in their implementation (Gero et al., 2013). Using different techniques to
generate concepts leads to varying cognitive responses (Chulvi et al., 2012;
Gero et al., 2013; Tang et al., 2011). For example, structured techniques like
morphological analysis and TRIZ encourage designers to first think through
the problem before considering potential solutions (Gero et al., 2013). This
forced process can lead to varying patterns of neurocognitive activation in
response to the order of tasks and steps (Alexiou et al., 2011; Hu & Shealy,
2019; Shealy et al., 2018). Structured techniques like TRIZ, that follow a
well-defined set of steps can alter the temporal organization of design cogni-
tion (Altshuller, 1997).

The purpose of the research presented in this paper is two-fold: 1) to under-
stand the temporality of the underlying channels of communication in the
brain that support concept generation and 2) how the different structuredness
of techniques for concept generation leads to varying forms of coordination
between brain regions. Capturing and describing the temporal coordination
of distinct brain regions can provide a more complete understanding of the
drivers of design outcomes when using these techniques. Previous research
in design cognition has defined the foundations of design thinking processes
through indirect measurements like protocol analysis (Ericsson & Simon,
1984; Gero & Mc Neill, 1998; Van Someren et al., 1994). More recently, the
emergent use of neurophysiological techniques to study design cognition
(Alexiou et al., 2011, ¢2009; Borgianni & Maccioni, 2020; Fu et al., 2019;
Goucher-Lambert & McComb, 2019; Goucher-Lambert et al., 2019; Hay
et al., 2019; Vieira et al., 2020) and evaluation of design artifact (Goucher-
Lambert et al., 2017; Sylcott et al., 2013) offers a unique approach to better
understand the relation between designers’” minds and brains (Gero &
Milovanovic, 2020). The exploration of mapping between cognitive design
processes and neurological measurements can help determine whether the pro-
cess of design is a set of unique mental activities or a unique combination of
generic mental activities. The research presented in this paper is a step in
that direction.

This paper describes an exploratory experiment to characterize the design
cognition of concept generation using three ideation techniques. Changes in
brain connectivity, a marker of information flow, were measured over time
while generating design ideas using brainstorming, morphological analysis,
and TRIZ. There are many techniques for brainstorming (Osborn, 1993). In
the experiment presented here, brainstorming meant the fluid generation of
ideas and did not include a formal step of problem structuring. The process
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of morphological analysis and TRIZ integrate steps to structure the problem
before ideating.

Functional near-infrared spectroscopy (fNIRS) was used to measure changes
in patterns of brain activation. fNIRS captures cerebral hemodynamic re-
sponses by measuring the variation of oxygen in the blood, where an increase
in oxygenated hemoglobin (HbO) is considered as a proxy for brain activation.
The methods and analysis techniques contribute to a relatively new approach
in design cognition research by measuring changes in brain activity during
design (Gero & Milovanovic, 2020). The experiment allowed designers to
mimic a natural ideation phase of design by specifying a task and providing
them time to generate concepts at their own pace.

The framework used for data analysis stems from network neuroscience and
aims to explore the temporal changes in brain functional connectivity de-
pending on the particular concept generation technique. Network neurosci-
ence provides tools to analyze patterns of brain structure and function
(Bassett & Sporns, 2017; Fornito et al., 2016). Specifically, the ability to
compare participants’ brain functional connectivity using node centrality
and its evolution over time. An exploratory study investigating neuro-
network patterns of activation during brainstorming provided initial evi-
dence of concurrent dual processing between convergent and divergent
thinking during brainstorming using similar network centrality methods
(Milovanovic et al., 2020). The analysis presented in this paper extends the
prior work by comparing differences in neuro-network patterns of activation
when using three concept generation techniques. Compared to prior studies
(Alexiou et al., 2011; Goucher-Lambert et al., 2019; Hay et al., 2019; Vieira
et al., 2020), this study focuses on the temporal dimension of design ideation
and how differences in design states (level of structuredness) in the ideation
process are characterized using network analysis, a proxy for how informa-
tion flows in the brain.

The next section provides an overview of the cognitive functions associated
with concept generation and introduces brain network analysis as an approach
to measure changes in coordination between brain sub-regions during concept
generation. The methods section describes how changes in brain networks
were measured. The results and discussion sections offer new empirical evi-
dence of the underlying patterns of neurocognitive mechanisms while using
brainstorming, morphological analysis, and TRIZ. A mapping between cogni-
tive processes and brain functional connectivity is presented in the result and
discussion sections. The results and discussion also provide a synthesized anal-
ysis of the temporal aspects of neurocognitive activity during concept
generation.

Characterization of concept generation for engineering design



1 Background

1. Brainstorming, morphological analysis and TRIZ in
design cognition

Concept generation is a necessary part of the design process as it sustains de-
signers’ reflective thinking while developing ideas (Schon, 1983). Promoting
idea generation supports creativity and innovation in design proposals and
aims to limit early design fixation (Gero, 2011; Purcell et al., 1993). Many tools
can encourage concept generation (Goldenberg et al., 1999; Jonson, 2005;
Knoll & Horton, 2010) and rely on different strategies (Smith, 1998). Three
of these techniques are brainstorming, morphological analysis and TRIZ.

Brainstorming involves suspending judgment and criticism during the fluid
ideation of concepts (Osborn, 1993). The purpose of brainstorming is to in-
crease the flow of ideas (Osborn, 1993). In this study, brainstorming was
defined as the spontaneous generation of ideas. Morphological analysis relies
on a two-step process starting with an analytic strategy to decompose the
problem followed by a systematic association of partial solutions to sub-
problems to stimulate unconscious thoughts (Allen, 1962). TRIZ provides
even more structure to the concept generation process, with a set of procedures
to generate inventive solutions by defining the problem and looking at existing
solution principles, before developing a solution (Altshuller, 1997).

All three techniques rely on a co-evolution of the problem and solution spaces
(Dorst & Cross, 2001; Maher & Poon, 1996), but the use of a specific technique
might force the focus on one space over the other in time. By definition, TRIZ
elicits a cognitive behavior more focused on the problem compared to brain-
storming. More structuredness in the concept generation technique, as in
morphological analysis and TRIZ, leads to more reasoning in the problem
space than the solution space (Gero et al., 2013). Over time, the first half of
a concept generation session using morphological analysis looks similar to a
TRIZ session, and its second half looks like a brainstorming session. Design
cognition literature states the effect of techniques on design processes
(Chulvi et al., 2012; Gero et al., 2013; Tang et al., 2011). Neurocognitive
studies also suggest that techniques affect how brain regions are recruited dur-
ing concept generation (Shealy, Gero, Hu, & Milovanovic, 2020; Shealy &
Gero, 2019).

1.2 Brain regions of interest to study concept generation in
neurocognition

The experiment presented in this paper focuses on analyzing the prefrontal
cortex (PFC) since it plays an important role in ideation and creativity for
design tasks (Aziz-Zadeh et al., 2013; Fink et al., 2009; Goel, 2014; Goel &
Grafman, 2000). Goel et al. (1997) found that patients with lesions in the
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PFC when engaged in real life open-ended planning, struggled to structure the
design problem, compared to patients without such lesions. This finding sup-
ports the importance of the PFC for ill-structured planning and problem solv-
ing. According to Miller and Cohen (2001), the PFC is critical for internal
representation of goals and the means to achieve them. The PFC controls ex-
ecutive functions in the brain, such as planning, decision-making, attention,
and working memory (Glimcher & Fehr, 2013). A prior study found concept
generation produces bilateral coordination between the left and right hemi-
spheres in the PFC (Shealy & Gero, 2019).

Sub-regions in the PFC are interconnected, especially the ventrolateral PFC
(VLPFC) and dorsolateral areas (DLPFC) (Miller & Cohen, 2001). The
PFC anatomical sub-regions are shown in Figure 1. Sub-regions within the
PFC are especially necessary for concept generation and critical for the dual
reasoning process required for design (Goldschmidt, 2016). Creative tasks
strongly involve the right DLPFC and association tasks actively recruit the
medial PFC (Bhattacharya & Petsche, 2002). Goel and Grafman (2000) inves-
tigated concept generation abilities of a designer with lesions in the right hemi-
sphere and a designer without brain damage. They found the right DLPFC is
critical for ill-structured representation and computations. This finding is sup-
ported by Gilbert et al. (2010) analysis of neural activation comparing struc-
tured and ill-structured design problems.

Generally, the left PFC controls judgments (Luft et al., 2017) and the right
PFC is activated for empathy (Henson et al., 1999) and divergent thinking
(Zmigrod et al., 2015). Another sub-region of interest is the right ventrolateral
PFC as it supports the generation of alternative hypotheses to explore the
problem space (Goel & Vartanian, 2005). Even though PFC sub-regions
tend to be associated with specific functions, according to Miller and Cohen
(2001) sub-regions in the PFC can respond to a variety of information types.
Concept generation relies on dual cognitive processes, such as convergent and
divergent thinking. While convergent and divergent thinking tend to be asso-
ciated with particular regions in the PFC, some studies suggest a bilateral acti-
vation while performing such tasks (Aziz-Zadeh et al., 2013). Table 1
summarizes, non-exhaustively, the cognitive functions associated with the
PFC and its sub-regions when generating concepts.

1.3 Brain networks to explore brain region co-activation
while designing

Functional connectivity networks provide an approach to analyze possible
parallel activity in the brain. Brain networks help construct a better under-
standing of the underlying mechanisms in the brain that support cognitive pro-
cessing during concept generation. Functional connectivity is defined by
measuring co-occurrence of brain signals from different brain regions
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Figure 1 Position of the PFC and its sub-regions in the brain ( Base of brain image copyright © Society for
Neuroscience (2017))

Table 1 Cognitive functions associated to the PFC and its sub-regions in concept generation and creative tasks

Part of the brain Associated functions

Prefrontal cortex (PFC) e Planning and executing (Dietrich, 2004)
e Sustaining focused attention, information selection and
perform executive functions (Lara & Wallis, 2015)
Right prefrontal cortex (PFC) e Divergent thinking (Aziz-Zadeh et al., 2013; Goel &
Grafman, 2000; Wu et al., 2015)
e Strong synchronization in the right PFC is associated with
higher originality in solution generation (Fink et al., 2009)
Right dorsolateral prefrontal cortex (DLPFC) e Bilaterally active with left DLPFC while performing creative
tasks (Aziz-Zadeh et al., 2013)
Performance on creative problem solving and visuo-spatial
divergent thinking (Kleibeuker et al., 2013)
Plays a critical role for ill structured representation and com-
putations (Goel & Grafman, 2000)
Higher activation for design tasks (ill structured) than for
problem-solving tasks (structured) (Gilbert et al., 2010)

Right ventrolateral prefrontal cortex (VLPFC) e Evaluating problems rather than solving it (Aziz-Zadeh et al.,
2009)
e Support the generation of alternative hypothesis to explore
the problem space (Goel & Vartanian, 2005)
Left prefrontal cortex (PFC) e Rule-based design and goal-directed planning (Aziz-Zadeh

et al., 2013)
Making analytical judgment (Gabora, 2010)
e Control judgment (Luft et al., 2017)

Left dorsolateral prefrontal cortex (DLPFC) e Bilaterally active with right DLPFC while performing crea-
tive tasks (Aziz-Zadeh et al., 2013)
e Goal directed planning of novel solutions (Aziz-Zadeh et al.,
2013)
Medial prefrontal cortex (mPFC) e Ability to simulate future imaginative events (Meyer et al.,
2019)

(Fornito et al., 2016). It implies that two regions in the brain have coherent and
synchronized dynamics. Pearson’s correlation reveals similarity of behaviors
between two regions (measured through the channels in fNIRS). A strong

Design Studies Vol 76 No. C Month 2021



correlation, however, between two regions may not guarantee functional con-
nectivity (Mohanty et al., 2020). From correlation matrices, functional con-
nectivity networks are built. Their topological analysis enables a
quantitative description of functional coordination and highlights potential
connections between brain regions (Bassett & Sporns, 2017).

Whole brain networks can be classified through modules (Meunier et al.,
2009). A module contains an ensemble of dense short-range connections
and can connect to other modules in the brain through longer-range connec-
tions (Fornito et al., 2016). High order cognitive tasks, like concept genera-
tion, likely engage multiple modules simultaneously (Meunier et al., 2009).
Through the analysis of networks, the role of regions in the brain while
generating concepts can be identified and mapped onto design cognitive
processes.

Brain networks metrics serve to explore functional connectivity and informa-
tion processing in the brain, through characteristics such as node centrality
(i.e., nodes with the most edges in the network) (Borgatti, 2005; Fornito
et al., 2016, pp. 137—161). This universal concept in social network analysis
is widely used in neurocognitive studies (Fornito et al., 2016; Zuo et al.,
2012). For example, brainstorming, morphological analysis, and TRIZ pro-
duce distinctly different patterns of network connections (Hu et al., 2018).
Different patterns of network connections reflect different ways of processing
information in the brain. Brainstorming produces the least dense network and
offers the fewest solutions compared to morphological analysis and TRIZ
(Shealy et al., 2018).

Central regions in the brain facilitate functional interaction and act as a con-
trol for information flow as it interacts with many other brain regions
(Borgatti, 2005; Rubinov & Sporns, 2010). The interactions between dynamics
of brain regions might be influenced by the technique being used during
concept generation. What remains unclear is what sub-regions in the PFC
are most central to these network connections. Brain networks have been
used to explore underlying neural correlates of creativity (Beaty et al., 2015,
2018) for the generation of alternate uses to common objects (Guilford,
1967) but little is known about brain functional connectivity during concept
generation. Prior studies in design neurocognition focused primarily on brain
activation (Alexiou et al., 2009, 2011; Hay et al., 2019; Vieira et al., 2020) more
than functional connectivity. The expectation in the study presented in this pa-
per was to observe a change in brain network connection over time because
different cognitive processes are engaged at different times (McIntosh, 2000).
The order that sub-regions are recruited for task completion fundamentally
shifts how information is processed, interpreted, and organized in the brain
(Mheich et al., 2019).

Characterization of concept generation for engineering design



2 Research questions

The design research community has begun to explore design neurocognition
(Borgianni & Maccioni, 2020). Prior research highlights differences between
problem solving and ideation (Alexiou et al., 2009; Hay et al., 2019; Vieira
et al., 2020) and temporal changes in design neurocognition (Goucher-
Lambert & McComb, 2019; Nguyen et al., 2019) but research comparing
the effect of problem structuring on design neurocognition is underexplored.
The exploratory study presented in this article provides new insight about
how information flows through brain functional connectivity and the effect
of design techniques on the temporal dynamic of brain functional connectivity.
The research questions addressed are what sub-regions in the PFC are most
central during concept generation and how does node centrality in the PFC
change over time when generating concepts using techniques with varying
levels of design problem structuring?

3 Methods

Multiple instruments are available to measure changes in brain activation,
including electroencephalography (EEG), functional magnetic resonance im-
aging (fMRI), and functional near-infrared spectroscopy (fNIRS). EEG has
excellent temporal resolution but relatively low spatial resolution. This limits
the ability to locate brain regions, although recent, high-end models have
increased the spatial resolution through the use of 256 channels. The spatial
resolution of fMRI is much higher than EEG and fNIRS. However, data
collection with fMRI is constrained because the scanner encloses participants
inside a large tube. The relatively low spatial resolution of EEG and the unre-
alistic setting of fMRI makes fNIRS an appropriate instrument for design
research (Shealy & Hu, 2017). fNIRS allows subjects to sit in a naturalistic
setting and provides relatively good spatial (with a brain penetration of
around 3 cm depth) and temporal resolution. It emits near-infrared light
into the human cortex, and sensors detect reflected light that is not absorbed.
The change in light absorption indicates a change in oxygenated (HbO) and
deoxygenated hemoglobin. fNIRS is regularly used as an instrument to mea-
sure neurocognition (Ferrari & Quaresima, 2012). Its resistance to head and
body movement makes it a relevant tool to measure more naturalistic tasks
such as the process of design (Balardin et al., 2017).

3.1 Experiment design

3.1 Design tasks

Thirty graduate engineering students (all right-handed, 22—26 years old) were
recruited to participate in the study. All participants had taken courses in en-
gineering design and were familiar with brainstorming. They were given in-
structions on morphological analysis and TRIZ. Participants received three
design tasks: designing a device to assist the elderly with raising and lowering
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windows, designing an alarm clock for the hearing impaired, or designing a
kitchen measuring tool for the blind (see Appendix for design briefs). Partici-
pants were instructed to use one of three techniques to develop a conceptual
solution for each of the problems. In our study, we used Altshuller’s 40 design
principles and a digital table of contradiction as TRIZ tools. The order of tech-
niques and problems were assigned randomly. Each student generated concept
solutions for all three problems using one of the three techniques. No time
limit was given to participants. Students were encouraged to draw their designs
on paper or write their ideas (Figure 2). Students took an average of 7.53 min
(SD = 3.25 min) for brainstorming, 11.02 min (SD = 4.70 min) for morpho-
logical analysis, and 13.34 min (SD = 5.03 min) for TRIZ. Most participants
generated multiple design solutions or sub-solutions when using each of the
techniques.

Compared to brainstorming, morphological analysis and TRIZ are structured
in phases. The first phase consists of refining the design problems, that is fol-
lowed by the generation of solutions. In this experiment, these phases were
monitored but the analysis presented here focused only on the solution gener-
ation phase for all three techniques. This enabled comparison of concept gen-
eration for all three levels of design problem structuredness. Open-ended
problems, like the design tasks given to participants, are considered ill-
structured problems. For brainstorming, concept generation was parallel to
problem structuring. No instructions were provided about how to structure
the problem. As part of the morphological analysis technique, participants
were given instructions to fragment the problem in sub-problems before gener-
ating solutions, and therefore, the problem was semi-structured when partici-
pants started proposing conceptual solutions. As part of the TRIZ technique,
participants were asked to first identify the problem and formulate it, before
generating conceptual solutions to answer the problem. Analysis and compar-
isons were made for the phases of the concept generation technique, not prob-
lem framing or decomposition. Example results for the task of designing a
device to assist the elderly with raising and lowering windows are presented
in Figure 2.

3.1.2 Data collection

The fNIRS cap from the LIGHTNIRS fNIRS system (Shimadzu Co., Kyoto,
Japan) was used with a sampling frequency of 4.44 Hz to record the change in
participants’ HbO in their PFC. The sensor placement on the fNIRS cap is
shown in Figure 3(a). The sensors were placed using the 10/20 international
system and formed a total of 22 channels. A channel is the combination of a
light source and an adjacent light receiver. Participants were instructed to
reduce their head motion during the task, although they had the freedom to
use a pen and paper. Multiple sub-regions of the prefrontal cortex (PFC)
were covered, including the dorsolateral prefrontal cortex (DLPFC: channels

Characterization of concept generation for engineering design
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Figure 2 Three examples of participants’ design ideas for the first problem: designing a device to assist the elderly with raising and lowering

windows

1,2, 3,9 and 10 in the right hemisphere, and channels 5, 6, 7, 13, and 14 in the
left hemisphere), ventrolateral prefrontal cortex (VLPFC: channels 8, 16 and
17 in the right hemisphere, and channels 15, 21 and 22 in the left hemisphere),
orbitofrontal cortex (OFC: channel 18 in the right hemisphere, and channel 20
in the left hemisphere), and medial prefrontal cortex (mPFC: channels 4, 11, 12
and 19) as represented in Figure 3(b). This same source dataset analyzed in
previous studies (Hu et al., 2018; Milovanovic et al., 2020; Shealy et al,
2018, 2020a; Shealy & Gero, 2019) was used in this network study.

3.2 Data analysis
3.2 fNIRS data pre-processing

Many techniques are available to pre-process fNIRS raw data but no specific
standards are defined (Kamran et al., 2016). In the following section, the steps
taken were based on previous fNIRS studies to process the data (Hu & Shealy,
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Figure 3 (a) Sensor configuration and (b) sub-regions of the PFC monitored with channel placement ( Base of brain image copyright © Society

for Neuroscience (2017))

2019; Naseer & Hong, 2015; Sato et al., 2011). The data for three subjects were
removed from the analysis due to bad signals. The remaining fNIRS raw data
were processed using a bandpass filter (frequency ranging between 0.01 and
0.1 Hz, third-order Butterworth filter) to remove high-frequency instrumental
and low-frequency psychological noise (Santosa et al., 2017). To remove mo-
tion artifacts, ICA (independent component analysis) with a coefficient of
spatial uniformity (CSU) of 0.5 was applied. The filtering process was done
with Shimadzu fNIRS software. The analysis was based on filtered HbO,
which aligns with previous studies (Baker et al., 2018; Brockington et al.,
2018).

3.2.2 Brain networks metrics

Functional connectivity is defined as a statistical dependence between the time
series of measured neurophysiological signals (Fornito et al., 2016). Brain net-
works are representations of functional connectivity and stand as useful tools
to study complementary characteristics of brain activation during a task
(Bassett & Sporns, 2017; Fornito et al., 2016; McIntosh, 2000). Two regions
can be functionally connected if they have coherent and synchronized dy-
namics. In this study, a Pearson correlation matrix between variations in
HbO processed signal channels provided an indicator of activation similarity
between two channels. This technique for network metrics is illustrated in
Figure 4(a) and (b). It follows the method from prior studies (see Allen
et al., 2014; Fornito et al., 2016; Kitzbichler et al., 2011; Zhang & Zhu,
2020). Using a threshold on the correlation matrix, a network of the most
correlated nodes was generated, i.e., nodes that undergo a similar trend of
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Figure 4 Network generation from the correlation matrix of HbO values from each channel (Base of brain image copyright © Society for

Neuroscience (2017))

activation across time (Figure 4(d)). Thresholding is a critical step in network
analysis as it highly influences the network’s topology. There is no consensus
on the particular value for the threshold to be used (Fornito et al., 2016, pp.
383—419). Using a local threshold across participants allowed for a unique
network for each subject representing their brain network backbone
(Serrano et al., 2009) and conserve the same number of connections so that
network densities remain constant.

Neural networks are described as small-world networks, between regular lat-
tice graphs and random ones, meaning that brain networks normally have a
dense local connectivity with fewer long-range connections (Achard &
Bullmore, 2007; Fornito et al., 2016). According to Achard and Bullmore
(2007) selecting a local threshold to obtain a network representing the top
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5—34 % of the network provides networks with small-world characteristics,
and are representative of functional connectivity networks. In Achard and
Bullmore’s (2007) study, within that range of threshold, networks represent-
ing the top 21 % of the edges had the best network cost efficiency. Different
local thresholds were used so that networks represented either 15 %, 20 % or
25 % of the highest node correlations. This is similar to previous studies
(Achard & Bullmore, 2007; Jiang et al., 2019; Mizuno et al., 2019). This
part of the analysis was conducted using Python libraries (Numpy, Pandas,
and Networkx).

323 T emporal functional connectivity analysis

Studying network connectivity over time is a key aspect because functional
connectivity is temporal (Zhang & Zhu, 2020). The analysis used a non-
overlapping window approach to equally divide the design process into ten
segments. This segmentation normalizes the concept generation sessions
over time, given that each concept generation phase had a slightly different
time length because participants were not given a time constraint. The segmen-
tation of the design process into ten equal segments, or deciles, is common in
design cognition studies (Kan & Gero, 2017). The use of deciles provided a
method to characterize the temporal aspect of concept generation neurocogni-
tion for each technique over time. The approach for creating deciles followed
similar design cognition studies (Gero et al., 2013; Kan & Gero, 2017;
Milovanovic & Gero, 2018, pp. 2099—2110). For each technique, a Pearson’s
correlation matrix was generated for each participant for each of their deciles,
then each decile was averaged across participants. Each decile’s averaged cor-
relation matrix serves as input to generate the network. See Figure 5 for anal-
ysis steps.

For each technique and each decile, the PFC network was generated for all
three thresholds (15 %, 20 %, and 25 %). Network characteristics provide a
lens to analyze functional connectivity through measures like centrality. Topo-
logical centrality in brain networks expresses the capacity of a node to influ-
ence or be influenced by other connected nodes (Fornito et al., 2016).
Network centrality based on node degree describes the nodes with the most
edges in the network. Central nodes, or nodes with the highest number of con-
nections in the network, facilitate functional interaction and act as a control
for information flow as it interacts with many brain regions (Borgatti,
2005). Central nodes account for fNIRS channels that co-activate in a similar
pattern with a high number of other channels. It implies that their variations in
HbO are alike and account for a form of coordination between brain regions.
From each network, node centrality is measured for each node based on the
number of connections they have with the other nodes in the network. To iden-
tify consistent central nodes, node centrality values (ranging from 0 to 1) for
each of the brain network (top 15 %, 20 % and 25 %) were averaged.
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Figure 5 Example of group analysis steps for the analysis of the dynamic functional connectivity: (a) seg-
mentation of participant brain activation in ten deciles, (b) generation of a correlation matrix for each decile
of each participant, (c) average of correlation matrices for each decile, (d) generation of PFC network for

each decile. (Base of brain image copyright © Society for Neuroscience (2017))
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4 Results: temporal analysis of brain networks while
generating concepts

Following the analysis steps described in section 4.2.2 and in Figure 5, node cen-
trality shifts over time were analyzed for each decile for each task. As introduced
in section 2.3, node centrality relates to functional interaction and central nodes
act as a control for information flow (Borgatti, 2005; Rubinov & Sporns, 2010).

4.1 Observations of bilateral activation across deciles for all
tasks

A common finding across all concept generation techniques is a bilateral co-
activation. For example, in Figure 6 (a) representing decile 5 of the morpho-
logical analysis task, the central node appears in the right part of the DLPFC,
a region associated with higher performance on creative problem solving and
visuo-spatial divergent thinking (Kleibeuker et al., 2013). The activation of
this central node is correlated with 10 other nodes. Four are situated in the
same part of the PFC that represents short-range connections. Four other
co-activated nodes are situated in the left part of the PFC (DLPFC or
VLPFC). These long-range connections in the network suggest a bilateral acti-
vation between left and right DLPFC, observed while performing creative
tasks (Aziz-Zadeh et al., 2013). Here, the left part of the DLPFC (central
node) acts as a control for information flow (Borgatti, 2005; Rubinov &
Sporns, 2010). This pattern of connection between the central node and co-
activated node also appeared in TRIZ.

A symmetric network pattern occurred frequently across deciles for each task.
The central node appears in the left part of the PFC, with short range connec-
tions to adjacent nodes and long-range connections to the right PFC as in
Figure 6(b) representing decile 5 in the brainstorming task. A similar pattern ap-
pears in other deciles of the concept generation session (see deciles 1 and 5 in the
brainstorming task; deciles 1, 2 and 7 in the morphological analysis task; deciles
1, 2, 5 and 10 in the TRIZ task). When central nodes are situated in one side of
the PFC, they are always connected to nodes in the medial PFC and the other
side of the PFC.

Central nodes appearing in the medial PFC always connect to nodes in the left
and right sub-regions of the PFC, implying a co-activation between those nodes
(see an example of such pattern in Figure 6 (c) representing decile 8 in the TRIZ
task). The medial PFC (central node), relating to adaptative decision-making,
memory retrieval (Euston et al., 2012) and the ability to simulate future imagined
events (Meyer et al., 2019), becomes the control for information flow (Borgatti,
2005; Rubinov & Sporns, 2010). This third common pattern emerges across all
tasks (all deciles expect 1, 5 and 8 in the brainstorming task; deciles 3, 4, 8, 9
and 10 in the morphological analysis task; deciles 4, 8 and 9 in the TRIZ task).
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Figure 6 Exemplary patterns of central node connections to other sub-regions of the PFC for networks representing the top 20 % of the cor-
relation between nodes: (a) the central node is situated in the right part of PFC and connects to the left side of the PFC, example of decile 5 in
the brainstorming session (b) the central node is situated in the left part of PFC and connects to the right side of the PFC, example of decile 5 in
the morphological analysis session (c¢) the central node is situated in the medial part of PFC and connects to the left and right side of the PFC,

example of decile 8 in the TRIZ session. (Base of brain image copyright © Society for Neuroscience (2017))

4.2 Unstructured concept generation. brainstorming temporal
analysis

For the brainstorming task, the central node appears repeatedly in the mPFC for
7 deciles (see, Figure 7). For the first 5 deciles, the central node moves from the
left orbitofrontal cortex (OFC) to the medial part of the PFC and then to the left
VLPFC for the 5th decile. The left part of the PFC tends to be associated with
rule-based design (Aziz-Zadeh et al., 2013) whereas the mPFC is associated with
adaptive decision making and memory retrieval (Euston et al., 2012). In the
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Figure 7 Transition paths of central nodes for brainstorming across time (Base of brain image copyright ©

Society for Neuroscience (2017))

second half of the session, the central node appears in the mPFC, a region gener-
ally associated with creative problem solving and visuo-spatial divergent
thinking (Kleibeuker et al., 2013).

4.3 Semi-structured concept generation: morphological
analysis temporal analysis

For morphological analysis, similar to brainstorming, the central node often
appears in the mPFC (deciles 2, 8, 9 and 10), associated with adaptive decision
making, memory retrieval (Euston et al., 2012) and the simulation of future
events (Meyer et al., 2019) (Figure 8). Central nodes also appear in the left
DLPFC (deciles 3), a region generally related to rule-based design (Aziz-
Zadeh et al., 2013) or the left OFC (deciles 1 and 7), generally associated
with dynamic reward in decision-making (Shimokawa et al., 2009). In the mid-
dle of the concept generation phase, nodes situated in the right PFC are central
(deciles 4, 5 and 6), regions generally associated with creative problem solving
and visuo-spatial divergent thinking (Kleibeuker et al., 2013) and the genera-
tion of alternative hypothesis to explore the problem space (Goel & Vartanian,
2005) (Figure 8).

4.4 Structured concept generation. TRIZ temporal analysis
For TRIZ, the central node appears less frequently in the mPFC than for
brainstorming. In the first 5 deciles, the central node shifts between the
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Figure 8 Transition paths of central nodes across time for morphological analysis ( Base of brain image copy-

right © Society for Neuroscience (2017))

mPFC (deciles 1,3 and 4) to the left DLPFC (deciles 2 and 5). In decile 3, two
central nodes are situated in the mPFC and the right DLPFC (Figure 9). Each
region associates with different cognitive functions in design and creativity.
For the two following deciles (6 and 7), the central node remains in the
OFC, a region recruited in risky decision-making (Shimokawa et al., 2009).
In the last deciles, the central node is situated within the left DLPFC
(Figure 9), a brain region generally associated to rule-based design, goal
directed planning (Aziz-Zadeh et al., 2013) and analytical judgement
(Gabora, 2010; Luft et al., 2017) and in the right OFC.

45 Temporal representation of cognitive functions associated
to central regions for each technique

Using deciles serves to characterize the temporal aspect of concept generation
neurocognition for each technique. In Figure 10, each timeline represents var-
iations of central regions over time for each concept generation technique.
Central regions are represented for each decile on the timeline and are associ-
ated with cognitive functions related to those regions based on previous work
(see Table 1). Central nodes play a role in information flow in the brain
(Borgatti, 2005; Rubinov & Sporns, 2010). We observe qualitative differences
between techniques. For instance, during brainstorming, the mPFC appears as
the main central region. For morphological analysis and TRIZ, the central re-
gion tends to shift between hemispheres. This dynamic could be related to the
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Figure 9 Transition paths of central nodes across time for TRIZ (Base of brain image copyright © Society

for Neuroscience (2017))

level of structuredness of the design problem before generating concepts as
different cognitive functions are engaged by participants for each case.

S Discussion

The results identify central nodes in the brain network over time. Highly con-
nected nodes might act as focal points to converge and diverge information in
the network (Fornito et al., 2016). The temporal analysis revealed changes in
node centrality over time, which suggests changes in cognitive functions during
concept generation. The three main findings from the study are:

1) The results provide evidence of concurrent activation in left and right
PFC during ideation. This suggests concurrent divergent and convergent
design processes during concept generation.

2) The mPFC is recurrently a central node implying that this sub-region is
key in information flow during concept generation. This could account
for the socio-emotional processes involved in designing.

3) Three similar patterns of networks appear for all three techniques, presented
in Figure 6. Each network pattern suggests a different type of information
flow which could be characteristic of concept generation. The temporal or-
ganization of those patterns over time changes for each technique, which
could be related to specificity of cognitive processes engaged to generate
ideas from design problems with different levels of structuredness.
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Figure 10 Concept generation timeline showing PFC sub-regions centrality, a proxy for information flow, for brainstorming, morphological

analysis and TRIZ. Cognitive processes that recruit each sub-region are associated to it based on previous findings

5.1 Concurrent convergent and divergent thinking when
generating concepts

In the design literature, designing is described as an iteration of divergent
and convergent thinking (e.g., lateral transformation — divergent thinking
— and vertical transformation — convergent thinking (Goel, 1995)) that re-
lates respectively to two neural states, defocused attention and focused
attention (Gabora, 2010; Goel, 2014; Goldschmidt, 2016). Across tasks, a
recurrence of bilateral connections between the central node and connected
nodes is sustained. If the central node appeared on the left or right side of the
PFC, it is most likely connected to the other side of the PFC through long
range connections. If the central node appeared in the medial PFC, it is
commonly connected to both sides of the PFC. Connections in the network
symbolize a similar behavior between connected nodes, and suggest infor-
mation flow between nodes (Borgatti, 2005; Rubinov & Sporns, 2010). At
a cognitive level, a possible explanation for these observations is the occur-
rence of a concurrent divergent (activation in the right part of the PFC) and
convergent thinking (activation in the left part of the PFC). Using
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linkography (Goldschmidt, 1990, 2014), Goldschmidt (2016) provided
empirical evidence of concurrent divergent and convergent thinking while
designing. The long-range bilateral connections observed in the PFC across
time and tasks suggest a concurrent dual processing of divergent and
convergent thinking while generating concepts. These findings align with
previous work pointing toward a co-activation of multiple networks (exec-
utive and default brain network) during creative processes (Beaty et al.,
2015; Dietrich, 2004; Ellamil et al., 2012). These results point toward an as-
sociation of both processes instead of the common discretization of diver-
gent and convergent thinking in the cognitive approach to creativity
(Guilford, 1967; Jaarsveld & Lachmann, 2017).

5.2 Role of the mPFC during concept generation: adaptative
decision making

The mPFC is recurrently central during brainstorming, morphological anal-
ysis, and TRIZ. Central nodes appear primarily in the medial part of the
PFC during the brainstorming sessions (during 7 deciles, see Figure 10), half
of the time in the morphological analysis sessions (see Figure 10) and less in
the TRIZ sessions (during 3 deciles, see Figure 10). When the central nodes
appear in the mPFC, it connects to regions in both hemispheres of the PFC
(see Figure 6, A2 and A3 in Appendix), implying a possible transfer of infor-
mation between those sub-regions. The mPFC is widely believed to be an
essential node for neural networks relevant for socio-emotional processing,
such as cognitive empathy and perspective-taking (Seitz et al., 2006). Given
that three similar design problems asked participants to design products for
disadvantaged groups (i.e., elderly, the hearing impaired, and the blind), this
consistently central region might suggest processing of cognitive empathy
when generating concepts. Prior neuroscience literature also suggests the
mPFC is recruited in memory retrieval and association learning (Euston
et al., 2012). Another possible explanation for the recruitment of this region
as most central in the mPFC is that students cognitively made associations
during concept generation. The dominance of the mPFC centrality over
time correlates with the structuredness of the concept generation technique.
For the unstructured technique (i.e., brainstorming), the mPFC is dominantly
central (8 deciles out of 10) whereas for the structured techniques (i.e., TRIZ)
the mPFC remained central for 4 deciles out of 10. During creative tasks, the
ability to simulate future imagined events is associated to the mPFC (Meyer
et al., 2019), which provides a possible explanation for the difference in the
mPFC centrality dominance over time.

5 .3 Characterization of concept generation neurocognition
depending on ideation techniques

Observing a similar brain activity (i.e., location of central nodes and type of
connections) between techniques is not surprising since the core activity is
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idea generation. This finding aligns with some previous work pointing out no
significant changes in neural activation between a constrained design task and
an open-ended design, implying that a similar neural process was engaged for
both tasks (Hay et al., 2019), although contrary results have been found in
other studies (Vieira et al., 2020).

Across tasks, similarities are found in the position of central nodes and type of
networks. The differences observed in the three techniques appear more in the
temporal organization of network patterns. This could relate to the level of
structuredness of the design problem before generating concepts, soliciting
different types of design thinking processes.

5.4 Limitations

Brain network analysis with fNIRS data provides a set of useful tools to
explore patterns of neurocognition, but it still lacks a well-defined analytic
framework as no specific standards are defined (Fornito et al., 2016;
Kamran et al., 2016). The results presented in this paper have several limita-
tions connected to the network analysis methods regarding the similarity mea-
sure, thresholding and the dynamic analysis. Networks in this study were built
on Pearson’s correlation commonly used to build brain networks (Allen et al.,
2014; Fornito et al., 2016; Kitzbichler et al., 2011; Zhang & Zhu, 2020). Other
correlation methods such as wavelet coherence can also be used to generate
brain networks (Achard & Bullmore, 2007; Bullmore & Sporns, 2009) and pro-
vide an alternative measure of similarity that is not well captured by Pearson’s
correlation (Mohanty et al., 2020). In future work, several types of correlation
techniques could test for wvariations in representation of functional
connectivity.

A second limitation of the method is the network thresholding technique.
Thresholding is an important step in network analysis because it defines the
network’s topology. There is no consensus on the particular value for the
threshold to be used (Fornito et al., 2016). A global threshold, based on a fixed
limit value, or a local threshold, based on a varying limit value, are two alter-
natives to threshold the network. In previous studies, a global threshold was
set (Milovanovic et al., 2020; Shealy, Gero, Hu, & Milovanovic, 2020).
Here, a local threshold across participants was used because it provides the
same density networks for each subject. The threshold technique and value
used were chosen based on previous work (Achard & Bullmore, 2007; Jiang
et al., 2019; Mizuno et al., 2019).

Most experiments in design neurocognition studies are based on block
experimental design (Hu & Shealy, 2019) and well-defined tests such as
the AUT (Alternate Uses Task) (Beaty et al., 2015), meaning they capture
a series of repeated short tasks lasting between 30 and 90 s. In the
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experiment presented in this paper, participants experienced a more realistic
concept generation task. From a cognitive point of view, lifting the con-
straints of a block experimental design (Hay et al., 2019) is key to better un-
derstanding the underlying cognitive processes of design concept
generation. A major limitation appears in the means to analyze the temporal
changes in brain network at a group level. To address this issue, methods
from cognitive studies based on a segmentation of non-overlapping win-
dows at the individual level were used (Kan & Gero, 2017). The deciles
(non-overlapping windows) varied in length depending on the participant.
A sliding window approach is common in neuroscience but less common
in design studies. Future research could explore using a sliding window tech-
nique to study dynamic functional connectivity (Allen et al., 2014; Zhang &
Zhu, 2020). The use of sliding windows and a clustering method, as in Allen
et al. (2014) or Zhang and Zhu (2020), could help better tackle the challenge
of integrating a temporal analysis of brain activation signal at the individual
level and at the group level.

This study aimed at exploring dynamic neurocognitive patterns during
concept generation. Studies on brain network in creativity or concept gener-
ation usually study whole brain networks (Beaty et al., 2015; Ellamil et al.,
2012). Our exploratory study only measured brain activity in the PFC,
which was selected because of its important role in ideation and creativity
for design tasks (Aziz-Zadeh et al.,, 2013; Fink et al., 2009; Goel &
Grafman, 2000).

55 Implication of using neuroimaging for research on design
thinking

Research in design using methods and tools from cognitive science have
helped develop a better understanding of underlying cognitive processes
while designing. Decision-making, reasoning, memory retrieval, mental im-
agery processing, visual perceptions and creative output production describe
some of the cognitive processes that occur in design thinking (Hay et al.,
2017a, 2017b). Each of those processes have been studied separately in neu-
roimaging studies. Using neuroimaging tools and findings from prior work in
neuroscience provides a new perspective to observe and describe design
thinking. In this paper, the characterization of neural networks in the PFC
while generating concepts gives new insights into how information flows
over time through the region of the brain that deals with executive functions.
Sub-regions recruited during concept generation tend to associate with spe-
cific cognitive processes like analytical reasoning or visuo-spatial thinking
(see Table 1). Observing and characterizing design thinking from a neurocog-
nitive perspective serves to test design thinking models stemming from cogni-
tive studies (Gero & Milovanovic, 2020).
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The findings from this paper are one step toward an integrative approach of
design thinking models that include cognition and neurocognition. A larger
body of work is needed to develop a more comprehensive model. For example,
recent research proposed an adaptation of the dual process theory including
System One (or thinking fast) and System Two (or thinking slow)
(Kahneman, 2011) as a framework for ideation (Gongalves & Cash, 2021;
Kannengiesser & Gero, 2019). Each type of thinking system, thinking intui-
tively (fast) or rationally (slow), could relate to different neural networks. Inte-
grative models of design thinking will help provide a better understanding of
design thinking and can lead to the development of new design tools to
improve idea generation behaviors, such as timing the display of inspirational
stimuli (Goucher-Lambert et al., 2019) with neuro-feedback (Agnoli et al.,
2018; Shealy, Gero, Milovanovic, & Hu, 2020).

6 Conclusion

The study presented in the paper explores how different levels of concept gen-
eration technique structuredness when using different techniques (i.e., brain-
storming, morphological analysis, and TRIZ) change node centrality and
patterns of functional connections in the prefrontal cortex (PFC) across
time. The results find a consistent centrality in the medial PFC when using
all three techniques and begin to indicate a possible tendency of cognitive
empathy and memory association during concept generation. Central node
shifts are frequent during concept generation, moving between the left, medial
and right part of the PFC. These changes are likely to impact how information
is transmitted within regions of the PFC and other parts of the brain. This
could be related to the forced dual processing between divergent and conver-
gent thinking that concept generation requires (Goldschmidt, 2016). The
sequential variation in centrality of sub-regions between techniques could
reflect a sequential variation of cognitive processes related to the level of struc-
turedness of the design problem.

Design neurocognition is a promising research field for exploring design cogni-
tion with methods and tools anchored in neuroscience. Cognition research aims
to find processes used by designers to generate ideas and address design prob-
lems. Methods from neuroscience applied to the research presented in this paper
serve to reveal neurophysiological patterns in the brain when generating con-
cepts. A challenge arises in developing methods and experiments to analyze cor-
relations between cognitive processes and neurophysiological signals captured
while designing. The work presented in this paper builds on multiple research
fields (design, cognition and neuroscience) to investigate connections between
cognitive processes and neurophysiological signals while designing. Identifying
dynamic patterns of brain networks provides a first layer of information about
how the brain acts while designing, but remains limited to mapping generic
cognitive processes onto it. More work in design neurocognition is needed to
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explore mapping between findings about the temporal aspect of designing from
cognitive studies and temporal variation of neurophysiological patterns.

Identifying associations between cognitive processes and neural activation
while designing is a first step to a design thinking framework based on a holis-
tic approach, including both designers’ minds and brains (Gero &
Milovanovic, 2020). Our future work will move in that direction and focus
on developing methods and experiments to analyze micro-scale correlations
between brain activations and cognitive processes, for instance by studying
design cognition via the analysis of verbal utterance (protocol analysis) while
monitoring brain activation.
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Appendix
Al - Design briefs

Design brief #1 - Double-Hung (Sash) Window Opener

Your design team has been approached by Warm Heart Estates, a local
nursing home, to design a new product to assist its elderly residents. The
nursing home administrators have noticed that changes in humidity during
the summer months cause the windows of the 65-year old building to “stick,”
thus requiring significant amounts of force to raise and lower the window
panes. The force required to adjust the windows is often much too large for
the nursing home tenants, making it very difficult for them to regulate their
room temperature.

Your team has been tasked with designing a device that will assist the elderly
tenants with raising and lowering the building’s windows. Since each window

is not guaranteed to be located near an electrical socket, this device should not
rely on electric power.
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The building’s windows are double-hung (as seen in the figure above). The
double-hung window consists of an upper and lower sash that slide vertically
in separate grooves in the side jambs. This type of window provides a
maximum face opening for ventilation of one-half the total window area.
Each sash is provided with springs, balances, or compression weatherstripping
to hold it in place in any location.

Design brief #2 - Alarm Clock for the Hearing Impaired
Hearing loss is one of the most chronic health conditions among Americans
next to arthritis and high blood pressure. One in ten Americans (or 31.5
million) experiences some degree of hearing loss. As such, there is a tremen-
dous need to design products to assist those with this condition.

Your team has been hired to design an alarm for the hearing impaired.

Design brief #3 - Measuring Tools for the Blind

According to a 2008 CDC study, more than 3.4 million Americans are either
legally blind or visually impaired. Of those, approximately 1.3 million Amer-
icans are legally blind. As such, there is a tremendous need to design products
to assist those with this condition.

Your employer has been contracted to design and develop a line of kitchen
products for blind customers. As part of this larger project, your team has
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been hired to design measuring tools to aid the blind in the kitchen (i.e., assist
in the measurement of liquid and dry substances).

References

Achard, S., & Bullmore, E. (2007). Efficiency and cost of economical brain func-
tional networks. PLoS Computational Biology, 3(2), el7. https://doi.org/
10.1371/journal.pcbi.0030017.

Agnoli, S., Zanon, M., Mastria, S., Avenanti, A., & Corazza, G. E. (2018).
Enhancing creative cognition with a rapid right-parietal neurofeedback pro-
cedure. Neuropsychologia, 118, 99—106. https://doi.org/10.1016/
j.neuropsychologia.2018.02.015.

Alexiou, K., Zamenopoulos, T., & Gilbert, S. (2011). Imaging the designing brain:
A neurocognitive exploration of design thinking. In J. S. Gero (Ed.), Design
computing and cognition 10 (pp. 489—504). Netherlands: Springer. https://
doi.org/10.1007/978-94-007-0510-4_26.

Alexiou, K., Zamenopoulos, T., Johnson, J. H., & Gilbert, S. J. (2009). Exploring
the neurological basis of design cognition using brain imaging: Some prelimi-
nary results. Design Studies, 30(6), 623—647. https://doi.org/10.1016/
j.destud.2009.05.002.

Allen, M. S. (1962). Morphological creativity. Englewood cliffs, N.J. Prentice-Hall.

Allen, E. A., Damaraju, E., Plis, S. M., Erhardt, E. B., Eichele, T., &
Calhoun, V. D. (2014). Tracking whole-brain connectivity dynamics in the
resting state. Cerebral Cortex, 24(3), 663—676. https://doi.org/10.1093/cer-
cor/bhs352.

Altshuller, G. (1997). 40 principles: TRIZ Keys to Technical Innovation. Technical
innovation center, INC.

Asimov, M. (1962). Introduction to design. Englewood Cliffs, N.J. Prentice-Hall.

Aziz-Zadeh, L., Kaplan, J. T., & Iacoboni, M. (2009). “Aha!”: The neural corre-
lates of verbal insight solutions. Human Brain Mapping, 30(3), 908—916.
https://doi.org/10.1002/hbm.20554.

Aziz-Zadeh, L., Liew, S.-L., & Dandekar, F. (2013). Exploring the neural corre-
lates of visual creativity. Social Cognitive and Affective Neuroscience, 8(4),
475—480. https://doi.org/10.1093/scan/nss021.

Baker, J. M., Bruno, J. L., Gundran, A., Hosseini, S. M. H., & Reiss, A. L.
(2018). FNIRS measurement of cortical activation and functional connectivity
during a visuospatial working memory task. PloS One, 13(8). https://doi.org/
10.1371/journal.pone.0201486. €0201486.

Balardin, J. B., Morais, G. A. Z., Furucho, R. A., Trambaiolli, L. R., &
Sato, J. R. (2017). Impact of communicative head movements on the quality
of functional near-infrared spectroscopy signals: Negligible effects for affirma-
tive and negative gestures and consistent artifacts related to raising eyebrows.
Journal of  Biomedical Optics, 22(4). https://doi.org/10.1117/
1.JBO.22.4.046010. 046010.

Bassett, D. S., & Sporns, O. (2017). Network neuroscience. Nature Neuroscience,
20(3), 353—364. https://doi.org/10.1038/nn.4502.

Beaty, R. E., Benedek, M., Barry Kaufman, S., & Silvia, P. J. (2015). Default and
executive network coupling supports creative idea production. Scientific Re-
ports, 5(1), 10964. https://doi.org/10.1038/srep10964.

Beaty, R. E., Kenett, Y. N., Christensen, A. P., Rosenberg, M. D., Benedek, M.,
Chen, Q., Fink, A., Qiu, J., Kwapil, T. R., Kane, M. J., & Silvia, P. J. (2018).
Robust prediction of individual creative ability from brain functional

Characterization of concept generation for engineering design

27


https://doi.org/10.1371/journal.pcbi.0030017
https://doi.org/10.1371/journal.pcbi.0030017
https://doi.org/10.1016/j.neuropsychologia.2018.02.015
https://doi.org/10.1016/j.neuropsychologia.2018.02.015
https://doi.org/10.1007/978-94-007-0510-4_26
https://doi.org/10.1007/978-94-007-0510-4_26
https://doi.org/10.1016/j.destud.2009.05.002
https://doi.org/10.1016/j.destud.2009.05.002
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref5
https://doi.org/10.1093/cercor/bhs352
https://doi.org/10.1093/cercor/bhs352
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref7
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref7
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref8
https://doi.org/10.1002/hbm.20554
https://doi.org/10.1093/scan/nss021
https://doi.org/10.1371/journal.pone.0201486
https://doi.org/10.1371/journal.pone.0201486
https://doi.org/10.1117/1.JBO.22.4.046010
https://doi.org/10.1117/1.JBO.22.4.046010
https://doi.org/10.1038/nn.4502
https://doi.org/10.1038/srep10964

connectivity. Proceedings of the National Academy of Sciences, 115(5),
1087—1092. https://doi.org/10.1073/pnas.1713532115.

Bhattacharya, J., & Petsche, H. (2002). Shadows of artistry: Cortical synchrony
during perception and imagery of visual art. Brain Research. Cognitive Brain
Research, 13(2), 179—186. https://doi.org/10.1016/S0926-6410(01)00110-0.

Borgatti, S. P. (2005). Centrality and network flow. Social Networks, 27(1),
55—71. https://doi.org/10.1016/j.socnet.2004.11.008.

Borgianni, Y., & Maccioni, L. (2020). Review of the use of neurophysiological
and biometric measures in experimental design research. Artificial Intelligence
for Engineering Design, Analysis and Manufacturing 1—38. https://doi.org/
10.1017/S0890060420000062.

Brockington, G., Balardin, J. B., Morais, Z., A, G., Malheiros, A., Lent, R.,
Moura, L. M., & Sato, J. R. (2018). From the laboratory to the classroom:
The potential of functional Near-Infrared Spectroscopy in educational neuro-
science.  Frontiers in  Psychology, 9, 1840. https://doi.org/10.3389/
fpsyg.2018.01840.

Bullmore, E., & Sporns, O. (2009). Complex brain networks: Graph theoretical
analysis of structural and functional systems. Nature Reviews Neuroscience,
10(3), 186—198. https://doi.org/10.1038/nrn2575.

Chulvi, V., Sonseca, A., Mulet, E., & Chakrabarti, A. (2012). Assessment of the
relationships among design methods, design activities, and creativity. Journal
of Mechanical Design, 134(11), 111004. https://doi.org/10.1115/1.4007362.

Dietrich, A. (2004). The cognitive neuroscience of creativity. Psychonomic Bulletin
& Review, 11(6), 1011—1026. https://doi.org/10.3758/ BF03196731.

Dorst, K., & Cross, N. (2001). Creativity in the design process: Co-evolution of
problem—solution. Design Studies, 22(5), 425—437. https://doi.org/10.1016/
S0142-694X(01)00009-6.

Ellamil, M., Dobson, C., Beeman, M., & Christoff, K. (2012). Evaluative and
generative modes of thought during the creative process. Neurolmage, 59(2),
1783—1794. https://doi.org/10.1016/j.neuroimage.2011.08.008.

Ericsson, K. A., & Simon, A. H. (1984). Protocol analysis: Verbal reports as data.
MIT Press.

Euston, D. R., Gruber, A. J., & McNaughton, B. L. (2012). The role of medial
prefrontal cortex in memory and decision making. Neuron, 76(6),
1057—1070. https://doi.org/10.1016/j.neuron.2012.12.002.

Ferrari, M., & Quaresima, V. (2012). A brief review on the history of human func-
tional near-infrared spectroscopy (fNIRS) development and fields of applica-
tion. Neurolmage, 63(2), 921-935. https://doi.org/10.1016/
j.neuroimage.2012.03.049.

Fink, A., Grabner, R. H., Benedek, M., Reishofer, G., Hauswirth, V., Fally, M.,
Neuper, C., Ebner, F., & Neubauer, A. C. (2009). The creative brain: Investi-
gation of brain activity during creative problem solving by means of EEG and
FMRI. Human Brain Mapping, 30(3), 734—748. https://doi.org/10.1002/
hbm.20538.

Fornito, A., Zalesky, A., & Bullmore, E. (2016). Fundamentals of brain network
analysis. Elsevier. https://doi.org/10.1016/B978-0-12-407908-3.00001-7.

Fu, K. K., Sylcott, B., & Das, K. (2019). Using fMRI to deepen our understand-
ing of design fixation. Design Science, 5, €22. https://doi.org/10.1017/
dsj.2019.21.

Gabora, L. (2010). Revenge of the “Neurds”: Characterizing creative thought in
terms of the structure and dynamics of memory. Creativity Research Journal,
22(1), 1—13. https://doi.org/10.1080/10400410903579494.

Design Studies Vol 76 No. C Month 2021

28


https://doi.org/10.1073/pnas.1713532115
https://doi.org/10.1016/S0926-6410(01)00110-0
https://doi.org/10.1016/j.socnet.2004.11.008
https://doi.org/10.1017/S0890060420000062
https://doi.org/10.1017/S0890060420000062
https://doi.org/10.3389/fpsyg.2018.01840
https://doi.org/10.3389/fpsyg.2018.01840
https://doi.org/10.1038/nrn2575
https://doi.org/10.1115/1.4007362
https://doi.org/10.3758/BF03196731
https://doi.org/10.1016/S0142-694X(01)00009-6
https://doi.org/10.1016/S0142-694X(01)00009-6
https://doi.org/10.1016/j.neuroimage.2011.08.008
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref25
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref25
https://doi.org/10.1016/j.neuron.2012.12.002
https://doi.org/10.1016/j.neuroimage.2012.03.049
https://doi.org/10.1016/j.neuroimage.2012.03.049
https://doi.org/10.1002/hbm.20538
https://doi.org/10.1002/hbm.20538
https://doi.org/10.1016/B978-0-12-407908-3.00001-7
https://doi.org/10.1017/dsj.2019.21
https://doi.org/10.1017/dsj.2019.21
https://doi.org/10.1080/10400410903579494

Gero, J. S. (2011). Fixation and commitment while designing and its measure-
ment. Journal of Creative Behavior, 45(2), 108—115.

Gero, J. S., Jiang, H., & Williams, C. B. (2013). Design cognition differences when
using unstructured, partially structured, and structured concept generation
creativity techniques. International Journal of Design Creativity and Innovation,
1(4), 196—214. https://doi.org/10.1080/21650349.2013.801760.

Gero, J. S., & Mc Neill, T. (1998). An approach to the analysis of design proto-
cols. Design Studies, 19(1), 21—61. https://doi.org/10.1016/S0142-694X(97)
00015-X.

Gero, J. S., & Milovanovic, J. (2020). A framework for studying design thinking
through measuring designers’ minds, bodies and brains. Design Science, 6.
https://doi.org/10.1017/dsj.2020.15. el9.

Gilbert, S. J., Zamenopoulos, T., Alexiou, K., & Johnson, J. H. (2010). Involve-
ment of right dorsolateral prefrontal cortex in ill-structured design cognition:
An fMRI study. Brain Research, 1312, 79—88. https://doi.org/10.1016/
j.brainres.2009.11.045.

Glimcher, P. W., & Fehr, E. (2013). Neuroeconomics: Decision making and the
brain. Academic Press.

Goel, V. (1995). Sketches of thought. MIT Press.

Goel, V. (2014). Creative brains: Designing in the real world. Frontiers in Human
Neuroscience, 8. https://doi.org/10.3389/fnhum.2014.00241.

Goel, V., & Grafman, J. (2000). Role of the right prefrontal cortex in ill-
structured planning. Cognitive Neuropsychology, 17(5), 415—436. https://
doi.org/10.1080/026432900410775.

Goel, V., Grafman, J., Tajik, J., Gana, S., & Danto, D. (1997). A study of the per-
formance of patients with frontal lobe lesions in a financial planning task.
Brain, 120(10), 1805—1822. https://doi.org/10.1093/brain/120.10.1805.

Goel, V., & Vartanian, O. (2005). Dissociating the roles of right ventral lateral
and dorsal lateral prefrontal cortex in generation and maintenance of hypoth-
eses in set-shift problems. Cerebral Cortex, 15(8), 1170—1177. https://doi.org/
10.1093/cercor/bhh217.

Goldenberg, J., Mazursky, D., & Solomon, S. (1999). Toward identifying the in-
ventive templates of new products: A channeled ideation approach. Journal of
Marketing Research 200—210. https://doi.org/10.1177/002224379903600205.

Goldschmidt, G. (1990). Linkography: Assessing design productivity. In Proceed-
ings of the Tenth European Meeting on Cybernetics and Systems Research (pp.
291-298).

Goldschmidt, G. (2014). Linkography, Unfolding the design process. MIT Press.

Goldschmidt, G. (2016). Linkographic evidence for concurrent divergent and
convergent thinking in creative design. Creativity Research Journal, 28(2),
115—122. https://doi.org/10.1080/10400419.2016.1162497.

Gongalves, M., & Cash, P. (2021). The life cycle of creative ideas: Towards a dual-
process theory of ideation’. Design Studies, 72. https://doi.org/10.1016/
j.destud.2020.100988.

Goucher-Lambert, K., & McComb, C. (2019). Using hidden Markov models to
uncover underlying states in neuroimaging data for a design ideation task. Pro-
ceedings of the Design Society: International Conference on Engineering Design
1873—1882. https://doi.org/10.1017/dsi.2019.193.

Goucher-Lambert, K., Moss, J., & Cagan, J. (2017). Inside the mind: Using neu-
roimaging to understand moral product preference judgments involving sus-
tainability. Journal of Mechanical Design, 139(4), 41103. https://doi.org/
10.1115/1.4035859.

Characterization of concept generation for engineering design

29


http://refhub.elsevier.com/S0142-694X(21)00055-7/sref32
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref32
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref32
https://doi.org/10.1080/21650349.2013.801760
https://doi.org/10.1016/S0142-694X(97)<?thyc=10?>00015-X<?thyc?>
https://doi.org/10.1016/S0142-694X(97)<?thyc=10?>00015-X<?thyc?>
https://doi.org/10.1017/dsj.2020.15
https://doi.org/10.1016/j.brainres.2009.11.045
https://doi.org/10.1016/j.brainres.2009.11.045
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref37
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref37
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref38
https://doi.org/10.3389/fnhum.2014.00241
https://doi.org/10.1080/026432900410775
https://doi.org/10.1080/026432900410775
https://doi.org/10.1093/brain/120.10.1805
https://doi.org/10.1093/cercor/bhh217
https://doi.org/10.1093/cercor/bhh217
https://doi.org/10.1177/002224379903600205
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref44
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref44
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref44
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref44
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref45
https://doi.org/10.1080/10400419.2016.1162497
https://doi.org/10.1016/j.destud.2020.100988
https://doi.org/10.1016/j.destud.2020.100988
https://doi.org/10.1017/dsi.2019.193
https://doi.org/10.1115/1.4035859
https://doi.org/10.1115/1.4035859

Goucher-Lambert, K., Moss, J., & Cagan, J. (2019). A neuroimaging investiga-
tion of design ideation with and without inspirational stimuli—understanding
the meaning of near and far stimuli. Design Studies, 60, 1—38. https://doi.org/
10.1016/j.destud.2018.07.001.

Guilford, J. P. (1967). The nature of human intelligence. McGraw-Hill.

Hay, L., Duffy, A. H. B., Gilbert, S. J., Lyall, L., Campbell, G., Coyle, D., &
Grealy, M. A. (2019). The neural correlates of ideation in product design en-
gineering practitioners. Design Science, 5, €29. https://doi.org/10.1017/
dsj.2019.27.

Hay, L., Duffy, A. H. B., McTeague, C., Pidgeon, L. M., Vuletic, T., &
Grealy, M. (2017a). A systematic review of protocol studies on conceptual
design cognition: Design as search and exploration. Design Science, 3.
https://doi.org/10.1017/dsj.2017.11.

Hay, L., Duffy, A. H. B., McTeague, C., Pidgeon, L. M., Vuletic, T., &
Grealy, M. (2017b). Towards a shared ontology: A generic classification of
cognitive processes in conceptual design. Design Science, 3. https://doi.org/
10.1017/dsj.2017.6.

Heilman, K. M., Nadeau, S. E., & Beversdorf, D. O. (2003). Creative innovation:
Possible brain mechanisms. Neurocase, 9(5), 369—379. https://doi.org/10.1076/
neur.9.5.369.16553.

Henson, R. N., Shallice, T., & Dolan, R. J. (1999). Right prefrontal cortex and
episodic memory retrieval: A functional MRI test of the monitoring hypothe-
sis. Brain: Journal of Neurology, 122(Pt 7), 1367—1381.

Hu, M., & Shealy, T. (2019). Application of functional Near-Infrared Spectros-
copy to measure engineering decision-making and design cognition: Literature
review and synthesis of methods. Journal of Computing in Civil Engineering,
33(6). https://doi.org/10.1061/(ASCE)CP.1943-5487.0000848. 04019034.

Hu, M., Shealy, T., & Gero, J. S. (2018). Neuro-cognitive differences among en-
gineering students when using unstructured, partially structured, and struc-
tured design concept generation techniques. In 2018 ASEE Annual
Conference & Exposition. Salt Lake City: Utah. 10.18260/1-2—30835.

Jaarsveld, S., & Lachmann, T. (2017). Intelligence and creativity in problem solv-
ing: The importance of test features in cognition research. Frontiers in Psychol-
ogy, 8. https://doi.org/10.3389/fpsyg.2017.00134.

Jiang, X., Shen, Y., Yao, J., Zhang, L., Xu, L., Feng, R., Cai, L., Liu, J.,
Chen, W., & Wang, J. (2019). Connectome analysis of functional and struc-
tural hemispheric brain networks in major depressive disorder. Translational
Psychiatry, 9(1), 136. https://doi.org/10.1038/s41398-019-0467-9.

Jonson, B. (2005). Design ideation: The conceptual sketch in the digital age.
Design Studies, 26(6), 613—624. https://doi.org/10.1016/j.destud.2005.03.001.

Kahneman, D. (2011). Thinking, fast and slow. Penguin Books.

Kamran, M. A., Mannan, M. M. N., & Jeong, M. Y. (2016). Cortical signal anal-
ysis and advances in functional near-infrared spectroscopy signal: A review.
Frontiers  in  Human  Neuroscience, 10.  https://doi.org/10.3389/
fnhum.2016.00261.

Kan, J. W., & Gero, J. S. (2017). Quantitative methods for studying design proto-
cols. Springer Netherlands. https://doi.org/10.1007/978-94-024-0984-0.

Kannengiesser, U., & Gero, J. S. (2019). Design thinking, fast and slow. Design
Science, 5. https://doi.org/10.1017/dsj.2019.9. (e10).

Kitzbichler, M. G., Henson, R. N. A., Smith, M. L., Nathan, P. J., &
Bullmore, E. T. (2011). Cognitive effort drives workspace configuration of hu-
man brain functional networks. Journal of Neuroscience, 31(22), 8259—8270.
https://doi.org/10.1523/INEUROSCI.0440-11.2011.

Design Studies Vol 76 No. C Month 2021

30


https://doi.org/10.1016/j.destud.2018.07.001
https://doi.org/10.1016/j.destud.2018.07.001
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref51
https://doi.org/10.1017/dsj.2019.27
https://doi.org/10.1017/dsj.2019.27
https://doi.org/10.1017/dsj.2017.11
https://doi.org/10.1017/dsj.2017.6
https://doi.org/10.1017/dsj.2017.6
https://doi.org/10.1076/neur.9.5.369.16553
https://doi.org/10.1076/neur.9.5.369.16553
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref56
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref56
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref56
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref56
https://doi.org/10.1061/(ASCE)CP.1943-5487.0000848
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref58
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref58
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref58
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref58
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref58
https://doi.org/10.3389/fpsyg.2017.00134
https://doi.org/10.1038/s41398-019-0467-9
https://doi.org/10.1016/j.destud.2005.03.001
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref62
https://doi.org/10.3389/fnhum.2016.00261
https://doi.org/10.3389/fnhum.2016.00261
https://doi.org/10.1007/978-94-024-0984-0
https://doi.org/10.1017/dsj.2019.9
https://doi.org/10.1523/JNEUROSCI.0440-11.2011

Kleibeuker, S. W., Koolschijn, P. C. M. P., Jolles, D. D., Schel, M. A., De
Dreu, C. K. W., & Crone, E. A. (2013). Prefrontal cortex involvement in cre-
ative problem solving in middle adolescence and adulthood. Developmental
Cognitive Neuroscience, 5, 197—206. https://doi.org/10.1016/j.den.2013.03.003.

Knoll, S. W., & Horton, G. (2010). Changing the perspective: Improving generate
thinkLets for ideation. System Sciences (HICSS), 2010 43rd Hawaii Interna-
tional Conference On 1—10. http://iecexplore.icee.org/abstract/document/
5428742/.

Lara, A. H., & Wallis, J. D. (2015). The role of prefrontal cortex in working mem-
ory: A mini review. Frontiers in Systems Neuroscience, 9. https://doi.org/
10.3389/fnsys.2015.00173.

Lawson, B. (2006). How designers think: The design process demystified. Elsevier/
Architectural Press. 4.

Luft, C. D. B., Zioga, 1., Banissy, M. J., & Bhattacharya, J. (2017). Relaxing
learned constraints through cathodal tDCS on the left dorsolateral prefrontal
cortex. Scientific Reports, 7(1), 2916. https://doi.org/10.1038/s41598-017-
03022-2.

Mabher, M. L., & Poon, J. (1996). Modeling design exploration as co-evolution.
Computer-Aided Civil and Infrastructure Engineering, 11(3), 195—209. https://
doi.org/10.1111/j.1467-8667.1996.tb00323.x.

Mclntosh, A. R. (2000). Towards a network theory of cognition. Neural Net-
works, 13(8—9), 861—870. https://doi.org/10.1016/S0893-6080(00)00059-9.
Meunier, D., Lambiotte, R., Fornito, A., Ersche, K. D., & Bullmore, E. (2009).
Hierarchical modularity in human brain functional networks. Frontiers in Neu-

roinformatics, 3. https://doi.org/10.3389/neuro.11.037.2009.

Meyer, M. L., Hershfield, H. E., Waytz, A. G., Mildner, J. N., & Tamir, D. L.
(2019). Creative expertise is associated with transcending the here and now.
Journal of Personality and Social Psychology, 116(4), 483—494. https://
doi.org/10.1037/pspa0000148.

Mheich, A., Wendling, F., & Hassan, M. (2019). Brain network similarity:
Methods and applications. ArXiv:1908.10592 [q-Bio]. http://arxiv.org/abs/
1908.10592.

Miller, E. K., & Cohen, J. D. (2001). An integrative theory of prefrontal cortex
function. Annual Review of Neuroscience, 24(1), 167—202. https://doi.org/
10.1146/annurev.neuro.24.1.167.

Milovanovic, J., & Gero, J. S. (2018). Exploration of cognitive design behavior
during design critiques. In D. Marjanovic, P. J. Clarkson, U. Lindemann,
T. McAloone, & C. Weber (Eds.), Human behavior in design (pp. 5). https://
doi.org/10.21278/idc.2018.0547.

Milovanovic, J., Hu, M., Shealy, T., & Gero, J. S. (2020). Evolution of brain
network connectivity in the Prefrontal Cortex during concept generation using
brainstorming for a design task. In Proceedings of the ASME 2020 Interna-
tional Design Engineering Technical Conferences and Computers and Informa-
tion in Engineering Conference IDETC/CIE2020. 10.1115/DETC2020—22563.

Mizuno, M., Hiroyasu, T., & Hiwa, S. (2019). A functional NIRS study of brain
functional networks induced by social time coordination. Brain Sciences, 9(2),
43. https://doi.org/10.3390/brainsci9020043.

Mohanty, R., Sethares, W. A., Nair, V. A., & Prabhakaran, V. (2020). Rethinking
measures of functional connectivity via feature extraction. Scientific Reports,
10(1), 1298. https://doi.org/10.1038/s41598-020-57915-w.

Naseer, N., & Hong, K.-S. (2015). fNIRS-based brain-computer interfaces: A re-
view. Frontiers in Human Neuroscience, 9. https://doi.org/10.3389/
fnhum.2015.00003.

Characterization of concept generation for engineering design

31


https://doi.org/10.1016/j.dcn.2013.03.003
http://ieeexplore.ieee.org/abstract/document/5428742/
http://ieeexplore.ieee.org/abstract/document/5428742/
https://doi.org/10.3389/fnsys.2015.00173
https://doi.org/10.3389/fnsys.2015.00173
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref70
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref70
https://doi.org/10.1038/s41598-017-03022-2
https://doi.org/10.1038/s41598-017-03022-2
https://doi.org/10.1111/j.1467-8667.1996.tb00323.x
https://doi.org/10.1111/j.1467-8667.1996.tb00323.x
https://doi.org/10.1016/S0893-6080(00)00059-9
https://doi.org/10.3389/neuro.11.037.2009
https://doi.org/10.1037/pspa0000148
https://doi.org/10.1037/pspa0000148
http://arxiv.org/abs/1908.10592
http://arxiv.org/abs/1908.10592
https://doi.org/10.1146/annurev.neuro.24.1.167
https://doi.org/10.1146/annurev.neuro.24.1.167
https://doi.org/10.21278/idc.2018.0547
https://doi.org/10.21278/idc.2018.0547
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref79
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref79
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref79
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref79
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref79
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref79
https://doi.org/10.3390/brainsci9020043
https://doi.org/10.1038/s41598-020-<?thyc=10?>57915-w<?thyc?>
https://doi.org/10.3389/fnhum.2015.00003
https://doi.org/10.3389/fnhum.2015.00003

Nguyen, P., Nguyen, T. A., & Zeng, Y. (2019). Segmentation of design protocol
using EEG. Artificial Intelligence for Engineering Design, Analysis and
Manufacturing, 33(1), 11-23. https://doi.org/10.1017/S0890060417000622.

Osborn, A. F. (1993). Applied imagination: Principles and Procedures of creative
problem-solving (3rd ed.). Creative Education Foundation. (3rd Rev edition).

Purcell, A. T., Williams, P., Gero, J. S., & Colbron, B. (1993). Fixation effects: Do
they exist in design problem solving? Environment and planning B. Planning
and Design, 20(3), 333—345. https://doi.org/10.1068/b200333.

Rubinov, M., & Sporns, O. (2010). Complex network measures of brain connec-
tivity: Uses and interpretations. Neurolmage, 52(3), 1059—1069. https://
doi.org/10.1016/j.neuroimage.2009.10.003.

Santosa, H., Aarabi, A., Perlman, S. B., & Huppert, T. J. (2017). Characterization
and correction of the false-discovery rates in resting state connectivity using
functional near-infrared spectroscopy. Journal of Biomedical Optics, 22(5),
55002. https://doi.org/10.1117/1.JBO.22.5.055002.

Sato, T., Hokari, H., & Wada, Y. (2011). Independent component analysis tech-
nique to remove skin blood low artifacts in functional near-infrared spectros-
copy signals. In Annual Conference of the Japanese Neural Network Society.

Schon, D. (1983). The reflective practitioner: How professionals think in action.
Temple Smith.

Schon, D. (1992). Designing as reflective conversation with the materials of a
design situation. Research in Engineering Design, 3(3), 131—147. https://
doi.org/10.1007/BF01580516.

Seitz, R. J., Nickel, J., & Azari, N. P. (2006). Functional modularity of the medial
prefrontal cortex: Involvement in human empathy. Neuropsychology, 20(6),
743—751. https://doi.org/10.1037/0894-4105.20.6.743.

Serrano, M. A., Boguna, M., & Vespignani, A. (2009). Extracting the multiscale
backbone of complex weighted networks. Proceedings of the National Academy
of Sciences, 106(16), 6483—6488. https://doi.org/10.1073/pnas.0808904106.

Shealy, T., & Gero, J. (2019). The neurocognition of three engineering concept
generation techniques. Proceedings of the Design Society.: International Confer-
ence on Engineering Design, 1(1), 1833—1842. https://doi.org/10.1017/
dsi.2019.189.

Shealy, T., Gero, J., Hu, M., & Milovanovic, J. (2020). Concept generation tech-
niques change patterns of brain activation during engineering design. Design
Science, 6, €31. https://doi.org/10.1017/dsj.2020.30.

Shealy, T., Gero, J., Milovanovic, J., & Hu, M. (2020). Sustaining creativity with
neuro-cognitive feedback: A preliminary study. In J.-F. Boujut, G. Cascini,
S. Ahmed-Kristensen, G. Georgiev, & N. livari (Eds.), Proceedings of the sixth
international conference on design creativity (ICDC 2020). https://doi.org/
10.35199/ICDC.2020.11.

Shealy, T., & Hu, M. (2017). Evaluating the potential of neuroimaging methods to
study engineering cognition and project-level decision making. In EPOC-MW
Conference, Engineering Project Organization Society, (Fallen Leaf Lake, CA
USA).

Shealy, T., Hu, M., & Gero, J. (2018). Patterns of cortical activation when using
concept generation techniques of brainstorming, morphological analysis, and
TRIZ. ASME 2018 IDETC/CIE. International Design Engineering Technical
Conferences and Computers and Information in Engineering Conference.
https://doi.org/10.1115/DETC2018-86272.

Shimokawa, T., Suzuki, K., Misawa, T., & Miyagawa, K. (2009). Predictability of
investment behavior from brain information measured by functional near-

Design Studies Vol 76 No. C Month 2021

32


https://doi.org/10.1017/S0890060417000622
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref84
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref84
https://doi.org/10.1068/b200333
https://doi.org/10.1016/j.neuroimage.2009.10.003
https://doi.org/10.1016/j.neuroimage.2009.10.003
https://doi.org/10.1117/1.JBO.22.5.055002
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref88
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref88
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref88
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref89
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref89
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref89
https://doi.org/10.1007/BF01580516
https://doi.org/10.1007/BF01580516
https://doi.org/10.1037/0894-4105.20.6.743
https://doi.org/10.1073/pnas.0808904106
https://doi.org/10.1017/dsi.2019.189
https://doi.org/10.1017/dsi.2019.189
https://doi.org/10.1017/dsj.2020.30
https://doi.org/10.35199/ICDC.2020.11
https://doi.org/10.35199/ICDC.2020.11
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref96
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref96
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref96
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref96
https://doi.org/10.1115/DETC2018-86272

infrared spectroscopy: A bayesian neural network model. Neuroscience, 161(2),
347—358. https://doi.org/10.1016/j.neuroscience.2009.02.079.

Smith, G. F. (1998). Idea-generation techniques: A formulary of active ingredi-
ents. Journal of Creative Behavior, 32(2), 107—134. https://doi.org/10.1002/
7.2162-6057.1998.tb00810.x.

Sylcott, B., Cagan, J., & Tabibnia, G. (2013). Understanding consumer tradeoffs
between form and function through metaconjoint and cognitive neuroscience
analyses. Journal of Mechanical Design, 135(10), 101002. https://doi.org/
10.1115/1.4024975.

Tang, H.-H., Chen, Y.-L., & Gero, J. S. (2011). The influence of design methods on
the design process: Effect of use of scenario, brainstorming, and synectics on
designing, Design Research Society. Bangkok: Thailand.

Van Someren, M. W., Barnard, Y. F., & Sandberg, J. A. C. (1994). The think
aloud method: A practical guide to modelling cognitive processes. Academic
Press.

Vieira, S., Gero, J. S., Delmoral, J., Gattol, V., Fernandes, C., & Fernandes, A.
(2020). The neurophysiological activations of mechanical engineers and indus-
trial designers while designing and problem-solving. Design Science, 6, E26.
https://doi.org/10.1017/dsj.2020.26.

Visser, W. (2006). The cognitive artifacts of designing. Lawrence Erlbaum
Associates.

Wu, X., Yang, W., Tong, D., Sun, J., Chen, Q., Wei, D., Zhang, Q., Zhang, M., &
Qiu, J. (2015). A meta-analysis of neuroimaging studies on divergent thinking
using activation likelihood estimation: Divergent Thinking. Human Brain
Mapping, 36(7), 2703—2718. https://doi.org/10.1002/hbm.22801.

Yang, M. C. (2009). Observations on concept generation and sketching in engi-
neering design. Research in Engineering Design, 20(1), 1—11. https://doi.org/
10.1007/s00163-008-0055-0.

Zhang, Y., & Zhu, C. (2020). Assessing brain networks by resting-state dynamic
functional connectivity: An fNIRS-EEG study. Frontiers in Neuroscience, 13,
1430. https://doi.org/10.3389/fnins.2019.01430.

Zmigrod, S., Colzato, L. S., & Hommel, B. (2015). Stimulating creativity: Modu-
lation of convergent and divergent thinking by transcranial Direct Current
Stimulation (tDCS). Creativity Research Journal, 27(4), 353—360. https://
doi.org/10.1080/10400419.2015.1087280.

Zuo, X.-N., Ehmke, R., Mennes, M., Imperati, D., Castellanos, F. X., Sporns, O.,
& Milham, M. P. (2012). Network centrality in the human functional connec-
tome. Cerebral Cortex, 22(8), 1862—1875. https://doi.org/10.1093/cercor/
bhr269.

Characterization of concept generation for engineering design

33


https://doi.org/10.1016/j.neuroscience.2009.02.079
https://doi.org/10.1002/j.2162-6057.1998.tb00810.x
https://doi.org/10.1002/j.2162-6057.1998.tb00810.x
https://doi.org/10.1115/1.4024975
https://doi.org/10.1115/1.4024975
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref101
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref101
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref101
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref102
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref102
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref102
https://doi.org/10.1017/dsj.2020.26
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref104
http://refhub.elsevier.com/S0142-694X(21)00055-7/sref104
https://doi.org/10.1002/hbm.22801
https://doi.org/10.1007/s00163-008-0055-0
https://doi.org/10.1007/s00163-008-0055-0
https://doi.org/10.3389/fnins.2019.01430
https://doi.org/10.1080/10400419.2015.1087280
https://doi.org/10.1080/10400419.2015.1087280
https://doi.org/10.1093/cercor/bhr269
https://doi.org/10.1093/cercor/bhr269

	Characterization of concept generation for engineering design through temporal brain network analysis
	1. Background
	1.1. Brainstorming, morphological analysis and TRIZ in design cognition
	1.2. Brain regions of interest to study concept generation in neurocognition
	1.3. Brain networks to explore brain region co-activation while designing

	2. Research questions
	3. Methods
	3.1. Experiment design
	3.1.1. Design tasks
	3.1.2. Data collection

	3.2. Data analysis
	3.2.1. fNIRS data pre-processing
	3.2.2. Brain networks metrics
	3.2.3. Temporal functional connectivity analysis


	4. Results: temporal analysis of brain networks while generating concepts
	4.1. Observations of bilateral activation across deciles for all tasks
	4.2. Unstructured concept generation: brainstorming temporal analysis
	4.3. Semi-structured concept generation: morphological analysis temporal analysis
	4.4. Structured concept generation: TRIZ temporal analysis
	4.5. Temporal representation of cognitive functions associated to central regions for each technique

	5. Discussion
	5.1. Concurrent convergent and divergent thinking when generating concepts
	5.2. Role of the mPFC during concept generation: adaptative decision making
	5.3. Characterization of concept generation neurocognition depending on ideation techniques
	5.4. Limitations
	5.5. Implication of using neuroimaging for research on design thinking

	6. Conclusion
	Declaration of competing interest
	Declaration of competing interest
	Acknowledgements
	A1 - Design briefs
	Design brief #1 - Double-Hung (Sash) Window Opener
	Design brief #2 - Alarm Clock for the Hearing Impaired
	Design brief #3 - Measuring Tools for the Blind


	References


