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Thermoelectric properties of the stripe-charge ordering phases in IrTe2
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We investigate the effects of stripe-charge ordering on the thermoelectric power of IrTe2, together with other
transport properties, including the resistivity, thermal conductivity, and Hall effect. At the stripe-charge ordering
transitions, clear transport anomalies such as abrupt changes in the thermoelectric power and Hall effect are
observed and attributed to multiband conduction due to stripe-order-driven Fermi surface (FS) reconstruction.
This FS reconstruction depends sensitively on intralayer charge modulations and interlayer staircaselike arrange-
ments, leading to complex sign changes in the thermoelectric power. These results are in good agreement with
the Boltzmann transport calculations based on the reconstructed FS and confirm the strong impact of the stripe
charge order on the intrinsic charge conduction in IrTe2.
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I. INTRODUCTION

Transition metal dichalcogenides (TMDCs) host various
kinds of electronic phases owing to an interplay between
charge, orbital, and lattice degrees of freedom [1–9]. The
most commonly observed electronic phase in TMDCs is the
charge density wave (CDW) phase with spontaneous periodic
charge modulations. These CDW phases have different peri-
ods and patterns, depending on Fermi surface (FS) nesting
and electron-phonon coupling [1,3,8], which are sometimes
accompanied by Mott or excitonic insulating phases (e.g., in
1T -TaS2 and TiSe2) [4,5]. Recently, another intriguing charge
ordered phase was discovered in IrTe2 with the same crystal
structure as 1T -type TMDCs [10–16]. This charge ordering
transition in IrTe2 is associated with stripe-type intralayer
Ir-Ir dimerization and interlayer Te-Te polymerization, which
does not exhibit the common features of the CDW transition
such as a partial CDW gap opening at the FS [12,17,18] and
phonon softening [15]. Instead, charge disproportionation on
the Ir sites occurs without loss of metallicity [14,19,20], and
superconductivity is induced when this charge order is sup-
pressed by doping [10–13,21–23]. Because of these unique
properties, IrTe2 provides a rare opportunity for studying the
charge ordering phenomena in the metallic state and their
impact on superconductivity.
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The stripe-charge order of IrTe2 is highly sensitive to dop-
ing or strain in the crystal and yields different modulation
patterns with periods of 5a0, 6a0, and 8a0, where a0 is the
in-plane lattice constant in the high-temperature hexagonal
phase [10–17,19–33]. This diversity suggests that several in-
stabilities with different charge modulations compete with
each other in IrTe2. The interlayer configuration, however, is
common in these phases and resemble staircases, as shown in
Fig. 1, which significantly affects the electronic properties of
IrTe2. In particular, the density of states (DOS) is expected
to be suppressed in the planes of Ir-Ir dimers running across
the IrTe2 layers. These peculiar charge patterns may result
in cross-layer quasi-two-dimensional states, which exhibit
dominant charge conduction along the interlayer staircaselike
patterns rather than along the layered crystal structure. The
existence of this intriguing metallic state, predicted by theo-
retical calculations [16,31,34], was indirectly confirmed by de
Haas–van Alphen (dHvA) oscillations [26,27]. However, the
effects of the stripe-charge order on the electrical conduction
has not been thoroughly investigated because its experimental
signature is masked by the complex domain formation and
strong scattering at the domain boundaries.

In this work, we address this issue by investigating the
thermoelectric power S of high-quality IrTe2 crystals. Unlike
the electrical or thermal conductivities, the thermoelectric
power is less sensitive to domain boundary scattering and
thus more suitable for investigating the intrinsic effect of the
stripe-charge order. We observed the complex sign changes
in S(T ) across the transitions, which cannot be understood in
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FIG. 1. (a) Crystal structures of IrTe2 in the high-temperature normal phase. (b) Schematic illustration of domain formation of three
different orientations. Ir atoms in unit cells of two stripe-charge ordering phases are presented in (c) and (d) 5a0 and (e) and (f) 8a0. Resistivities
of (g) S1 and (h) S2 during cooling and warming, as indicated with arrows.

terms of the dominant carrier type, identified by the Hall effect
measurements. Instead, by considering FS reconstruction due
to the stripe-charge order, such behaviors can be well re-
produced with Boltzmann transport calculations. Our results,
therefore, provide experimental evidence for the FS recon-
struction and presence of the cross-layer two-dimensional
state in the charge ordered phases in IrTe2.

II. METHODS

Single crystals of IrTe2 were grown in a vacuum-sealed
quartz ampule with the Te-flux method (Ir:Te = 1:4). We
obtained two types of crystals by applying different cooling
methods. Sample 1 (S1) was quenched from 950 ◦C to the
room temperature, and sample 2 (S2) was slowly cooled to
room temperature at a rate of 5 ◦C/h. [26] X-ray diffraction
and energy dispersive spectroscopy results confirm that these
two samples have nearly the same crystallinities and stoi-
chiometries within the experimental resolution. The resistivity
ρ, thermoelectric power S, thermal conductivity κ , and Hall
resistivity ρxy were measured in a 14-T physical property
measurement system (Quantum Design). The directions of
the applied electric current and temperature gradient were
along the b axis of the normal phase, and the amplitude of
temperature gradient was less than 3% of the sample tempera-
ture for the thermoelectric power measurements. For the Hall
measurements, we used the conventional six-probe method
with the applied magnetic field perpendicular to the crystal
plane. For the band structure calculations, we used the full-
potential local orbital (FPLO) method, implemented in FPLO
code, in a fully relativistic way within the Perdew-Burke-
Ernzerhof exchange-correlation functional [35], as described
in Refs. [26,32]. Particularly, we calculated Fermi velocity
on each FS for the different stripe-charge ordering phases,
which was important for Boltzmann transport calculation,
using Boltzmann [36] code implemented in WANNIER90 [37].

III. RESULTS AND DISCUSSION

The resistivity ρ of the quenched (S1) and slowly cooled
(S2) crystals exhibits metallic temperature dependence and
clear resistive transitions [Figs. 1(g)) and 1(h)], consis-
tent with previous reports [10–14,19,21–26]. For S1, the
resistive transitions occur near T1 ∼ 270 K with a small
thermal hysteresis [Fig. 1(g)]. However, S2 undergoes two
successive transitions at T1 ∼ 280 K and T2 ∼ 180 K dur-
ing cooling and one transition during warming at T1 ∼
280 K [Fig. 1(h)]. These first-order transitions with signifi-
cant thermal hysteresis are attributed to the formation of a
stripe-charge ordering with different periods, 5a0 [Figs. 1(c)
and 1(d)] and 8a0 [Figs. 1(e) and 1(f)]. The stripe-charge
ordering phases include two kinds of Ir ions. One forms Ir-Ir
dimers and has a relatively high valence, closer to Ir4+ and
denoted as “4.” The other has a relatively low valence, closer
to Ir3+ and denoted as “3.” The 5a0 phase corresponds to a
pattern of Ir atoms with sequences of 33344. Similarly, the 8a0
phase mainly exhibits the charge order sequence 33344344
with a minority phase of 34444344 [19]. The detailed patterns
and periods of the charge order are known to be sensitive to
the defect density and internal strain in IrTe2 crystals [19,26].
Thus, S1 and S2 crystals, grown with different cooling proce-
dures, exhibit different phase transitions.

Recent scanning tunneling spectroscopy measurements on
IrTe2 revealed the existence of twin domains in the stripe
phases of IrTe2 [20,25,33]. The stripe dimer patterns can
be oriented along three equivalent directions in the high-
temperature hexagonal lattice, and there are three different
domains, rotated by 120◦ with respect to each other. There-
fore, charge conduction along the stripe direction within
one domain is interrupted at the boundaries that face the
neighboring domains [Fig. 1(b)]. Consequently, charge con-
duction is dominated by strong scattering at the domain
boundaries, rather than by intrinsic conduction within the
domain. For comparison, we calculated the resistivities of the
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FIG. 2. Temperature-dependent thermoelectric power S(T ) (a),
(c) and thermal conductivity κ (T ) (b), (d). Data from S1 and S2
correspond to (a), (b) and (c), (d), respectively. Arrows and symbol-
colors indicate the direction of temperature sweep. The electron
contributions of thermal conductivity, estimated from Wiedermann-
Franz law, are plotted (thin solid lines) for S1(b) and S2(d).

high-temperature normal and the low-temperature stripe (5a0
and 8a0) phases using the Boltzmann transport method. The
jump in the resistivity is expected to be ∼120% from the
normal phase to the 5a0 phase and ∼15% from the 5a0
phase to the 8a0 phase. Clearly, this calculation cannot repro-
duce the much larger resistive jump observed in experiments
[Figs. 1(g) and 1(h)]. These results indicate the significant
contribution of the domain boundary scattering to the ob-
served abrupt increase in the resistivity at the transition
temperatures.

The stripe-charge order also affects the thermal trans-
port properties such as the thermoelectric power and thermal
conductivity. Both S1 and S2 show clear anomalies in the
temperature-dependent thermoelectric power S(T ) and ther-
mal conductivity κ (T ) at the transition temperatures, T1 and
T2 (Fig. 2), consistent with the resistivity results [Figs. 1(g)
and 1(h)]. With decreasing temperature, κ (T ) drops at each
transition temperature. The decrease in κ (T ) at T1 is compa-
rable to that of the electronic contribution κe(T ), estimated
with the Wiedemann-Franz law κe(T ) = LT/ρ(T ), where the
Lorentz number L = π2

3 ( kB
e )

2
[38]. Therefore, the decrease in

κ (T ) at the transition temperatures is mainly due to the reduc-
tion in the electrical conductivity, caused by strong domain
boundary scattering.

The thermoelectric power S(T ) shows a complicated tem-
perature dependence. At low temperatures, both samples
exhibit a broad S(T ) peak at T ∗ ∼ 50 K. The broad peak
can be attributed to the phonon drag effect, which induces
a characteristic peak in S(T ) at T ∗ ∼ θD/5, where θD is the
Debye temperature (θD ∼ 210 K for IrTe2) [11,23,24]. Below
T ∗, S(T ) of S2 monotonically approaches zero, in accordance
with the Mott relationship [39], S = π2k2

BT
3e

N (εF )
n , where N (εF )

is the DOS at the Fermi level and n is the carrier density.
However, S1 shows an additional sign change, which may
be related to multiband conduction with nontrivial electron
scattering. More importantly, at the transition temperatures,

S(T ) of S1 and S2 exhibits abrupt sign changes [Figs. 2(a)
and 2(c)]. In the normal phase, S(T ) is positive, which is con-
sistent with the hole-type electronic structure, according to the
band-structure calculations and angle-resolved photoemission
spectroscopy (ARPES) results [19,31,32,40]. Once the system
enters the 5a0 phase below T1, S(T ) drops suddenly to a
negative value in both samples. However, S(T ) of S2 abruptly
jumps to a positive value at T2 during the 8a0 phase transition.
Unlike those of the electrical and thermal conductivities, the
changes in S(T ) at the transition temperatures T1 and T2 are in
opposite directions, which cannot be explained with domain
boundary scattering.

Such sign changes in S(T ) are usually considered a
signature of multiband conduction. Being a zero-current
property, S(T ) is much less sensitive to domain boundary
scattering than the electrical conductivity. Band structure cal-
culations [26] indicate that 5a0- or 8a0-type charge orders
induce the reconstruction of electronic structures that have
several electron and hole bands. In multiband systems, the
thermoelectric power S is the sum of the weighted thermo-
electric contribution of each FS:

S = &αn

&σn
= &σnSn

&σn
≈ σeSe + σhSh

σe + σh
, (1)

where the Peltier conductivity αn = σnSn of a band with index
n is determined by the band-specific thermoelectric power Sn
and electrical conductivity σn. Multiband conduction can be
approximated by a two-band conduction model with dominant
electron (e) and hole (h) bands. In this model, the sign changes
of S(T ) across the phase transitions of IrTe2 originate from the
changes in the dominant carrier type.

To study the multiband effect, we measured the magnetic
field-dependent Hall resistivity ρxy(H ) at high and low tem-
peratures, as shown in the top and bottom panels of Figs. 3(a)
and 3(b), respectively. At high temperatures above T1, ρxy(H )
linearly depends on the magnetic field with a positive slope for
both S1 and S2. This behavior is consistent with the positive
S(T ) [Figs. 2(a) and 2(c)], indicating dominant hole carriers in
the high-temperature normal phase. Below T1, ρxy(H ) of both
samples is nonlinear in field, which is a hallmark of multiband
conduction. The detailed field dependencies of ρxy(H ) dif-
fer significantly from each other. To present the nonlinearity
of ρxy(H ) more clearly, we plot the difference )ρxy(H ) =
ρxy(H ) − RH H in the insets of Figs. 3(a) and 3(b), where
the Hall coefficient RH can be determined using the slope
of ρxy(H ) [RH = dρxy(H )/dH] at low magnetic fields. The
nonlinearity of ρxy(H ) is much weaker in S1 than in S2. In
S1, )ρxy(H ) at high magnetic fields deviates upward below
T1 and downwards at lower temperatures. In S2, the upward
deviation of )ρxy(H ) at high magnetic fields is observed
below T1 and maintained to low temperatures. Thus, the trans-
port properties of electron and hole carriers are sensitive to
stripe-charge patterns in IrTe2.

In the two-band model, the field-dependent Hall resistivity
ρxy(H ) is described as follows [41]:

ρxy(H ) = 1
e

(
nhµ

2
h − neµ

2
e

)
+ µ2

hµ
2
eH2(nh − ne)

(nhµh + neµe)2 + µ2
hµ

2
eH2(nh − ne)2

H, (2)

where ne(h) and µe(h) are the densities and mobilities of elec-
tron (hole) carriers, respectively. Using the constraint of the
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FIG. 3. Magnetic field dependent Hall resistivities ρxy of (a) S1 and (b) S2 at different temperatures. The fit to the two-band model
[Eq. (2)] is shown with solid lines. The insets show the deviation of the Hall resistivity )ρxy(H ) from the low-field linear dependence.
Densities n and mobilities µ of electron (solid symbol) and hole (open symbols) carriers for (c) S1 and (d) S2, estimated from the fit shown
in (a) and (b), respectively. The blue (red) symbols in (d) correspond to the data taken during cooling (warming). The vertical lines in (c) and
(d) indicate the transition temperatures T1 and T2 for the stripe-charge orders.

zero-field resistivity [Figs. 1(g) and 1(h)] described by ρ−1 =
neeµe + nheµh, we fitted the ρxy(H ) curves, which yields ne,h
and µe,h as a function of temperature [Figs. 3(c) and 3(d)].
When the temperature decreases below T1, the electron carrier
density ne suddenly appears, whereas nh decreases in both
samples. These trends are consistent with the FS reconstruc-
tion due to the stripe order of 5a0. In the previous ARPES
measurements [19] above and below T1, it has been shown
that the charge transfer from Ir3+ to Te3−

2 due to dimerization
introduces additional electrons in the Te 5p band below T1.
The additional electrons with a density ne, lower than nh,
are much more mobile than holes (µe > µh). However, the
conductivity of electrons neeµe is still lower than that of holes
nheµh, and hole carriers are dominant even below T1, thereby
maintaining a positive RH (Fig. 3). This observation seems
inconsistent with the observed negative S below T1.

Regarding the transition between two stripe phases of 5a0
and 8a0 at T2 in S2, the two-band model also cannot explain
the sign change of S(T ). Unlike the transition at T1, nh and
ne change mildly across T2 [Fig. 3(d)]. With lowering tem-
perature across T2, µh decreases sharply, while µe remains
approximately constant [Fig. 3(d)]. According to the two-band
model [Eq. (1)], the decrease in µh implies a decrease of S(T ),
under the assumption that Sh and Se do not change drastically
during the transition. However, in experiments, S(T ) increases
from negative to positive across T2 [Fig. 2(c)]. Therefore,
identifying the dominant carrier type based on the Hall effect
measurements is insufficient for understanding the complex
sign changes in S(T ) across the transitions in IrTe2. Instead,
the substantial changes in the contribution of each band to
the total S must be considered in the stripe-charge ordering
phases.

To examine the band-specific contribution to the total S
in the different stripe phases, we calculated FSs of the high-
temperature normal and the low-temperature stripe phases

with 5a0 and 8a0. The calculated FSs are consistent with those
presented in previous reports, which are in good agreement
with dHvA oscillations and ARPES results [26,27,32]. Fig-
ure 4 displays the reconstructed FSs of the stripe phases with
5a0 and 8a0, showing multiple quasi-two-dimensional pockets
with different Fermi velocities vF . In both 5a0 and 8a0 phases,
the bands are folded according to the periodicity of the dimer
patterns, and the hole FSs of the normal phase [18,19,32,40]
are reconstructed into several electron and hole FSs [42]
[Figs. 4(a) and 4(b)]. The small FS pockets, centered at the
A point of the first Brillouin zone, were identified as electron
type with high vF , whereas the FSs centered at the * point are
hole type with low vF . These high-vF electrons and low-vF
holes contribute to multiband conduction, in good agreement
with the Hall resistivity results [Figs. 3(c) and 3(d)].

Using these calculated FSs of the normal and stripe phases
with 5a0 and 8a0, the electric conductivity σn and Peltier
conductivity αn (n is the band index) were estimated by the
Boltzmann transport calculations with a constant scattering
time. For the stripe phases, the calculated Peltier conductiv-
ities αi,n and α j,n, parallel (i) and perpendicular ( j) to the
stripe direction within the IrTe2 layer, were averaged out by
assuming a homogeneous population of the stripe domains,
i.e., αn & (αi,n + α j,n)/2. Note that αi,n and α j,n are different
for a given stripe phase, which reflects the anisotropy of
the stripe-charge order. Detailed features of this anisotropy
are presented in Figs. 6 and 7 in the Appendix. As ρxy is
much smaller than ρxx, as shown in Fig. 3 (σxy ' σxx),
and Sxy ' Sxx were assumed owing to the Sondheimer
cancellation, αi,n and α j,n were determined with the diag-
onal components of the calculated Si j,n and σi j,n tensors
for each band, i.e., αi,n = σii,nSii,n + σi j,nS ji,n & σii,nSii,n and,
similarly, α j,n & σ j j,nS j j,n. Once the band-specific Peltier con-
ductivities αn for the multiple FSs in the 5a0 or 8a0 phases are
calculated, they were compared with αn of the hypothetical
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FIG. 4. Reconstructed Fermi surfaces and Fermi velocities vF of
IrTe2 in the (a) 5a0 and (b) 8a0 phases. Calculated Peltier conduc-
tivity αn (n is the band index) for the (c) 5a0 and (d) 8a0 phases.
Calculated αn at the transition temperatures (e) T1 = 270 K for the
5a0 phase and (f) T2 = 180 K for the 8a0 phase (filled bars). For
comparison, αn of the corresponding normal phases with unit cell
sizes of the 5a0 and 8a0 phases (unfilled bars) is also shown in (e)
and (f).

normal phase, in which the unit cell size is matched to those
of the 5a0 or 8a0 phases but the internal atomic positions are
identical to those of the normal phase. In this comparison,
we can track the change in αn with and without stripe-charge
orders and identify the FS responsible for the sign change in
S(T ) at the transition temperatures.

The Peltier conductivity αn of each FS for the stripe phases
with 5a0 and 8a0 is shown in Figs. 4(c) and 4(d). Each FS
contributes with different signs to the total S(T ), the sign of
which is determined by the balance of these contributions. The
comparison of the band-specific αn values for the normal, 5a0,
and 8a0 phases reveals the FSs responsible for the sign change
of S(T ). We found that at T1 ∼ 270 K, αn of the hole FSs
(n = 1, 2) is significantly reduced in the 5a0 phase, compared
to the value of the normal phase [Fig. 4(e)]. In addition,
αn’s sign of the open FS (n = 5) changes from positive to
negative owing to the stripe order. These FSs (n = 1, 2, 5) are

FIG. 5. Calculated thermoelectric power S(T ) for the normal and
stripe-charge ordering phases with 5a0 and 8a0 modulation patterns.
The blue and red solid curves represent the expected S(T ) curve for
S2 during cooling and warming, respectively.

responsible for the sign change in S(T ) across the transition
from the normal to the 5a0 phase. Similarly, in the 8a0 phase
at T2 ∼ 180 K, all the FSs have a small αn, except the hole FS
(n = 3), as shown in Fig. 4(f). This FS has a large positive
contribution, which dominates over those of the other FSs.
This dominance explains the change in S(T ) to a positive sign
in the 8a0 phase. These results demonstrate that the subtle
balance between the positive and negative contributions of the
multiple FSs determines the total S(T ), which highly depends
on the FS reconstruction.

When the contributions from multiple FSs are added up
using Eq. (1), the calculated S(T ) is negative in the 5a0 phase
and positive in the 8a0 phases (Fig. 5). These results can be
compared with S(T ) of the normal phase, which was esti-
mated using S(T ) = α(T )/σ (T ) from the calculated Peltier
[α(T )] and electrical [σ (T )] conductivities for a hole FS in the
normal phase [32]. We found that the calculated S(T ) curves
correctly reproduce the experimentally observed sign changes
in S(T ) across the transitions [Figs. 2(a) and 2(c)], except
the low-temperature hump due to the phonon drag effect,
which is not included in the Boltzmann transport calculations.
This agreement suggests that the substantial changes in the
thermoelectric contribution of each FS are induced by the
stripe-order-driven FS reconstruction. Therefore, these results
confirm FS reconstruction in the stripe-charge ordering phases
and its drastic effect on the intrinsic charge conduction in
IrTe2.

IV. CONCLUSION

In conclusion, using high-quality IrTe2 crystals with a
single phase transition to the 5a0 phase or successive stripe
transitions to the 5a0 and 8a0 phases, we investigated the
electrical and thermal transport properties across the stripe
phase transitions. While the abrupt anomalies in the resistivity
and thermal conductivity are mostly determined by domain
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boundary scattering, the Hall effect and thermoelectric power
S(T ) reflect the multiband nature in the stripe phases. In
particular, the complex sign changes in S(T ) in the different
stripe phases can be well explained by FS reconstruction
due to the stripe orders with a cross-layer quasi-two-
dimensionality. This intriguing charge ordered phase in the
metallic state significantly modifies the electrical properties,
which can also affect the superconductivity coexisting with
the charge ordered phase [10–13,21–23,43].
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APPENDIX

In this Appendix, we present the Peltier conductivities,
αi,n and α j,n, parallel (i) and perpendicular ( j) to the stripe
direction within the IrTe2 layer, respectively. For comparison

we plot the averaged αn as shown in Fig. 4. In the normal
phase, FSs with n = 1, 2 have dominant positive contribu-
tions to αi,n and α j,n, which results in a positive averaged αn
(Fig. 6). These positive contributions to αi,n and α j,n are sig-
nificantly suppressed in the 5a0 phase. Moreover, the positive
contribution of the FS with n = 5 in the normal phase be-
comes negative in the 5a0 phase for αi,n [Figs. 6(a) and 6(d)].
For α j,n, the negative contribution of the FS with n = 3 is
dominant in the 5a0 phase [Figs. 6(b) and 6(e)]. Although
the negative contributions of αi,n and α j,n from the FSs with
n = 3, 4 are somewhat reduced in magnitude by the stripe
transition with 5a0, the strong reduction in αi,n of the FSs with
n = 1, 2, 5 and α j,n of the FSs with n = 1, 2, is dominant. This
leads to the change in S(T ) from a positive to a negative sign
at T1 ∼ 270 K [Figs. 2(a) and 2(c)].

The same analysis was performed on the 8a0 phase, as
shown in Fig. 7. In the normal phase, the positive con-
tributions to αi,n and α j,n from the FSs with n = 1, 2, 3
dominate over the negative contributions to α j,n of the FSs
with n = 4, 5, 6. This results in a positive S of the normal
phase at T2 ∼ 180 K, consistent with the calculation above.
Meanwhile, in the 8a0 phase, the contributions to αi,n and
α j,n from all the FSs become much smaller than those of the
normal phase, except that of the FS with n = 3 (Fig. 7). For
the FS with n = 3, αi,n and α j,n are increased due to the 8a0
order [Figs. 7(d) and 7(e)], which increases S at T2 ∼ 180 K.
Therefore, the transition from the 5a0 phase to the 8a0 phase at
T2 during cooling leads to the change in S(T ) from a negative
to a positive sign. This is consistent with experimental results
[Fig. 2(c)].

α α
αα

α
α

FIG. 6. Calculated Peltier conductivities (a) αi,n, (b) α j,n, and (c) the averaged αn as a function of temperature for the 5a0 phase. The band
index n corresponds to the same index as in Fig. 4(a). The indices i and j indicate the components parallel and perpendicular to the stripe
direction within the IrTe2 layer, respectively. Peltier conductivities of the 5a0 phase (filled bars) and normal phase (unfilled bars) for (d) αi,n,
(e) α j,n, and (f) the averaged αn at the transition temperature T1 ∼ 270 K.
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FIG. 7. Calculated Peltier conductivities (a) αi,n, (b) α j,n, and (c) the averaged αn as a function of temperature for the 8a0 phase. The
band index n corresponds to the same index as Fig. 4(b). The indices i and j indicate the components parallel and perpendicular to the stripe
direction within the IrTe2 layer, respectively. Peltier conductivities of the 8a0 phase (filled bars) and normal phase (unfilled bars) for (d) αi,n,
(e) α j,n, and (f) the averaged αn at the transition temperature T2 ∼ 180 K.
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