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ABSTRACT

Internet traffic generally relies on the Domain Name System (DNS)
to map human-friendly hostnames into IP addresses. While the
community has studied many facets of the system in isolation, this
paper aims to study the DNS in context. With data from a residential
ISP we study DNS along with both activity before an application
needs a given mapping and the subsequent application transaction.
We find that a majority of applications transactions (i) incur no
direct DNS costs and (ii) for those that do the cost is minimal.
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1 INTRODUCTION

The majority of Internet traffic relies on the Domain Name System
(DNS) [17] to map human-friendly hostnames into IP addresses.
This task and the DNS protocol itself seem relatively simple at first
glance. However, the ecosystem that has emerged around resolving
hostnames has become both complex and mysterious [25]. The
community has focused much attention on developing an under-
standing of the operation and performance of the DNS ecosystem.
Generally the previous work falls into two groups: (i) studies that
deeply explore a particular facet of the DNS (e.g., performance),
or (i) studies that explore DNS’ role within broader application
transactions using synthetic traffic. Both classes of previous work
have fundamentally advanced our understanding of DNS. How-
ever, both have a drawback: the experiments and measurements
are conducted in isolation. For instance, studies that deeply explore
the duration of DNS lookups may not consider how or when an
application uses DNS information. A hefty DNS delay that happens
once per hour of application use may not be a significant problem.
Meanwhile a small DNS delay for a lookup that is associated with
only a single short transaction, but repeats incessantly may sum
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to a large amount of waiting time for a user. While some of the
previous work puts the DNS delays in the context of synthetically
loading a web page, the download is isolated from other possibly
germane activities. E.g., some previous download may have used a
given hostname and populated the cache such that the subsequent
access pays no direct DNS cost.

In this paper we aim to augment the DNS literature by evaluating

DNS within the context of application transactions and user behavior.
We use a one week dataset of in-situ DNS lookups and application
transactions within a residential setting to understand DNS’ role
in real world traffic. In particular, with respect to the beginning of
each application transaction, we use the following lenses:
Looking backward ... We first aim to understand the location
from which DNS information is retrieved. While all DNS records
ultimately originate at authoritative servers, the records can be
cached at various locations. Our analysis allows us to understand
how previous behavior populates such caches and aids subsequent
transactions. We find that only 15.7% of application transactions
require queries to an authoritative nameserver with the balance
leveraging cached information.
Looking forward ... Our second contribution is to understand the
magnitude of DNS’ contribution to application transactions. For
short transactions, the cost of a DNS lookup may be relatively high
in terms of adding to the length of the transaction. On the other
hand, for long transactions, a DNS lookup may not be noticeable
to a user as the time required by the transaction itself dominates.

2 RELATED WORK

Our work relates to several broad classes of previous work.
Focused Studies: Much previous DNS work tackles a particular as-
pect of the system to understand or improve. Example topics—with
a meager set of reference examples—include: delays [15], security
[11, 13, 26, 31], caching [12, 18], prefetching [7], robustness [2, 29].
The result is a rich body of work that deeply explores many facets
of the DNS in isolation. Our goal is to understand how a number of
these aspects manifest in the context of DNS’ actual use.
Measurement & Characterization: A second body of work es-
chews isolated studies in favor of measuring and characterizing
many aspects of the DNS in the wild. Examples of such research are
numerous. For instance, a number of studies characterize the traf-
fic that arrives at the root nameservers, including aspects such as
volume, request types and recursive resolver behavior [4, 6, 14, 33].
Meanwhile, other work focuses on understanding the components
and behaviors of DNS’ recursive resolution infrastructure [25]. Still
more work uses passive DNS observation in edge networks to quan-
tify many aspects of traffic—e.g., TTLs, TTL violations, caching
efficacy, name popularity. Studies have been conducted in residen-
tial [5], campus [27] and mobile [16] edge networks.
Performance: More closely related to this paper is a body of work
that uses active measurements to investigate DNS as a component
of web page downloads. Examples of this include the web profiling
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(WProf) work [32], the Mirage work that leverages home routers as
vantage points [30] and a study that uses the Lumen app to under-
stand DNS’ contribution to web page loading in mobile networks
[16]. This previous work crucially begins to build an understanding
of DNS'’ role in a broader context. Our study takes this notion a
step further by both (i) considering applications in addition to the
web and (ii) using in-situ instead of synthetic traffic.

Leveraging Slack in DNS: Two of our previous studies have devel-
oped techniques that increase the duration of DNS lookups [1, 24].
Part of these studies use passive measurements to illustrate that
there is often a gap between a DNS lookup and its eventual use
by an application—hence making longer DNS transactions more
palatable. This paper is a more in-depth study of this phenomenon.

3 DATASET

Our dataset comes from monitoring the Case Connection Zone
(CCZ)—an experimental FTTH network in a neighborhood adja-
cent to a Case Western Reserve University. Each of the roughly
100 residences in the neighborhood connects to the Internet via a
bi-directional 1 Gbps link. This link serves as the primary Internet
link for each house and previous work illustrates usage roughly
matches expectations for general residential users [22, 23]. Roughly
half the residences are student rentals, with the remainder being
full-time non-student residents. From previous work in character-
izing the traffic in the CCZ [22, 23], we believe that while the CCZ
is small and provides high capacity, the traffic is akin to we would
expect from a residential network. We do not believe the high ca-
pacity within the CCZ biases the results because for the most part
our results are in terms of delay and not throughput. Further, in
those cases where we do consider throughput, our comparisons
are between transactions within the CCZ. The results presented in
this paper are meant to add to our understanding and not be the
definitive or final word. Results from different settings may vary.

Each house in the CCZ is supplied a router. While many home
routers can act as DNS resolvers!, the supplied routers in the CCZ
do not take part in DNS lookups.? We monitor the network at
the ISP’s first aggregation point where we can view all traffic to
and from all houses. The supplied home routers act as NATs and
therefore our view of the traffic is at the house granularity. We
cannot differentiate between devices or users within houses.

For this study we use two datasets captured by the Bro network
monitoring system [21] from Feb. 6-12, 2019. A sketch of the ethical
considerations of our data collection, storage and use is in § A.
DNS Transactions: The first dataset consists of 9.2M DNS trans-
actions, including timestamps, local and remote IP address, query
strings, all returned resource records and ancillary information
from the transactions. In this study we consider only plain-text
DNS transactions. At the time our dataset was collected encrypted
DNS—either DNS-over-TLS (DoT) [9] or DNS-over-HTTP (DoH)
[8]—was not mature enough to be in broad use. We validate this
assertion empirically in § 5.1. Widespread use of encrypted DNS
would render the study we conduct in this paper impossible and

! These home routers are generally DNS “forwarders” as they do not communicate with
authoritative servers [25]. Rather, they send DNS requests to other ISP or institutional
recursive resolvers and cache the results.

This is the general CCZ configuration, not something we instituted for our experiment.
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Resolver % Houses | % Lookups | % Conns | % Bytes
Local 92.4 72.8 74.0 70.8
Google 83.5 12.9 8.3 9.2
OpenDNS 253 9.4 14.2 13.5
CloudFlare 3.8 3.9 2.9 5.7

Table 1: Use of resolver platforms in our dataset.

therefore future efforts to better understand DNS in context will
likely need to be conducted from end systems.

Application Transactions: The second dataset consists of sum-
maries of 11.2M connections originated by hosts within the CCZ,
including timestamps, IP addresses, port numbers, number of bytes
transmitted in each direction, etc. The connection summaries do
not include payload contents. For TCP, Bro tracks connection setup
(SYN) and tear down (FIN & RST) indications to delineate connec-
tions. Bro defines a UDP “connection” as consisting of all packets
involving a common set of IP addresses and port numbers.> A time-
out of 60 sec after the last observed packet is used to signal the end
of the “connection”. The dataset includes 9.9M TCP connections
(88%) and 1.3M UDP connections (12%).

The CCZ provides two DNS resolvers. Further, most residences
use at least one third-party public DNS resolver platform. Table 1
lists the resolver platforms that are used for at least 1% of the DNS
lookups in our dataset. The ISP’s two resolvers are the most popular,
being used—at least in part—by over 92% of the houses and handling
over 72% of the queries. The table also shows the percentage of
connections and traffic volume that are tied to each resolver—which
are both roughly commiserate with query percentage.

Further, roughly 16% of the houses only use the ISP’s resolver.
The remaining houses both (i) leverage Google’s public DNS re-
solvers for some of their lookups and (ii) use multiple resolvers. We
believe the prevalent use of Google’s DNS platform at the house
level stems from a default setting in Android devices. Since the only
houses that do not use Google’s DNS resolver are those that only
leverage the local ISP’s resolvers, we hypothesize—without being
able to prove—that these houses have installed a DNS forwarder
that intercepts all DNS traffic and directs it to the ISP’s resolvers.

4 METHODOLOGY

Our analysis depends on the following two building blocks:
Pairing: DNS lookups and application connections—e.g., fetching
a web object—appear as independent transactions to a network
monitor. However, to put DNS in context we use the DN-Hunter
technique [3] to pair each connection with the DNS lookup it uses
(if any). Consider an application connection originating from local
IP address L and destined for remote IP address R. We pair that con-
nection with the most recent non-expired DNS lookup conducted
by L that contains R in the answer (if such exists). If all previous
DNS lookups containing R are expired, we use the most recent.*
Given the widespread use of centralized hosting in the modern
Internet it is possible that multiple hostnames resolve to the same
IP address, thus confusing the DN-Hunter algorithm. In our dataset,
we find there is only a single non-expired DNS response that in-
cludes the given target IP address for over 82% of the application
transactions. For the remaining application transactions there exists
multiple non-expired DNS records with the given IP address. Hence,

3We implicitly cover QUIC [10], as we treat such connections as a UDP “connection”.
“Note, we discuss the use of expired DNS records in more detail in § 5.2.
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Figure 1: Dist. of time between completion of a DNS lookup
and the start of an application connection.

given our vantage point we cannot be certain that the most recent
DNS transaction is the correct choice for pairing—even if intuitive.
To understand the impact of this ambiguity we ran an alternate ver-
sion of the analysis in the remainder of the paper whereby we pair
a random non-expired DNS transactions that contains the target IP
address. Due to space constraints we do not present these results,
but the magnitude of the deviations from the results we present are
small and the high-level take-aways remain unchanged.
Blocking: To better understand DNS’ role, we determine whether
application connections (i) are blocked waiting on a DNS lookup to
proceed or (ii) rely on previously looked up DNS information that is
readily available. A network monitor has no concrete way to make
this determination and therefore we design a heuristic to infer the
relationship. Figure 1 shows the distribution of the interval between
the start of each connection that relies on DNS and time the paired
DNS transaction completes. The distribution shows two different
regions—with a knee around 20 msec (red line on plot)—which
follows our intuition that some connections are blocked awaiting
the results of a DNS lookup while the DNS information is readily
available for other connections. We find that 91% of the connections
that start within 20 msec of the DNS lookup are the first to use the
DNS lookup—i.e., these connections are less likely to be relying the
device’s local DNS cache. In contrast, only 21% of the connections
that start more than 20 msec after the DNS lookup are the first
to use a given lookup. Therefore, we use the two regions of the
distribution to determine whether connections are blocked on DNS
lookups or not. While 20 msec is visually around the knee of the
curve, we use a more conservative threshold of connections starting
within 100 msec of the DNS lookup completion—marked with a
blue line on the plot—being called “blocked” in our analysis.>

5 DNS INFORMATION SOURCE

We now tackle the origin of DNS information for each connection.

5.1 No DNS Information Required

First, we focus on the first line of Table 2, or the 7.2% of connections
that do not utilize DNS lookups—denoted as the N connections.
We find that in 81.6% of these connections both ports are non-
reserved “high ports”. This is a hallmark of peer-to-peer traffic

SWe call 100 msec “conservative” because our analysis generally considers DNS delays
more important for blocked connections and, hence, the larger the threshold the more
important DNS’ role. We ran our analysis with a range of thresholds and find that
while the numbers change slightly, the overall insights remain as we present them.
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Class | Desc. Conns (M) | % Conns
N No DNS 0.8 7.2
LC Local Cache 438 42.9
P Prefetched 0.9 7.8
SC Shared Resolver Cache 3.0 26.3
R Requires Resolution 1.8 15.7

Table 2: DNS information origin by connection.

where neither endpoint is a well-known server. Further, this type
of traffic often does not depend on DNS information, but rather
obtains IP addresses of peers via initial bootstrapping information
(e.g., “torrent” files) and gossiping among the known peers.

The balance of the connections use a reserved port. Ports 443,
123 and 80 account for nearly all these connections. These instances
seem to largely come from IP addresses hard-coded into software
in small devices. For instance, we find over 23K unsuccessful NTP
connections to a particular IP address. From web searches we believe
this likely stems from TP-Link devices being hard-coded to contact
a now-retired public NTP server. Additionally, we find nearly 3K
connections that contact one of two Ooma NTP servers which
seem to be hard-coded into Ooma’s residential VoIP devices. In a
final example, we find over 11K HTTPS connections to one of two
AlarmNet IP addresses, which we believe to be part of a monitoring
service for residential security alarms.

As we note in § 3, we have no visibility into encrypted DNS
lookups. We believe that at the time our dataset was collected,
encrypted DNS was not prevalent in the CCZ. First, we find no
transactions in NV using the standard DoT port (853). Second, we find
that only 1.3% of all application transactions are both (i) unpaired
with a visible DNS lookup and (ii) not peer-to-peer traffic. Even if
all these connections pair with an encrypted DNS lookup—which
is unlikely the case, given the above discussion and examples—the
impact of encrypted DNS on our overall insights will be negligible.

5.2 No DNS Lookup Required

The second set of connections listed in Table 2 are those that use
DNS information, but get their records from a local cache and,
hence, do not block awaiting DNS. While all of these connections
start at least 100 msec after the paired DNS lookup has finished
(see § 4), we sub-divide them further by whether the connection is
the first to use the paired DNS record () or not (LC), as follows.
Local Caching: The LC category listed in Table 2 shows that
42.9% of the connections in our dataset rely on DNS information
from the local cache.’® The £C connections both (i) come more
than 100 msec after the corresponding DNS transaction finishes
and (ii) leverage a paired DNS record that has been previously used.
This second criteria means the information has been locally cached
based on previous activity. These connections do not block waiting
for DNS information and, therefore, have no attendant DNS costs.

Of the 4.8M LC connections, nearly 1.1M (22.2%) use outdated
DNS information that should have been expunged from the cache
based on the DNS record’s TTL. This aligns with previous work
that shows some residential networking gear does not respect the
TTL [25] and hosts often use DNS bindings for longer than allowed
by the TTL [28]. We find that almost 82% of the violations happen

%Given our vantage point outside the residences, we cannot determine whether the
DNS information comes from the on-device stub resolver’s cache or from a home
router acting as a DNS forwarder. However, in both cases the information is close to
the application and the retrieval delay should be nearly irrelevant.
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more than 30 seconds after the expiration. The median and 90"

percentile of the distribution are 890 seconds and nearly 19K sec-
onds, respectively. Hence, a non-trivial part of the efficacy of the
local cache is based on violating DNS records’ TTL.

Prefetching: Most modern web browsers speculatively issue DNS
requests of hostnames they encounter that may need resolution in
the future [7]. For instance, if a web page has an advertisement with
a link to “www.cnn.com” the browser will lookup “www.cnn.com”
as soon as noticing the link so that, if needed,there will be no
delay in determining the IP address to contact. We determine that a
connection benefits from speculative DNS lookups if it both (i) starts
100 msec after the paired DNS lookup concludes and (ii) leverages
a previously unused DNS lookup. We denote this as  on Table 2
and find that 7.8% of the connections benefit from prefetching. The
% connections do not incur a DNS cost because the DNS lookup
happens in the natural lag time between noticing the name and
using the mapping. Without prefetching the application would be
forced to block awaiting a DNS response.

The benefit of DNS prefetching comes with the cost of specula-
tive lookups that go unused. We find almost 3.1M DNS transactions
(or 37.8%) are not used to facilitate an application transaction. Given
our vantage point, we cannot conclusively determine that these
are all traditional prefetching. For instance, an application could
trigger a DNS lookup with the intention of using the result only
to terminate before doing so. However, we believe that these DNS
transactions are largely speculative lookups to aid performance. If
we assume all the unused DNS lookups were caused by prefetching,
then 22.3% of the speculative lookups were ultimately used.

Similar to the £C connections, we find that 12.4% of the P con-
nections use expired DNS records. The rate of using expired DNS
records is roughly 10% less for # connections compared with LC
connections. We believe this discrepancy stems from £LC connec-
tions being to destinations the user accesses with some frequency—
as indicated by LC connections not being the first connection to
use a given lookup. Meanwhile, the lookups behind # connections
are speculative and so their use depends on users clicking a link.
This naturally happens closer in time to the speculative lookup—
e.g., before the user moves on to another web page—and therefore
more often happens within the TTL. Indeed, the median time be-
tween DNS lookup and use is 310 seconds for # connections and
1,033 seconds for £C connections.

5.3 DNS Lookup Required

The previous two subsections detail connections that do not block
on DNS lookups. Now we turn to the last two lines on Table 2 which
deal connections that block awaiting DNS lookups to complete.
These connections start within 100 msec of the end of the DNS
transaction. These two categories are the SC connections that use
DNS records from a shared resolver’s cache and the R connections
that require retrieving information from authoritative servers.
Given that we do not have visibility into DNS requests sent from
the shared resolvers, we use a heuristic that uses the duration of
a DNS lookup to place each connection in the SC or R set. For
all resolvers utilized by at least 1,000 connections we calculate the
distribution of the duration of the DNS transactions. We assume
the minimum of this distribution is the network RTT to the given
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resolver. If a DNS record is cached by the resolver, we expect the
lookup duration to be roughly the same as the minimum duration.
However, the transaction duration will be longer than the network
RTT when the resolver requires information from one or more
authoritative servers. The delay distributions for all the popular
resolvers indeed show a mode around the minimum delay, which
we then use to set a threshold for each resolver. We conclude that
lookups that do not exceed the threshold are served from the shared
resolver’s cache and the remainder require communication with
some number of authoritative DNS servers. The threshold varies
by resolver and reflects a small amount of rounding—e.g., we find
a minimum RTT of about 2 msec for the local ISP’s resolvers and
therefore we use a threshold of 5 msec. For transactions not des-
tined for one of the popular shared resolvers we use a threshold of
5 msec. The thresholds are specific to the monitored network, but
the process for determining the thresholds is general.

Note, all DNS records we classify as coming from the shared
resolver’s cache nearly must be correct since there just isn’t time
to contact an authoritative server. However, we could mistakenly
classify a lookup as requiring communication with authoritative
servers when the shared resolver has the needed information in its
cache, but extra delays creep into the process—e.g., network jitter,
retransmission delays or extra processing delays.

Shared Cache: Table 2 shows that the shared cache is leveraged
by 26.3% of the connections in our dataset. This represents a cache
hit rate of 62.6% of all connections that query a recursive resolver
(i.e., the SC and R connections). Le., even when a connection is
blocked waiting on a DNS record not available locally, the majority
of the time the record is in the shared resolver’s cache and the delay
to obtain it is low—i.e., at most 20 msec in our environment.
Resolution Required: The final line in Table 2 shows that 15.7%
of the connections in our dataset require the shared resolver to
contact one or more authoritative servers before the connection
can start. From our monitoring vantage point, we cannot determine
how many authoritative servers the resolver must contact for each
transaction. However, presumably, even these transactions that we
have labeled as cache misses within the shared resolver generally
benefit from some amount of caching. For instance, many trans-
actions likely depend on the shared resolver’s cached copy of the
“.com” record obtained from the root nameservers. Therefore, this
category encompasses a fairly wide variety of behavior.

6 DNS PERFORMANCE IMPLICATIONS

We now turn from the origin of the DNS records to the impact of
lookups on performance. The N, £LC and # connections—57.9% of
the total connections—either do not require DNS information or
leverage records that are on hand locally when the connection is
instantiated. Therefore, these connections incur no direct DNS costs.
Instead, in this section we focus on the SC and R connections.
The top plot in Figure 2 shows the distribution of the duration
of the DNS lookups in the SC and R sets. The modes at lower
durations represent cache hits with the different modes indicating
different resolvers. For instance, the large mode around 2 msec
stems from the local ISP’s resovlers, while the small mode just
under 10 msec stems from cache hits at Cloudflare’s resolvers. The
figure shows a median lookup time of 8.5 msec and a 75" percentile
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Figure 2: Dist. of DNS lookup delays (top) and DNS contribu-
tion to application transaction (bottom) for SC and R.

of 20 msec. Further only 3.3% of the connections experience a
DNS lookup delay over 100 msec. Our general takeaway is that in
absolute terms DNS lookup durations are modest.

While the absolute delay is often small, we also aim to understand
the delay in the context of the application transaction that depends
on the DNS lookup. For each connection in SC and R we determine
the total time T as the sum of the duration of the DNS lookup D
and the duration of the application transfer A. The bottom plot in
Figure 2 shows the distribution of DNS’ percentage contribution to
the total time (i.e., M). The plot shows that DNS’ contribution
is more than 1% for only 20% of all the transactions (black line).
Further, in only 8% of the transactions do we find DNS contributes
at least 10% of the overall duration. Unsurprisingly, the DNS portion
of the transactions is generally less for the SC set (blue line) than
for the R set (red line). However, even for the R case we find DNS
contributes more than 1% in only 30% of the transactions.

Next, we pick two independent criteria that intuitively indicate
the DNS cost is “insignificant”: (i) an absolute lookup time of no
more then 20 msec and (ii) a relative contribution of no more than
1%.” We find 64.0% of the SC and R transactions experience DNS
lookups that are insignificant using both criteria. Also, we find that
for 11.5% of the transactions the DNS lookup constitutes more than
1% of the transaction time, however, the absolute cost is no more
than 20 msec. Similarly, we find that 15.9% of the transactions have
an absolute DNS lookup time more than 20 msec, but the DNS
lookup represents no more than 1% of the total transaction. This
leaves 8.6% of the SC and R transactions that pay a significant DNS
lookup cost—i.e., the delay is both (i) > 20 msec and (ii) > 1% of the
overall transaction time. In terms of the overall set of connections
this means only 3.6% suffer a significant DNS lookup delay.

"While we can quibble about the chosen constants, when run with alternate values—
elided due to space—our analysis shows similar high-order insight.
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7 PERFORMANCE VS. RESOLVER

As we discuss in § 3, a handful of resolver platforms are used by at
least 1% of the connections in our dataset (see Table 1). We now use
our framework to perform an analysis of the relative performance
of each platform across various metrics.

First, we consider the shared cache hit rate—i.e., the percentage
of SC connections relative to all SC and R connections for each
resolver platform. The hit rate varies considerably across resolver
platforms, as follows: (i) Cloudflare, 83.6%, (ii) local ISP resolvers,
71.2%, (iii) OpenDNS, 58.8%, and (iv) Google, 23.0%.3 All platforms
except Google use their cache for the majority of the lookups.

We next turn to the duration of lookups to various resolver plat-
forms. The lookup duration in the SC set are dictated by the RTT
between the monitored clients and the resolver. Therefore, we focus
on delays for the R set of lookups. The top plot in Figure 3 shows
the distribution of the duration of lookups used by R connections.
The plot shows that (naturally) the local ISP’s resolver generally
has the lowest delay, followed by Cloudflare and OpenDNS. The
difference between the local ISP, Cloudflare and OpenDNS at the
median point in the distribution can largely be explained by the
RTT between the clients and the resolver. That is, these resolvers
generally perform their lookups similarly, but their distance from
the client is the factor in making them “better” or “worse”. Google
on the other hand has generally longer lookups than the other
resolvers until the 75" percentile. However, the tail of Google’s
distribution is generally shorter than the other platforms.

A final metric we use to assess resolvers is the performance of ap-
plication transactions. Content Distribution Networks (CDNs) often

8Note, we only assess the first-level cache that is co-located with the resolver the
client accesses. Some platforms may have second-level caches that provide the needed
answers instead of relying on the authoritative servers, however, we cannot detect
this from our vantage point.
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convey which edge server clients should access via DNS responses.
One of the pieces of information CDNs use to make this decision
is where a client is located. Since clients rarely send DNS requests
directly to the CDNs’ authoritative servers, the CDNs leverage the
location of the resolver as a proxy for a client’s location. This means
that the resolver can impact the quality of CDN decisions [19].

The bottom plot in Figure 3 shows the distribution of through-
put for SC and R connections for each resolver platform. First,
note that Google has two lines on the plot. We find that 23.5% of
the connections that stem from lookups to Google’s resolver are
for “connectivitycheck.gstatic.com”. This hostname is responsible
for 0.3% of the connections that stem from non-Google resolvers.
Looking up this hostname is part of the process Anroid devices
use to detect captive portals. We removed the connections that
use the “connectivitycheck.gstatic.com” hostname and include the
dashed orange line to show the performance of Google without this
artifact. Comparing the solid and dashed orange lines on the plot
shows that these connections skew the distribution. The plot also
shows that for 75% of connections Cloudflare-based connections
have lower performance than the other three platforms—which are
roughly equivalent. For the 25% tail of the distributions we find
that (i) Cloudflare-based connections converge to being roughly
equivalent with the local ISP’s resolver and OpenDNS, while (ii)
Google-based connections (dashed line) perform better than the
others (corresponding to their lower delay shown in the top plot).

Ultimately, due to conflicting metrics we are unable to determine
which resolver is “the best”.

8 POSSIBLE DNS IMPROVEMENTS

In Table 2 we show that 42.1% of the connections in our dataset
block awaiting DNS information. While we find in § 6 that blocking
adds significant delay for only 3.6% of the connections, we now
briefly explore two local mechanisms to further reduce DNS’ cost.
A Whole-House Cache: The first improvement we study is use
of a cache in each home’s router. While many modern residential
routers act as caching forwarders [25], those used in the CCZ do
not. However, we take cases where multiple requests for the same
record within the record’s TTL as hints that multiple devices require
the same record and a whole-house cache could be helpful.

We used the traffic in our dataset to simulate a whole-house
cache for each house in the observed network. The connections in
the N, LC and P categories will not benefit from further caching,
hence, we focus on the SC and R connections. We find that 9.8%
of the connections in our dataset would move from SC or R to
LC—i.e., would benefit from a whole-house cache. We find that
22% of the SC connections and 25% of the R connections would see
benefit from a whole-house cache—i.e., the savings is fairly uniform
across the two sets of connections that block on DNS lookups.
Refreshing: Another local approach we investigate to aid perfor-
mance is speculatively refreshing cache entries as they are about to
expire in a whole-house cache. This is similar to browser prefetch-
ing in that we use a cue that a user might need a given record in
the future so we request and cache the record a priori.

To study this, we built a simple trace-driven simulator that uses
our traffic dataset as the workload. For each query retrieved over
our dataset we use the maximum TTL in the observed responses
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Standard | Refresh

All
Conns. 10.4M 10.4M
DNS Lookups 8.4M 1.2B
Lookups/sec/house 0.2 25.2
Cache Hits 61.0% 96.6%
Cache Misses 39.0% 3.4%

Table 3: Efficacy of refreshing expiring names.

as the authoritative TTL. This is a conservative approximation in
that if the TTL we observe is lower than the actual authoritative
TTL we will expire the entry too soon and see more work required
to keep the entry fresh. Further, we do not refresh records with
an authoritative TTL under 10 seconds as this is logistically prob-
lematic (more below). Finally, note, that some of the results from
our simulations do not exactly match the analysis in the previous
sections. This stems from our ideal use of the TTL, which does not
always align with reality (e.g., see § 5.2).

Table 3 shows the results of our simulations. First, note, we only
use the 10.4M connections in our corpus that use DNS in some
fashion—i.e., we do not include the N connections. The second
column shows the performance of a standard cache that conducts
DNS queries as needed. We find 61.0% of the connections are served
from the cache. The number of lookups equates to an average of
roughly 0.2 lookups per second across all the houses in our dataset.

The final column of Table 3 shows the performance of a whole-
house cache that refreshes all previous lookups as their entries
expire—for records with TTLs > 10 seconds. In this case, the cache
hit rate is 96.6%, showing that name use is highly predictable by
previous user behavior. Achieving this cache hit rate, however,
takes roughly 1.2B additional DNS requests—or roughly 144x more
than the standard cache. The average query rate is about 25 queries
per second per house—an approximately 126x increase over the
standard cache. While the cache hit rate increased by more than
50%, the query load seems impractical for most situations. Further,
the query load will increase if we include names with lower TTLs.
An open question for future work is whether we can design ways
to achieve close to the 96.6% cache hit rate that is possible, while
incurring costs that are commiserate with the standard cache.

9 SUMMARY

This paper provides a study of DNS use within the context of appli-
cation traffic. We make several contributions, including (i) finding
nearly 58% of connections do not block awaiting DNS lookups, (ii)
determining that only 3.6% of the connections pay a significant DNS
cost, and (iii) finding no clear cut winner across several resolver
platforms. We believe our analysis adds to the significant existing
body of work on understanding DNS.
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A ETHICS

The dataset we use for this paper is based on observing a real user
population and, as such, there are privacy concerns with the data.
While we cannot guarantee no harm ever comes from this dataset,
we have taken a number of precautions to conduct the work in an
ethical manner, including:

The monitored FTTH network is adjacent to Case Western
Reserve University and was setup for the explicit purpose
of experimenting with giving large capacity to residential
users. Each house connected to the network has explicitly
agreed to participate in the experimental program.

Case’s Institutional Research Board (IRB) has reviewed our
data collection, storage and use processes and ultimately has
classified our research as not being human subject research.
That is, our research focus is on the system and not the
people. Of course, we do not take this finding as carte blanche,
but rather understand that the dataset must be treated with
care as it is in fact sensitive.

We use only passively collected data in this paper. Therefore,
our experiments cannot cause direct harm, but instead the
data represents only “potential harm”, as outlined in [20].
In other words, we do not make any actual changes to the
network, we only watch what naturally happens. That said,
we treat the recorded data as highly sensitive such that any
potential harm we record does not turn into actual harm.
Access to the actual network monitor we use to gather data
is tightly controlled. It is generally available only to fac-
ulty and senior research scientists. Occasionally, a student
is given temporary access to debug an issue. This latter did
not happen for the data gathered for this paper.

The body of this paper uses only aggregate numbers and we
do not provide enough information to identify any user of
the monitored network. While it may be possible to iden-
tify people with the raw data, we have not done so in our
investigation.

From the traffic patterns we observe, we believe all houses
likely have multiple devices and multiple users. The gate-
way provided for each residence in the experimental net-
work does Network Address Translation and this makes it
even more difficult to readily identify actual users from the
recorded traffic.

All data collected is kept encrypted. Access is given only (i)
to those with a direct need and (ii) to the narrowest possible
set of data for a given project.

For the application transactions (web, email, etc.) we do not
record the payload of the transactions. We use Bro’s [21]
standard connection summary policy file to record various
information about the connections (endpoints, start time,
duration, bytes transmitted, etc.).

For DNS transactions we use Bro’s [21] DNS policy script to
record traffic. We do not collect DNS payloads as they appear
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on the wire, but the summaries do contain query strings and
the resource records from responses.

While we could have anonymized portions of the traffic—
e.g., IP addresses, query strings—described in the last two
bullets before storing the data, we chose not to do so. While
most of the analysis in this paper could have been conducted
on anonymous data, we believe that such anonymization
unduly degrades the research value of the data.
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uses multiple IP addresses and it would have been exceed-
ingly difficult to tease apart Google and OpenDNS because
they both had an RTT of roughly 20 msec from the monitored
network.

As we have done in much previous work, we put our trust in
limiting access to the data and working in a disciplined way
that calls for only looking at only what we need to complete
a given analysis.

E.g., without the real IP addresses of the DNS resolvers the
quality of the analysis in § 7 would have been degraded—or,
perhaps, not possible. For instance, each resolver platform

Ultimately, we believe the ethical decisions we made for our work
are consistent with much previous work in the community and
align with the community’s (unwritten®) norms.

9 .alas...
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