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analysis in fused silica capillaries:
a tutorial review
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Biological and pharmaceutical analytes like liposomes, therapeutic proteins, nanoparticles, and drug-delivery

systems are utilized in applications, such as pharmaceutical formulations or biomimetic models, in which

controlling their size is often critical. Many of the common techniques for sizing these analytes require

method development, significant sample preparation, large sample quantities, and lengthy analysis times. In

other cases, such as DLS, sizing can be biased towards the largest constituents in a mixture. Therefore,

there is a need for more rapid, sensitive, accurate, and straightforward analytical methods for sizing

macromolecules, especially those of biological origin which may be sample-limited. Taylor dispersion

analysis (TDA) is a sizing technique that requires no calibration and consumes only nL to pL sample

volumes. In TDA, average diffusion coefficients are determined via the Taylor–Aris equation by

characterizing band broadening of an analyte plug under well-controlled laminar flow conditions. Diffusion

coefficient can then be interpreted as hydrodynamic radius (RH) via the Stokes–Einstein equation. Here, we

offer a tutorial review of TDA, intended to make the method better understood and more widely accessible

to a community of analytical chemists and separations scientists who may benefit from the unique

advantages of this versatile sizing method. We first provide a tutorial on the fundamental principles that

allow TDA to achieve calibration-free sizing of analytes across a wide range of RH, with an emphasis on the

reduced sample consumption and analysis times that result from utilizing fused silica capillaries. We

continue by highlighting relationships between operating parameters and critically important flow

conditions. Our discussion continues by looking at methods for applying TDA to sample mixtures via

algorithmic approaches and integration of capillary electrophoresis and TDA. Finally, we present a selection

of reports that demonstrate TDA applied to complex challenges in bioanalysis and materials science.
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Introduction

Designing and producing drug delivery systems, therapeutic
proteins, nanoparticles, and biopolymers requires fast and
straightforward characterization of these products via high
accuracy and high sensitivity analytical methods. Many stan-
dard methods for solution-phase size characterization require
extensive method development, tedious sample preparation,
large sample volumes, lengthy analysis times, and/or expensive
instrumentation. One widely used size characterization method
is dynamic light scattering (DLS), which can, in some cases, be
performed with limited sample preparation and offer rapid
analysis times. Complex samples such as blood plasma have
been analyzed by DLS with preparation as simple as dilution,
ltration and/or centrifugation.1,2 However, signal intensity in
DLS is proportional to the analyte radius raised to the 6th

power,3 which makes detection sensitivity particularly chal-
lenging when characterizing small particles. For the same
reason, DLS is sensitive to issues of analyte aggregation.3 These
qualities are oen disadvantageous when interrogating the size
of small proteins, especially in the presence of larger proteins or
aggregates. Hawe et al. measured a range of concentrations
(0.05–50mgmL�1) of various peptides and proteins.4While DLS
accurately sized the antibody drug adalimumab (5–6 nm) at the
lowest concentration, sizing the peptide oxytocin (�0.8 nm) was
not possible at low concentrations due to the inuence of dust
or excipients in the sample. In this case, DLS provided inaccu-
rate and inconsistent hydrodynamic radius (RH) determinations
for oxytocin ranging from 6.9–130 nm. In the same work, DLS
was utilized to observe aggregation in heat-stressed formula-
tions of protein samples. With a 5 �C increase in temperature,
a model IgG antibody showed an increase from RH ¼ 7.5 nm to
RH ¼ 22 nm by DLS, whereas TDA measured a modest increase
from RH ¼ 6.5 nm to RH ¼ 7.5 nm under identical conditions.
This disagreement was attributed to the bias of DLS towards
large particles, in which the largest particles or aggregates
dominate the overall scattering intensity, thus resulting in
inaccurately high RH determinations.

Size exclusion chromatography (SEC) is another method
oen employed for size determination. SEC requires precise
calibration with appropriate size standards, and is susceptible
to deleterious effects of analyte–column interactions.5 Pacáková
et al. found that melittin, a strongly basic peptide found in bee
venom, displayed deleterious retention on a hydrophilic SEC
column, which they attributed to the peptide's inability to form
a predominantly hydrophilic shell due to the uneven distribu-
tion of exterior hydrophilic residues.6 Overcoming these dele-
terious analyte–column interactions required method
optimization such as the addition of an organic solvent to the
mobile phase and pH optimization. Ricker et al. explain that
SEC columns can exhibit electrostatic effects when the mobile
phase ionic strength is low, and hydrophobic effects when ionic
strength is high.7 Either case can result in deleterious retention
of analytes, which can result in peak deformation and, ulti-
mately, inaccuracy of size determinations by SEC. They
observed the effect of mobile phase ionic strength on SEC of
Anal. Methods
three mousemyeloma antibodies using a silica-based stationary
phase material. At low ionic strength, the least basic antibody
had no net positive charge, and was therefore unaffected by
adsorption to the anionic silanols at the stationary phase
surface. However, at high ionic strength, the antibody was
retained due to hydrophobic effects. This work demonstrates
the careful consideration for method development that is
needed for accurate size determinations by SEC.

Various micro- and nanoscopic imaging techniques such as
transmission electron microscopy (TEM), scanning electron
microscopy, and atomic force microscopy have been applied to
particle sizing.8–14 However, eld of view ultimately limits the
throughput of analysis for any imaging technique applied to
molecular or particle sizing.

Taylor dispersion analysis (TDA) is a powerful analytical
method for size characterization that addresses many of the
shortcomings of the more common methods described above.
Size determinations by TDA are absolute, requiring no calibra-
tion nor prior knowledge of sample concentration.15 TDA con-
ducted in fused silica capillaries requires only sub-nanoliter
sample volumes, and the method can be applied to sizing
analytes from small molecules16–20 to micron-scale particles and
complexes.21,22 TDA has evolved from studying gaseous diffu-
sion coefficients in large tubes23–25 to TDA measurements of
therapeutic proteins,26–36 drug delivery systems,26,30,37–42 nano-
particles,43–52 mixtures,15,44,53–59 synthetic polymers,30,60–64 and
more. While TDA has been discussed in other reviews of phys-
iochemical characterization methods in specic application
areas,65–70 to our knowledge no recent review has combined
a tutorial discussion of the underlying principles and practical
considerations of TDA with an outline of the breadth and depth
of modern TDA applications. Here, we offer a tutorial review of
TDA, intended to make the method better understood andmore
widely accessible to a community of analytical chemists and
separations scientists who may benet from the unique
advantages of this versatile sizing method.

Principles of TDA

First described by Taylor in 1953,23 TDA enables the direct
determination of diffusion coefficients across a wide range of
hydrodynamic radii (�A to mm). TDA is a mathematical frame-
work for analyzing dispersion that results from the interaction
between the parabolic velocity prole of pressure driven
laminar ow in a cylindrical tube and the radial diffusion of
analytes across that velocity prole. A sample plug injected into
ow spreads axially due to the combined effects of convection
and diffusion, which is observed as band broadening (Fig. 1).
Diffusion occurs both radially and longitudinally, however TDA
is conducted under well-controlled ow conditions (discussed
in more detail below) that ensure the contribution to band
broadening from longitudinal diffusion is negligible. As a result
of the parabolic velocity prole, the initial velocity of any indi-
vidual analyte molecule or particle is a function of its starting
radial position within the injected sample plug. As radial
diffusion proceeds, each molecule or particle samples the full
range of ow velocities in the parabolic prole over the duration
This journal is © The Royal Society of Chemistry 2021
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Fig. 1 Illustration of Taylor dispersion, and the corresponding vari-
ables utilized in TDA. Under the parabolic velocity profile of pressure-
driven flow, and neglecting any effects of diffusion, a sample plug
would deform as illustrated (i). Considering the effects of diffusion only
in the radial direction gives Taylor dispersion, yielding the band profiles
illustrated (ii). The evolution of Taylor dispersion can be observed as
band broadening of a peak measured at multiple locations in the flow
path (iii). The variables t1, t2, Rc, s1, and s2 are the same variables utilized
in eqn (13).
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of ow, resulting in an ensemble average velocity across all
particles in the sample population.

Analytes with low diffusion coefficients move slowly across
the parabolic velocity prole such that two analyte particles
starting with disparate velocities remain separated within their
respective ow streams for a longer duration as compared to the
behavior of analytes with higher diffusion coefficients. The net
result is a broad distribution of velocities about the population
mean velocity for analytes with low diffusion coefficients, which
is observed as a high degree of band broadening. Conversely,
molecules with relatively high diffusion coefficients move
rapidly across the parabolic velocity prole, experiencing a nar-
rower distribution of velocities about the populationmean, thus
a lower degree of band broadening is observed.

It is worth noting here that the relationship between diffu-
sion coefficient and band broadening observed by TDA may
seem counterintuitive to many separations scientists more
accustomed to considering longitudinal diffusion. By the
mechanism of longitudinal diffusion, higher rates of diffusion
result in increased band broadening, which is the opposite of
what is described above. Nevertheless, when considering only
radial diffusion in TDA measurements, molecular diffusion
coefficients (D) can be determined by observing the degree of
band broadening as follows:71,72

D ¼ Rc
2td

24s2
(1)

where Rc is the channel radius, td is the average elution time,
and s2 is the peak variance. D can be used as a structural
descriptor of the analyte when transformed to RH via the
Stokes–Einstein relation:73
This journal is © The Royal Society of Chemistry 2021
RH ¼ kBT

6phD
(2)

where kB is the Boltzmann constant, T is temperature, and h is
the dynamic viscosity of the solution.

For TDA to yield accurate determinations of D, precise
control of ow is required to meet two requisite conditions
known as the Taylor conditions. First, TDA considers radial
diffusion while neglecting longitudinal diffusion. For this to be
possible, the rate of advectionmust be signicantly greater than
the rate of diffusion, which is widely considered to be satised
when the Péclet number (Pe) is greater than 69.74 Pe is dened
for a cylindrical channel as:72

Pe ¼ uRc

D
(3)

where u is the linear ow rate. In his original work,74 Taylor
dened the following inequality as a requirement to satisfy eqn
(1):

4L

Rc

[
uRc

D
[6:9 (4)

where L is the length of the channel. In that work, a ratio of
1 : 10 between the inequalities was considered requisite, which
gives the accepted Taylor condition Pe $ 69. Cottet et al.
demonstrated that longitudinal diffusion can be neglected even
in conditions where Pe < 69, dening requisite ow velocity as:56

u$
D

Rc

ffiffiffiffiffi
48

3

r
(5)

where 3 is the relative error in determination of D. By this
analysis, Taylor's condition of Pe $ 69 gives a relative error due
to neglecting longitudinal diffusion of 1%, whereas Cottet and
coworkers suggest that a relative error of 3% can be tolerated,
leading to the requisite condition Pe $ 40.

The second Taylor condition describes the duration for
which a sample plug must remain in ow in order to observe
sufficient band-broadening effects due to Taylor dispersion.
Taylor's original work described the condition as follows: “the
time necessary for appreciable effects to appear, owing to
convective transport [must be] long compared with the ‘time of
decay’ during which radial variations of concentration are
reduced to a fraction of their initial value through the action of
molecular diffusion”.23 As such, the requisite residence time (tR)
of the sample plug in ow is inuenced by D and Rc. Residence
time can be normalized for these factors to give a dimensionless
time factor (s) dened as:

s ¼ DtR

Rc
2

(6)

Taylor expresses eqn (6) as the inequality74

D[
Rc

2

4tR
(7)

Taking a 1 : 10 ratio as satisfying inequality (7), the following
condition satises minimum required tR:
Anal. Methods
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tR $ 2:5
Rc

2

D
(8)

Substituting tR in eqn (6) with inequality (8), we can obtain
the minimum required value for s:

s ¼ DtR

Rc
2
¼

D

�
2:5

Rc
2

D

�

Rc
2

$ 2:5 (9)

Alternative minimum s values have also been reported. In
the same work that studied alternative minimum Pe conditions,
Cottet et al. demonstrate that the minimum tR can also be
expressed as a function of 3 as follows56

tR $
3Rc

2

80D3
(10)

Presuming an acceptable 3 of 3%, inequality (10) becomes:

tR $
1:25Rc

2

D
(11)

Substituting tR in eqn (6) with inequality (11), we can obtain
the minimum required value for s:

s ¼ DtR

Rc
2
¼

D

�
1:25

Rc
2

D

�

Rc
2

$ 1:25 (12)

There is some disagreement on appropriate limiting value of
s. Several works report the condition s > 1.4.45,72,75,76 However, to
our knowledge, no mathematical basis for alternate limiting s
values has been offered with the rigor of either Taylor or Cottet's
solutions shown above.
Practical considerations for TDA
measurements

Several practical considerations arise from the requisite Taylor
conditions. First, eqn (6) shows that analysis times can be
dramatically reduced by reducing Rc. This hasmotivated the use
of fused silica capillaries (typ. 10–250 mm i.d.) as ow systems
for TDA. As a result, capillary electrophoresis (CE) instrumen-
tation has become a prominent tool in the continued develop-
ment and application of TDA. Second, although TDA is
a method for determining D, target values of D are needed to
dene the requisite Taylor conditions. Since the Taylor condi-
tions are met by exceeding thresholds (i.e. s$ 2.5 and Pe$ 69),
a priori knowledge of D is not required. Instead, careful
consideration is needed to bracket an appropriate range of D
values for a given analysis, which can be used to deduce the
limiting values of operating parameters u, Rc, and tR that satisfy
the Taylor conditions. Finally, it is impractical to consider the
two requisite Taylor conditions independently when designing
the parameters of a TDA experiment. For example, Pe must
Anal. Methods
exceed a value of 69 but is given no theoretical upper bound,
which suggests there is no upper bound of the operating
parameter u and therefore ow velocity should be maximized.
While u is not given an upper bound on the basis of theory,
increasing u requires increasing capillary length in order to
achieve a value for tR to satisfy s > 2.5, and impractical capillary
lengths can quickly arise from poorly chosen u values. Thus,
practical limitations require a careful selection of operating
parameters to meet the Taylor conditions for an appropriately
bracketed range of D. With careful consideration, and several
iterative calculations of eqn (3) and (6), selecting appropriate
and practical operating conditions for TDA is not prohibitively
laborious. Still, making available purpose-built calculation tools
for establishing appropriate operating parameters would
benet researchers currently utilizing TDA and may foster more
widespread adoption of the technique.

Practical and theoretical limitations exist beyond the scope
of appropriately selecting operating parameters to meet the
requisite Taylor conditions. For example, the TDA principles
described above assume that the sample plug remains under
continuous ow for the full duration of tR. In practice, this can
be difficult or impossible to achieve, especially when utilizing
CE instrumentation. The act of injecting a sample plug via
conventional CE injection methods necessarily gives discon-
tinuous ow velocities because ow must be stopped to bring
a sample vial to the capillary inlet and stopped again to return
a buffer vial to the capillary inlet before ow recommences for
the TDA procedure. A key to overcoming this limitation has
been the use of dual-detector schemes,16,17,77,78 in which band
broadening is compared between two detection points posi-
tioned on the ow path to achieve the appropriate tR value
within the volume between the detection points. In this way,
band broadening evolves while under continuous ow between
the two detection points, and any contribution to overall band
broadening from discontinuous ow in the sample injection
process is accounted for in the initial observation at the rst
detection point. Dual-detector TDA utilizes a modied form of
the Taylor–Aris equation as follows:76

D ¼ Rc
2ðt2 � t1Þ

24ðs2
2 � s1

2Þ (13)

where t1 and t2 are the peak arrival times at detectors 1 and 2,
respectively, and s1

2 and s2
2 are the peak variances as observed

at detectors 1 and 2, respectively.
Chamieh et al. compared the performance of TDA in single-

and dual-point detection congurations.53 In their work, TDA of
monodisperse albumin proteins and polydisperse polymer
standard samples was performed utilizing a commercial CE
instrument equipped with a 60 cm � 50 mm i.d. fused silica
capillary and UV absorbance detector. For single-point detec-
tion, band broadening was analyzed for signals collected at
three detector positions (effective capillary lengths: 8.5 cm,
24.5 cm, and 51.5 cm). For dual-point detection, signals were
analyzed with detection points positioned at 24.5 cm and
51.5 cm. Unsurprisingly, single-point detection TDA resulted in
overestimates of RH when the injection volume was a signicant
fraction (>1%) of the total effective capillary volume. Utilizing
This journal is © The Royal Society of Chemistry 2021
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previously reported mathematical corrections17 for the effects of
pressure ramping and the nite volume of the injection plug, RH

determinations by single-point detection TDA were not statis-
tically different from those determined by dual-point detection,
provided injection volume remained <1% of effective capillary
volume. However, dual-point detection TDA is arguably prefer-
able, as it does not require any mathematical corrections or
presumptions of dynamic ow conditions which may be diffi-
cult to observe. To facilitate precision TDA, technologies have
been developed to achieve dual-detector congurations in
commercial CE instrumentation for UV absorbance17 and uo-
rescence detection16 modes.

TDA analysis times are signicantly reduced by decreasing
Rc, which has motivated the use of fused silica capillaries.
Precise control of applied pressures to a capillary ow system
can be achieved with modern commercial CE instrumentation,
making these instruments well suited for TDA. Williams and
Vigh leveraged the integration of CE and TDA in a commercial
instrument by rst separating analytes by CE then switching to
pressure driven ow to perform TDA on the separated analy-
tes.79 One critical challenge to performing TDA in a commercial
CE instrument was described by Sharma et al., who described
the effects of the initial ramp in ow velocity that occurs upon
pressure application.72 This non-uniform velocity prole intro-
duces signicant error in determinations of D. To circumvent
this effect, ramp rate can be characterized and corrected for
mathematically. The ramp rate of the CE instrument must be
determined and used to convert the observed residence time to
the ideal residence time by the equation:

tR ¼
tR;obs þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tR;obs

2 � 16LTLDh
�
Rc

2ri

q
2

(14)

where LT is capillary length, LD is tube length from inlet to
detector, and ri is the rate of increase of applied pressure. When
there is no initial velocity ramp, tR ¼ tR,obs and D can be
determined simply by eqn (1). However, a velocity ramp leads to
errors in the measured values of D if not corrected using eqn
(14). With increased tR,obs the effect of ri becomes negligible,
and as tR,obs approaches innity, any error in D would approach
zero. Thus, the effect of the ramp is greater at lower tR,obs. To
demonstrate this, the error in D determinations for phenylala-
nine was characterized as a function of tR,obs. Errors greater
than 50% were observed for tR,obs < 50 s whereas <1% error was
observed for tR,obs > 100 s. Correcting for ow velocity ramp by
eqn (14), reduced the error at all tR,obs evaluated to <2%. While
this correction was straightforward for frontal analysis, zonal
analysis required additional corrections to account for the nite
width of the injection plug. The additional correction required
the calibration of observed peak variance (sobs

2) vs. injection
volume (Vi) at each tR. Thus, correcting for a velocity ramp in
zonal analysis can add substantial additional work to the overall
workow.

The operating principles of TDA are conceptually similar to
those of hydrodynamic chromatography (HDC), although these
are mechanistically distinct modes of analysis. Cottet and
coworkers characterized the relationship between RH, applied
This journal is © The Royal Society of Chemistry 2021
pressure, and capillary diameter to elucidate the conditions
under which HDC mechanisms interfere with the accurate
interpretation of TDA results.80 In Fig. 2A and B, the red lines
correspond to experimental conditions of constant analyte size
(vertical line) or constant mobilizing pressure (horizontal lines),
and the dots represent the conditions illustrated in Fig. 2C and
D. When 250 nm polystyrene nanoparticles (PS NPs) were
analyzed by TDA utilizing a 50 mm i.d. fused silica capillary
under mobilization pressures from 7–550 mbar, peak shape
became distorted at and above 90 mbar (Fig. 2C). Interestingly,
the conditions with observed peak distortion corresponded to s
# 1.25, which fails to satisfy the requisite Taylor condition.
When various sizes of PS NPs (RH ¼ 110 nm, 250 nm, 500 nm)
were analyzed by TDA utilizing 25 mm i.d. fused silica capillary
and a xed mobilizing pressure of 28 mbar, the effects of HDC
reduced elution times of 250 nm and 500 nm PS NPs (Fig. 2D).
Importantly, HDC affected the variance of the NP peaks even
without appreciable effects on mean elution time, which
adversely affected the accuracy in determinations of D. The
authors identied an upper limit on the ratio of RH to capillary
radius (Rc) as a function of 3 given by:

RH

Rc

¼ 0:173 (15)

In many cases, especially when designing TDA experiments
for the analysis of macromolecular constructs, this constraint
will warrant careful consideration when selecting appropriate
operating parameters to meet the Taylor conditions.

Another important consideration is the potential for analyte-
capillary adsorption, which will introduce peak asymmetry in
the resulting elution prole, or taylorgram. Latunde-Dada et al.
observed asymmetric peaks with pronounced tailing in varying
concentrations of lysozyme (1–20mgmL�1) in a standard 75 mm
i.d. capillary.81 As an attempt to mitigate the effect of peak
tailing on RH determinations, they developed a constrained
tting algorithm to isolate dispersive components of the
concentration proles from the solute-capillary interacting
components. This mathematical correction yielded improved
accuracy in RH determinations for high concentration (i.e. 5–
20 mg mL�1) lysozyme samples. Interestingly, at 1 mg mL�1

lysozyme, both free and constrained ts gave inaccurate RH

determinations (4.5 � 0.3 nm and 3.33 � 0.03 nm, for free and
constrained ts, respectively as compared to previously re-
ported values of 1.89–2.05 nm (ref. 82 and 83)). The authors
postulated that these inaccuracies resulted from amuch greater
fraction of total sample engaged in adsorptive interactions at
the capillary wall and, thus, subject to a net ow velocity that
did not meet the Taylor criteria. Here, we suggest that adverse
adsorption effects may warrant adapting common practices
from CE methods, such as capillary surface modication or
buffer additives,61,84,85 for use in TDA measurements. Such
efforts will require careful consideration and characterization of
the effects on solution viscosity to yield accurate calibration-free
size determinations.

Though the principles of TDA were rst described in the
early 1950s, modern capillary ow systems have enabled this
Anal. Methods
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technology to be leveraged more recently as a powerful tech-
nique for size determination in various application areas and
across variousmodes of analysis. For example, in addition to UV
absorbance17 and uorescence detection16,86 modes, TDA has
been coupled to mass spectrometry,87,88 refractive index detec-
tion,62 and backscattering interferometry.89 To this point, we
have considered TDA of pure substances. TDA leverages tools
common to separation science, and therefore it is interesting to
examine how the practice and principles of TDA become more
complex in the context of sample mixtures.

Algorithmic approaches to TDA of
mixtures

TDA is applicable to both monodisperse and polydisperse
samples.53,55 For monodisperse samples, TDA results for the
determination of RH are directly analogous to those of DLS,
which is a standard method for particle size characterization.55

Conventionally, TDA gives weight-averaged or number averaged
RH values when utilizing mass- or concentration-sensitive
detection modes, respectively.15 Thus, the resulting RH deter-
minations for polydisperse samples can differ from the
harmonic z-averaged RH value obtained by DLS.90 This
Fig. 2 Illustration of the conditions under which HDCmechanisms interf
(B) 25 mm i.d. capillaries. Red lines correspond to experimental conditio
(horizontal lines), and the dots represent experimental conditions investig
at various mobilizing pressures and (D) constant mobilizing pressure with
arise when experimental conditions enter the HDC regime, illustrated as
Chamieh, L. Leclercq, M. Martin, S. Slaoui, H. Jensen, J. Østergaard, et
Different Hydrodynamic Regimes and Application to the Size-Charac
Copyright (2017) American Chemical Society.

Anal. Methods
incongruency with DLS has motivated various regression and
statistical analysis approaches to improve the performance of
TDA for mixtures and polydisperse samples.

Common peak tting methods for non-Gaussian peak
shapes have been applied to TDA data for the analysis of poly-
disperse samples. Deviations from a strict Gaussian peak shape
were observed at the apex and base of taylorgrams produced
from a mixture of third and h generation dendrigra poly-L-
lysine, complicating the determination of appropriate peak
variance in the taylorgram.53 In the case where Gaussian ts
cannot be applied to taylorgrams of polydisperse samples, peak
variance can be determined via an integration-based algorithm.
In that work, peak variance was determined by integrating the
whole signal of the resulting non-Gaussian peaks across the
time interval using the following equation:

s2 ¼
Ð
hðtÞðt� tdÞ2dtÐ

hðtÞdt ¼
Pi¼n

m

hiðti � tdÞ2ðtiþ1 � tiÞ
Pi¼n

m

hiðtiþ1 � tiÞ
(16)

where h(t) is detector response, ti is elution time for a given
point i, td is the average elution time, n and m are the starting
and ending points considered for the integration. This
ere with the accurate interpretation of TDA results for (A) 50 mm i.d. and
ns of constant analyte size (vertical) or constant mobilizing pressure
ated. Taylorgrams obtained from PS NPs with (C) constant analyte size
various analyte sizes. Note that deviations from Gaussian peak shape
shaded green region in (A) and (B). Adapted with permission from: J.
al., Limits in Size of Taylor Dispersion Analysis: Representation of the
terization of Cubosomes, Anal. Chem., 2017, 89(24), 13487–13493.

This journal is © The Royal Society of Chemistry 2021

https://doi.org/10.1039/D1AY00588J


Tutorial Review Analytical Methods

Pu
bl

is
he

d 
on

 1
0 

M
ay

 2
02

1.
 D

ow
nl

oa
de

d 
by

 N
ew

 M
ex

ic
o 

St
at

e 
U

ni
ve

rs
ity

 o
n 

5/
17

/2
02

1 
4:

13
:0

8 
PM

. 
View Article Online
integration method yielded a weight-average RH determination.
Furthermore, this method depended heavily on the selection of
the boundaries for integration, dened by the variables n andm.
Several boundaries were considered dened by cutoff lines
ranging from 0–2% of the peak apex (Fig. 3A). Fig. 3B compares
the results of the integration method (data points) with the
results of conventional Gaussian tting (horizontal dashed
lines). A general trend of reducedmean RH with increased cutoff
percentage was observed. Comparison of the mean RH values
obtained from the integral and Gaussian tting methods
revealed no signicant difference and agreement with 95%
condence. However, for third and h generation dendrigra
poly-L-lysine (G3 and G5), poor agreement was observed
between the Gaussian tting and integration methods at all
cutoff percentages. The authors attributed this to Gaussian
tting being poorly suited for the irregular peak shapes of G3
Fig. 3 Graphical representation of variance determination by peak
integration. (A) Integration boundaries are represented by cut-off lines
given as percentage of the peak apex (horizontal dashed lines); and (B)
resulting trends in RH measurements as a function of integration cut-
off boundaries. The limiting cut-off boundary was determined to be
0.75% (vertical dashed line), which represented 4 � snoise. RH

measurements by the integration method (data points) are compared
to standard Gaussian peak fitting values (horizontal dashed lines).
Reprinted from Joseph Chamieh and Herve Cottet, Comparison of
single and double detection points Taylor dispersion analysis for
monodisperse and polydisperse samples, J. Chromatogr. A, 2012,
1241, 123–127, Copyright (2012), with permission from Elsevier.

This journal is © The Royal Society of Chemistry 2021
and G5. To prevent contributions from noise inuencing the
integration method, the cutoff line corresponding to 4 � snoise

was dened as the appropriate threshold, which in this work
corresponded to 0.75% of the peak apex (Fig. 3B, vertical dashed
line).

Data analysis methods have been developed to extract
multiple constituent RH values from the taylorgrams of
mixtures.15,55,56 In one example, three independent data analysis
methods were applied to monitoring a polymerization reaction
by TDA.55 In the rst method, the degree of conversion was
determined by comparing integrated areas in the taylorgrams
before and aer the polymerization reaction. In the second
method, the taylorgrams for each component in the reaction
mixtures were recorded and tted as Gaussian curves, and the
taylorgram for the reaction mixture was deconvolved by tting
as the sum of Gaussian curves for the mixture components. The
third method subtracted the Gaussian contribution of the
monomer mixture from the taylorgram of the reaction mixture
and tted the reduced signal iteratively to extract the polymer
contribution. Three standards of polyacrylamide (PAM) with
varying weight average molar masses and acrylamide (AM)
monomer were analyzed by TDA individually and as AM/PAM
(10 : 90 v : v) mixtures for each molar mass standard to mimic
a polymerization medium. Peak proles in AM/PAM mixtures
were shown to be the sum of the contributions from each
component, as illustrated in Fig. 4A. All three data analysis
methods determined RH ¼ 0.22 nm for AM, while RH values for
AM/PAM agreed across all methods to within 0.5 nm. TDA was
performed on aliquots of an acrylamide polymerization reaction
mixture at several time points, as illustrated in Fig. 4B. The
three methods were separately utilized to determine RH for the
resulting PAM, and all methods agreed to within 4%.

Cipelletti described a cumulant analysis method for deter-
mining the polydispersity of moderately complex sample
mixtures.54 By the cumulant method, the logarithm of any tay-
lorgram can be expanded into a cumulant series, in which the
rst cumulant (G1) is directly related to the mean of the gamma
distribution of D. The authors showed that polydispersity could
be characterized by evaluating the deviation from linearity in
the plot of the cumulant series. In further work, Cipelletti et al.
described the constrained regularized linear inversion (CRLI)
approach for determining probability density functions (PDFs)
of D from taylorgrams.44 This added additional constraints to
the standard least-squares t to overcome the difficulties of an
innite set of PDF solutions that t the taylorgram function. D
averages were determined by CRLI approach that agreed to
within 10% of the expected values utilizing both simulated and
experimental data, and up to 10% error was observed for
determinations of polydispersity indices of various poly-
styrenesulfonate samples and mixtures.

Latunde-Dada et al. described an algorithmic approach to
deconvolution of taylorgrams of mixtures based on initial
parameter estimations as seed values for tting by least squares
regression.57 In that approach, a system of equations describing
the relative contributions of various peak amplitudes and vari-
ances can be solved using initial parameters derived from the
second derivative, integral, and double integral of the net
Anal. Methods
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Fig. 4 (A) Taylorgram of an AM/PAM standard mixture with UV
absorbance detection (solid line). The signal was deconvoluted by
fitting to the sum of two Gaussian curves (dashed lines). (B) TDA time
course profile of acrylamide polymerization with UV absorbance
detection at 191 nm. Signal analysis using three methods based on
conservation of mass of sample injection, deconvolution via Gaussian
fits, and deconvolution via monomer contribution subtraction results
in RH determinations that agree to within 4%. Adapted with permission
from: H. Cottet, J. P. Biron, L. Cipelletti, R. Matmour and M. Martin,
Determination of Individual Diffusion Coefficients in Evolving Binary
Mixtures by Taylor Dispersion Analysis: Application to the Monitoring
of Polymer Reaction, Anal. Chem., 2010, 82(5), 1793–1802. Copyright
(2010) American Chemical Society.
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taylorgram signal. The authors demonstrated the utility of their
approach in various use cases, including 2, 3, and 4 component
mixtures of related and unrelated analytes, and with various
conditions of a priori knowledge of analyte radius. In each case,
hydrodynamic radii in good agreement with nominal reported
values were determined for all mixture components.

These examples illustrate that tting and deconvolution
algorithms can be applied to interpreting taylorgrams of sample
mixtures. Although no theoretical upper limit has been
proposed for the number of mixture components that can be
handled by these methods, the mathematical complexity and
uncertainty inherent to such approaches suggests that they are
best reserved for relatively simple mixtures. Applications
requiring increased resolution and peak capacity will benet
from the common instrumentation shared by both CE and TDA,
which facilitates their online integration.
Anal. Methods
Integrating CE and TDA

As we previously discussed, dual-point detection is an effective
approach to circumventing challenges of non-uniform or
discontinuous ow velocities in TDA, but it presents an engi-
neering challenge of integrating two detection points within the
connes of commercial CE instrumentation. Chamieh et al.
implemented a dual-point UV detection approach by looping
the capillary inside of a standard CE capillary cassette such that
it passed the UV detection point twice before exiting the cassette
(Fig. 5A).17 This required modication of the instrument's
detection interface to allow both detection windows on the
looped capillary to overlap within the same interface. Fig. 5B
(top) compares the taylorgrams obtained for 75 mM HSA using
the unmodied interface (gray trace) and the modied interface
(black trace). A 10-fold decrease in sensitivity was observed
when using the modied detection interface, which the authors
attributed to the removal of a spatial ltering slit which typically
prevents transmission through the capillary in regions outside
of the capillary inner diameter. However, reduced sensitivity did
not adversely affect the observed peak variance or elution
proles of sufficiently concentrated samples, as observed by the
normalized data in Fig. 5B (bottom). Dual-point UV detection
was utilized to determine RH at two mobilizing pressures (30
and 50 mbar, respectively) for 10 mM caffeine (RH ¼ 0.462 �
0.013 nm and 0.436 � 0.017 nm), 75 mM BSA (RH ¼ 4.10 �
0.12 nm and 4.13 � 0.13 nm), and 75 mM HSA (RH ¼ 4.19 �
0.09 nm and 4.25 � 0.14 nm) and in all cases were found to
agree with literature values to within 5%.

Fluorescence is oen utilized as a detection mode in CE
because it overcomes pathlength limitations of UV-absorbance
detection in small diameter capillaries, but the integration of
dual-point uorescence detection in commercial CE instru-
mentation is challenging. Our group developed a miniature
LED-induced uorescence detection system for CE that was
sufficiently compact to enable the integration of two detectors
within the cassette of a commercial CE instrument.16 The 3D
printed design, shown in Fig. 5C incorporated an LED excitation
source, bandpass excitation lter, pinhole collimator, and
emission-collecting ball lens. Operating conditions such as LED
current, and PMT gain control voltage were optimized via
multivariate analysis to yield a detection limit of 613 � 13 pM
for uorescein. The system was used to monitor the progress of
a uorescent bioconjugation reaction between uorescein iso-
thiocyanate (FITC) and BSA, and the integration of CE-TDA with
uorescence detection was shown to enable standard-free
identication of peaks in the CE separation. Fig. 5D shows
the overlay of signals obtained from both detectors (solid and
dashed black traces) and the corresponding Gaussian ts (solid
and dashed red traces) at reaction time ¼ 2 min. TDA of the CE-
separated zones provided RH values of 4.4 nm and 0.54 nm for
peak 1 and peak 2, respectively, allowing the assignment of
these peaks to FITC–BSA and free FITC, respectively.

CE and TDA have been used together to monitor reaction
progress in other systems. Affinity CE is widely utilized for
studying biomolecular interactions, and in this regard CE-TDA
This journal is © The Royal Society of Chemistry 2021
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Fig. 5 (A) Illustration of a looped capillary within a standard CE instrument cassette for double detection TDA with UV absorbance detection. (B)
Raw data (top) and normalized data (bottom) taylorgrams of HSA by conventional single-point UV absorbance detection interface (gray trace)
and modified double detection interface (black trace). Note a dramatic reduction in sensitivity (ca. 10-fold) for the modified double detection
interface. Normalized data shows no substantial difference in peak variance or elution time between detection methods. Adapted from Joseph
Chamieh, Farid Oukacine and Herve Cottet, Taylor dispersion analysis with two detection points on a commercial capillary electrophoresis
apparatus, J. Chromatogr. A, 2012, 1235, 174–177, Copyright (2012), with permission from Elsevier. (C) Schematic illustration and photograph
(scale bar is 5mm) of a miniature 3D printed fluorescence detector for two-point fluorescence detection in a commercial CE instrument. (D) Raw
(top) and Gaussian fitted (bottom) data from CE-TDA of FITC–BSA conjugation reaction. TDA determinations of RH enabled peak assignments of
FITC–BSA (first peak) and free FITC (second peak). Adapted with permission from: L. D. Casto, K. B. Do and C. A. Baker, A Miniature 3D Printed
LED-Induced Fluorescence Detector for Capillary Electrophoresis and Dual-Detector Taylor Dispersion Analysis, Anal. Chem., 2019, 91(15),
9451–9457. Copyright (2019) American Chemical Society.
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can offer advantages for elucidating biophysical and functional
properties of binding systems. Østergaard and Jensen demon-
strated the rst application of CE-TDA for the simultaneous
characterization of protein–ligand binding and protein RH in two
separate affinity systems.76 Advancing fronts were used to obtainD
and RH values for free ligands, a1-acid glycoprotein (AGP) and
human serum albumin (HSA), and for propranolol–ligand
complexes to investigate and quantify their interactions. Differ-
ences in the degree of binding between propranolol–AGP and
propranolol–HSA were signicantly different, showing a trend in
agreement with previous literature. Further, Liu et al. monitored
surface functionalization of dendrigra poly-L-lysines (DGL).91

TDA was used to determine the RH of the polypeptides and of
a click reaction product. While the results conrmed the reaction,
TDA gives a weight average RH which does not provide informa-
tion on reagent or product purity nor homogeneity. CE was used
separately from, and complimentary to, TDA to characterize the
reaction mixture components. Comparison of electropherograms
This journal is © The Royal Society of Chemistry 2021
of the clicked product spiked with the starting materials and
intermediate compounds clearly illustrated the absence of these
reaction components in the nal product. Similarly, Deschamps
et al. characterized the size of an ionic polydiacetylene by TDA
while monitoring its polymerization process by CE.92 RH values for
the polymer were reported as 1.77 nm and 1.9 nm by TDA and
DLS, respectively, where the small difference was attributed to
sample polydispersity. CE results were used in this study to
determine degree of polymerization, polydispersity index, and
number average molar mass. CE is also well-suited for online
integration with TDA, which combines in a single analysis the
high resolving power of CE with RH determinations by TDA.93 A
mixture can be electrophoretically separated with high resolution
while experimental traces from the same detector are recorded
and used for TDA. Several groups have reported success in on-line
integration of CE-TDA for monitoring of bioconjugation reac-
tions,16,76 nanoparticle characterization,49,50,78,94 characterization of
charged complexes,93,95 and more.
Anal. Methods
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Characterizing the 3D structure of proteins and biomole-
cules is critical in understanding their biological function. Xu
and coworkers developed mobility capillary electrophoresis
(MCE) to circumvent challenges associated with common
structural analysis techniques.96,97 MCE combines CE with
suppressed electroosmotic ow and TDA to enable determina-
tions of RH and effective ionic charge from a single experiment.
MCE has been demonstrated in combination with mass spec-
trometry and molecular dynamics simulations for 3D protein
structural analysis from solution-phase samples. MCE has been
applied to a variety of proteins and protein mixtures, under
native conditions and non-native pH conditions.98,99

The characterization of size and function in non-biological
systems by CE-TDA has also been reported. Leclercq and Cot-
tet proposed a methodology for the characterization of poly-
electrolyte complexes in which a CE separation of constituents
followed by TDA allows for the determination of charge stoi-
chiometry and RH, respectively.95 Oukacine et al. utilized the
high separation performance of CE in conjunction with the
absolute size determination of TDA for the determination of RH

of a bimodal mixture of nanolatexes (56 and 70 nm in size).78

First, a baseline separation of the two nanolatexes by CE was
required before TDA could be performed. A UV detector and
capillary with three detection windows in a looped congura-
tion was used in this study. Reported values of D were in good
agreement with values obtained by TDA of the two nanolatexes
individually, ultimately demonstrating CE-TDA as a suitable
approach for the characterization of mixtures of nanoparticles
similar in size.

Applications of TDA to bioanalysis

Analysis of biological and pharmaceutical compounds can take
advantage of the low sample volumes of TDA, since sample
availability in these cases can be limiting.54 Such compounds
include therapeutic peptides and proteins,26–29,31–35 drug delivery
systems,30,37,38 and lipids.39–42 Diffusion and transport through
tissuemimics, hydrogels, and capillaries has also beenmodeled
for biological applications.30,31,100

Hulse et al. demonstrated TDA for the size characterization
of therapeutic proteins and their respective aggregates.28 60 nL
of 10 mg mL�1 bovine serum albumin (BSA) were prepared and
analyzed in less than 3 minutes using a commercial TDA
instrument. RH was determined to be 4.18 nm with an RSD of
0.24%, which was in agreement with previously reported values
of 3.3–4.3 nm. Aggregation was induced in two samples of BSA
via heat stress. Comparing average RH values of BSA determined
by DLS and TDA, it was determined that greater repeatability
was achieved with TDA, indicated by <1% RSD as compared to
7.09% RSD by DLS in each aggregated sample.

Høgstedt et al. assessed protein–protein and peptide–
peptide interactions (PPIs) by TDA.27 PPIs can be characterized
by the diffusion interaction parameter, kD, which is observed as
the slope of the linear t in a plot of D vs. analyte concentration.
A comparison of TDA and DLS for characterizing PPIs in model
peptides was not possible since, the authors reported, DLS
lacked appropriate detection sensitivity for the model peptides.
Anal. Methods
Therefore, TDA and DLS were compared for characterizing PPIs
for the proteins a-lactalbumin and HSA with highly comparable
results. The higher sensitivity of TDA enabled observation of
repulsive and attractive PPIs in a set of three model peptides.
Furthermore, Latunde-Dada et al. proposed a method for
obtaining concentration dependent diffusion coefficients and
kD in a single measurement by measuring dispersion as
a function of concentration along the front of a sample slug.18

For the application to caffeine and BSA solutions, the values and
signs of kD as well as the values of D were in good agreement
with literature values and DLS results.

Protein–ligand interactions have also been studied by TDA
coupled to mass spectrometry (TDA-MS). Hong et al. investi-
gated noncovalent interactions of lysozyme and cytochrome C
with tri-N-acetylchitotriose.87 A home-built sample introduction
system utilizing branched capillary channels and constant
pressure pumping enabled two-point detection TDA-MS via
electrospray ionization. Peaks corresponding to the protein,
ligand, and the protein–ligand complex were well resolved by
MS, and effective charges were determined. Ion chromatograms
from the mass spectra were used for RH determinations by TDA.
TDA results showed a 6.963% and 7.53% increase in RH of
lysozyme and cytochrome C, respectively, aer incubation with
the ligand, indicative of protein–ligand binding.

Nanoscale hydrogels are utilized as drug delivery systems,
enabling spatial, temporal, and stimulus-controlled drug
release. Size characterization of these nanogel delivery systems
is important, since size distribution inuences in vivo diffusion,
biodistribution, and ultimately the biological fate of these drug
delivery vehicles.30 Several studies have been successful in
characterizing these drug delivery systems via TDA. Ibrahim
et al. have worked to characterize the size and effective charge of
a polymeric nanogel by TDA and CE, respectively.30 Four
copolymer nanogels were sized by TDA, resulting in an RSD of
<2.2% for all RH values, while effective ionic charge (zeff) was
determined for each nanogel from electrophoretic mobility and
RH. Jensen et al. have also studied hydrogel matrices as drug
delivery systems, but as a subcutaneous tissue mimic.31 A UV
imaging method was combined with TDA to visualize and
characterize diffusivity and self-association behavior of insulin
within an agarose hydrogel matrix in real-time. At various
concentrations, insulin monomers and hexamers were easily
distinguished by TDA. Low concentrations (0.1 and 0.2 mM)
and pH (3.0) resulted in RH ¼ 1.5 � 0.1 nm, representing the
monomeric form of insulin, and high concentrations (1 mM)
and moderate pH (7.4) resulted in RH ¼ 3.0� 0.1 nm, indicative
of the insulin hexamer. The authors reported that DLS was less
sensitive to these small changes in hydrodynamic radius.

Ye et al. demonstrated the application of TDA to character-
izing D and RH values of drug substances in water and various
pharmaceutical media (acetonitrile, methanol, isopropyl myr-
istate, medium chain triglyceride, and propylene glycol), along
with simultaneous measurements of solvent viscosity.37 Relative
solvent viscosity measurements were made using the two
detection windows and water as a reference viscosity standard
by the following equation:
This journal is © The Royal Society of Chemistry 2021
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h ¼ hwaterðt2;s � t1;sÞ
t2;water � t1;water

(17)

where h is the relative solvent viscosity, hwater is water viscosity,
t1,s and t2,s are the times at which the analyte in the solvent
reaches detection windows 1 and 2, respectively, and t1,water and
t2,water are the times at which the analyte in water reaches
detection windows 1 and 2, respectively. Viscosity was deter-
mined for all solvents with RSD <1%. This work highlights the
importance of considering solvent viscosity in RH determina-
tions, since D signicantly decreases with increasing solvent
viscosity, which can lead to overestimation of RH. Simultaneous
determination of solvent viscosity and D by TDA offers a prom-
ising approach to circumventing this problem.

Surfactant micelles or microemulsions are used as drug
delivery systems to improve the solubility and bioavailability of
drugs with poor water solubility. Formulations of these lipid-
based excipients can be complex and, as with other drug
delivery systems, their size characteristics will impact the effi-
cacy of the drug delivery system. Chamieh et al. have made
signicant contributions to the characterization of micelles and
microemulsions by TDA. TDA is well suited to this purpose
because it is less sensitive than DLS to deleterious effects from
aggregates, and variation in viscosity of micellar solutions can
readily be accounted for. The effect of concentration and
temperature on the size of commercial self-emulsifying phar-
maceutical excipients was investigated by TDA and results
compared to DLS measurements. The two excipients studied,
Labrasol®40 and Gelucire® 44/14,39 were found to have opposite
Fig. 6 Graphical comparison of diffusion coefficients and hydrodynamic
measurements of Labrasol® droplets are shown to increase and (B) corre
(C) D measurements of Gelucire® droplets are shown to decrease and (D
Chamieh, Habib Merdassi, Jean-Christophe Rossi, Vincent Jannin, Freder
emulsifying pharmaceutical excipients during lipolysis using Taylor disper
101, Copyright (2018), with permission from Elsevier.

This journal is © The Royal Society of Chemistry 2021
trends in behavior based on concentration and temperature;
Labrasol® microemulsions showed a decrease in the measured
RH (90 nm to 6 nm) with increased concentration, while
Gelucire® 44/14 showed an increase in measured RH (1 nm to
5.5 nm) with increased concentration. The authors postulate
that this opposite trend was due to coacervation in low
concentrations of Labrasol® and increase in viscosity of higher
concentrations of Gelucire® 44/14.

An oen-important criteria for drug delivery systems is the
ability to keep the loaded drug inside the prepared emulsion or
droplet solution in the gastrointestinal tract, where digestive
enzymes are present. In continuation of their previous studies,
Chamieh et al. monitored the size of excipients during in vitro
lipolysis under conditions simulating the gastrointestinal
tract.41 Digestion of the excipients were monitored by TDA at
several time points in the degradation process. Similar to their
previous work, an opposite behavior was observed, as Labrasol®
droplets decrease in size (Fig. 6A and B), due to the disappear-
ance of coacervates that are unable to solubilize the hydro-
phobic uorescent marker and Gelucire® droplets increase in
size during lipolysis (Fig. 6C and D) due to the increase in
micelle size, maintaining solubilizing capacity. TDA was shown
to be effective for size analysis of microemulsions and their
behavior under digestive conditions. TDA is also an effective
method for quantifying peptide drugs released from lipidic self-
emulsifying drug delivery systems. The role of electrolyte ionic
strength on the release of two therapeutic peptides, leuprorelin
and desmopressin has also been characterized.26
radii of Labrasol® and Gelucire® droplets during lipolysis at 37 �C. (A)D
sponding RH values decrease exponentially before reaching a plateau.
) corresponding RH values increase sigmoidally. Adapted from Joseph
ic Demarne and Herve Cottet, Size characterization of lipid-based self-
sion analysis with fluorescence detection, Int. J. Pharm., 2018, 537, 94–

Anal. Methods
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TDA applications in nanomaterials
characterization

Physiochemical properties of inorganic nanoparticles (NPs) are
primarily dependent on their size, and TDA has proven well-
suited for characterizing NPs. Sizing of NPs by TDA has been
well-studied and has demonstrated utility.43–51 NP size charac-
terization by TDA has been compared to TEM imaging tech-
niques and found to result in comparable particle size values.
For example, Balog et al. studied superparamagnetic iron oxide
NPs (SPIONs), gold (Au) NPs, and silica (SiO2) NPs and
compared TDA to TEM in determination of particle radius.43

The reported radii of SPIONs, Au NPs, and SiO2 NPs were
7.6 nm, 33.8 nm, and 44.0 nm, respectively, by TDA, and 6.7 �
1.1 nm, 28.0 � 4.7 nm, and 39.3 � 6.2 nm, respectively, by TEM.
Fig. 7 Comparison of (A) DLS measurements for hydrodynamic diamete
concentrations of pepsin. While increasing diameter of pepsin-functional
not resolve the small size differences of bioconjugates prepared at variou
increasing pepsin concentration. Adapted from Markus Holdrich, Siyao
resonant mass measurement and bioactivity of pepsin-coated gold nano
from Elsevier.

Anal. Methods
Sizing is also useful in characterizing the modication of
NPs with adsorbed functional components such as enzymes.
Holdrich et al. investigated pepsin coated gold nanoparticles by
DLS and TDA.47 Pepsin was adsorbed onto synthesized gold
nanoparticles (GNPs), with a DLS measured diameter of 44.1 �
0.3 nm, at varying concentrations to obtain a range of thick-
nesses of the adsorbed layer. The average hydrodynamic
diameter of pepsin-coated GNPs by DLS was reported as 64 �
2 nm, where the GNPs synthesized with different concentra-
tions of the pepsin coating solution were not signicantly
different. This suggests that DLS was unable to successfully
distinguish the small differences in hydrodynamic diameter of
the pepsin–GNP bioconjugates as compared to bare GNPs
(Fig. 7A), while TDA successfully resolved increases in RH due to
pepsin adsorption as small as <2 nm with a high degree of
repeatability and accuracy (Fig. 7B).
rs and (B) TDA measurements for RH of pepsin-coated GNPs at varying
ized GNPs was expected with increasing pepsin concentration, DLS did
s pepsin concentrations. TDA resolved the trend of increasing RH with
Liu, Markus Epe and Michael Lammerhofer, Taylor dispersion analysis,
particles, Talanta, 2017, 167, 67–74, Copyright (2017), with permission

This journal is © The Royal Society of Chemistry 2021
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Size characterization is also important for understanding
organic materials, for observing polymer synthesis and degra-
dation, ligand binding, and monitoring reaction progress. The
utility of UV and uorescence detection modes for TDA are
discussed previously in this review. In many situations perti-
nent to organic synthesis, however, molecules may exhibit
neither signicant UV absorption nor uorescence. Refractive
index (RI) detection is a potential alternative in these cases, and
RI detection has been used for TDA performed with HPLC
instrumentation, but these examples required detection
volumes on the order of 10 mL, which eliminates the key
advantages of small sample volumes and reduced analysis
times in TDA.62,101,102 Saetear et al. developed a backscattering
interferometry (BSI) approach to improve RI detection in TDA
with nanoliter sample volumes.89 A selection of poly- and
monosaccharides, which present a signicant detection chal-
lenge due to low UV absorbance, were characterized by TDA
using the BSI technique in a commercial CE instrument.
Determinations of D gave an average RSD of 2%, demonstrating
high repeatability in the TDA-BSI analyses of non-UV absorbing
molecules. In continuation of this study, Leclercq et al. inves-
tigated a UV-photooxidation (UV-POD) detection mode for TDA
of polysaccharides and compared results to the BSI method, as
detection sensitivity of TDA-BSI is relatively low (LOD z 50–
80 mg L�1).22 RH values for a selection of polysaccharides were
determined by TDA-BSI and TDA-UV-POD with an average
relative difference in RH between the two detection modes of
�2% and an RSD below 3%. Additionally, detection sensitivity
of TDA-UV-POD for pullulans and dextrans was greater than
that of TDA-BSI (LOD ¼ 40 mg L�1 and 50–60 mg L�1, respec-
tively). These works expand the applications of TDA to appli-
cations requiring universal detection modes.

Characterizing the degradation products of biopolymers is
essential for understanding the fate of these materials in
biomedical applications. The application of TDA to monitoring
hydrolytic degradation of a h generation dendrigra poly-L-
lysine (DGL G5) has been described.60 Using three different
approaches – curve tting, cumulant series expansion, and
constrained regularized linear inversion – RH values were ob-
tained at different degradation times. The RH value for the
enzymatic degradation of DGL n corresponds to the RH of the n-
1 generation, elucidating structural and behavioral information
about the polymer and enzyme, such as reaction kinetics and
degradation process. Other biopolymers, such as natural
rubber,103 polyplexes,21 and the inuence of ionic strength104 on
these systems have also been studied by TDA.

Conclusion

In this review, we aimed to illustrate TDA as a powerful sizing
technique that offers comparable sizing performance with
reduced sample consumption and oen improved detection
sensitivity as compared to more common sizing techniques
such as DLS, SEC, or various imaging approaches. First, we
offered a tutorial on the fundamental principles that allow TDA
to achieve calibration-free sizing of analytes across a wide range
of RH, with an emphasis on the reduced sample consumption
This journal is © The Royal Society of Chemistry 2021
and analysis times that result from utilizing fused silica capil-
laries. We continued by highlighting relationships between
operating parameters, such as u and Rc, and the critically
important Taylor conditions. Our intention was to acquaint
those seeking to utilize TDA with the careful consideration
needed to design effective TDA experiments. Our discussion
continued by looking at methods for applying TDA to sample
mixtures, rst via algorithmic approaches, then by looking at
the integration of CE and TDA. Finally, we presented a selection
of reports that demonstrate TDA applied to complex challenges
in bioanalysis and materials science.

TDA is a particularly attractive analytical method because it
achieves calibration-free sizing across an impressive dynamic
range (ca. �A to mm) while utilizing nL sample volumes and
straightforward and accessible instrumentation. We see a valu-
able opportunity to expand the adoption of this technology
within the broader separation science community. Meeting that
opportunity requires effort in a few areas. First, wider dissem-
ination of the principles and capabilities of TDA are needed,
towards which we offer the current tutorial review. Second,
navigating the relationship between operating parameters and
meeting the Taylor conditions is a barrier to entry for those with
little or no prior experience in TDA. This barrier would be
substantially lowered by making available adaptable, open-
source calculation tools. Third, although TDA can be readily
achieved with commercial CE instrumentation, the cost of these
instruments is not trivial, and their capabilities far exceed the
minimum requirements for typical TDA analysis. Therefore,
those without a CE instrument may not be inclined to acquire
one for the sole purpose of TDA, and those with a CE instrument
may nd its broader capabilities put to more efficient use for
other purposes. A few TDA-specic instruments are commer-
cially available, but the cost may be yet another barrier to entry.
Ultimately, TDA is a mechanistically simple measurement to
implement, which may be amenable to the development of low-
cost, open-source hardware that will enable wide adoption of
this powerful analytical method. We believe that wider adoption
of TDA will enable new dimensions of analysis across various
sub-elds of analytical chemistry and measurement science.
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