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Abstract

We present a stochastic modeling framework to represent and simulate spatially-dependent geometrical uncertainties on
omplex geometries. While the consideration of random geometrical perturbations has long been a subject of interest in
omputational engineering, most studies proposed so far have addressed the case of regular geometries such as cylinders
nd plates. Here, standard random field representations, such as Karhunen–Loève expansions, can readily be used owing,
n particular, to the relative simplicity to construct covariance operators on regular shapes. On the contrary, applying such
echniques on arbitrary, non-convex domains remains difficult in general. In this work, we formulate a new representation
or spatially-correlated geometrical uncertainties that allows complex domains to be efficiently handled. Building on previous
ontributions by the authors, the approach relies on the combination of a stochastic partial differential equation approach,
ntroduced to capture salient features of the underlying geometry such as local curvature and singularities on the fly, and
n information-theoretic model, aimed to enforce non-Gaussianity. More specifically, we propose a methodology where the
nterface of interest is immersed into a fictitious domain, and define algorithmic procedures to directly sample random
erturbations on the manifold. A simple strategy based on statistical conditioning is also presented to update realizations
nd prevent self-intersections in the perturbed finite element mesh. We finally provide challenging examples to demonstrate the
obustness of the framework, including the case of a gyroid structure produced by additive manufacturing and brain interfaces
n patient-specific geometries. In both applications, we discuss suitable parameterization for the filtering operator and quantify
he impact of the uncertainties through forward propagation.
c 2021 Elsevier B.V. All rights reserved.

eywords: Imperfections; Geometrical uncertainties; Random field; Uncertainty quantification

1. Introduction

Random geometrical uncertainties are ubiquitous in many engineering applications. Evidence of so-called random
mperfections and their effects on system performance can be found in a broad array of fields, ranging from
ontact mechanics and tribology [1], to buckling of nanocomposite structures [2,3], to the design of origami-based
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metamaterials [4–6]. Examples can also be found in [7,8] for parts produced by additive manufacturing, in [9–16] for
the analysis of cylindrical shells under geometrical imperfections, as well as in [2,3,17–27] for composite structures
under various types of loading conditions—to list a few. The existence of such imperfections is often attributed
to the underlying manufacturing technology, which inevitably introduces deviations from nominal models due to,
e.g., precision limitations (see [28,29] for additive manufacturing techniques), as well as to service conditions.
Another potential source of geometrical uncertainties lies into data acquisition chains where raw data sets can
be corrupted by post-processing steps. Segmentation in digital image analysis is one relevant example where low
contrasts, combined with geometrical complexity, can lead to substantial errors in classification.

In this context, uncertainty quantification techniques have been extensively deployed to investigate the impact
f geometrical uncertainties on quantities of interest (such as buckling loads for composite shells, or foldability for
rigami-type structures; see the aforementioned references), with the aim of better understanding and mitigating
ystem variability. These uncertainties are often modeled as spatially-dependent random parameters and thus, a
andom field representation must be adopted. A natural way to construct such a representation relies on the
efinition of a Gaussian model (which is assumed centered without loss of generality) that can eventually be
ushed forward to obtain a non-Gaussian model, depending on the retained state space. Regardless of the latter, the
onsideration of an underlying Gaussian model facilitates the sampling task, as generation techniques for such fields
re numerous and well proven (including spectral methods [30,31], factorization techniques [32–38], and Karhunen–
oève expansions [39–41]). In addition, the combination of a Gaussian model and a transport map leads to a

ow-dimensional parameterization of the resulting non-Gaussian model (that is, the number of hyperparameters in the
tochastic model is small) that is more appropriate for inverse identification than more general representations such
s polynomial chaos expansions of random fields. From a stochastic modeling standpoint, the methodology requires
he construction of a covariance function (for the Gaussian model) describing how the uncertainties are correlated
ith one another over the domain of interest. For stationary fields indexed on regular geometries such as cylinders,
lates, and spheres, covariance functions are usually quite easy to define in closed-form. However, this central
ask becomes more challenging on complex index sets presenting curved, non-convex features and topological
ingularities. While standard models can readily be extended to tackle such problems using a parameterization
ased on a geodesic distance (see, e.g., [42]), their use is practically limited to the case of isotropic correlation
tructures.

In this work, we formulate an ad hoc random field representation that allows complex domains to be efficiently
andled. The methodology builds on the combination of a stochastic partial differential equation approach
SPDE), introduced to capture the salient features of the geometry such as local curvature, non-convexity, and
opological singularities, in the definition of the underlying Gaussian random field (which can exhibit an isotropic
r an anisotropic correlation structure), and an information-theoretic model, aimed to enforce boundedness on
erturbations and hence, non-Gaussianity. This contribution differs from previous works by the authors, which were
rimarily focused on stochastic constitutive models [43–45], in that the random field is here defined and directly
ampled on a manifold. To address this situation, we present new methodological developments adapted to the
odeling of spatially-correlated geometrical uncertainties. More specifically, we first introduce a strategy where

he interface of interest is immersed into a fictitious domain in Rd . The coefficient in the SPDE filtering operator
is then conveniently defined by projecting the gradients of the solutions to (still) fictitious Laplace problems onto
the interface. Second, we construct an appropriate algebraic representation and derive a push-forward transport
map that ensures well-posedness and provides reasonable modeling flexibility. Third, we propose a simple updating
procedure to tackle conflicting perturbations, which result in local self-intersection in the finite element mesh, at a
reasonable computational cost using conditional sampling. In order to demonstrate the robustness of the framework,
we finally report numerical results pertaining to the modeling and sampling of correlated stochastic perturbations
on surfaces with increasing levels of complexity, including the case of a highly porous structure and brain interfaces
in patient-specific geometries. In particular, we discuss the parameterization of the stochastic model accounting for
both the nominal geometrical model and the process at the origin of the uncertainties.

The rest of this paper is organized as follows. The stochastic model and methodological aspects are first presented
in Section 2. We introduce, in particular, the random field representation for geometrical uncertainties, including the
stochastic partial differential equation approach, the updating procedure, and the information-theoretic probabilistic
model. Numerical applications are then provided and used to analyze the performance of the framework in Section 3.

Conclusions are finally drawn in Section 4.
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2. Stochastic modeling framework

2.1. Overview of the methodology

Let Ω be a connected, bounded and open domain in Rd with piecewise smooth boundary Γ . A natural way to
define a random perturbation Γ̃ of Γ is to construct a stochastic mapping xΓ ↦→ X Γ̃ (xΓ ), where positions xΓ ∈ Γ
are each assigned a random variable X Γ̃ (xΓ ) defined on a probability space (Θ,F ,P). In this setting, the family
{X Γ̃ (xΓ ), xΓ ∈ Γ } can be interpreted as a random field. For a fixed θ ∈ Θ , we denote by Γ̃ (θ ) the realization
containing the set of points {X Γ̃ (xΓ , θ), xΓ ∈ Γ }, hence defining a realization of the randomly perturbed manifold
Γ̃ . Here, we consider a stochastic mapping defined by the additive decomposition

X Γ̃ (xΓ ) := xΓ + (ζ (xΓ ) + η)dΓ (xΓ ) , ∀xΓ ∈ Γ , (1)

where ζ (xΓ ) and η are random variables to be defined momentarily, and dΓ (xΓ ) is a unit vector indicating the
direction of the perturbation at point xΓ . In Eq. (1), η is used to represent random homogeneous perturbations,
if any, while the random field {ζ (xΓ ), xΓ ∈ Γ } is introduced to model random spatially-correlated perturbations.
The system of marginal distributions of Γ̃ is thus determined by the probabilistic models for the random field
{ζ (xΓ ), xΓ ∈ Γ } and random variable η, as well as by the choice of the direction field dΓ . These models and the
associated parameters must be carefully chosen to accurately represent the uncertainty of the underlying physical
geometry. For the applications considered here, {ζ (xΓ ), xΓ ∈ Γ } and η must take values in bounded subsets of R,

hich are denoted by Sζ and Sη respectively, because the magnitude of the geometrical perturbations is assumed
o be bounded from above and below almost surely (that is, with probability 1). The construction of a probabilistic

odel for η is standard in the literature of uncertainty quantification and is not addressed hereinafter (see Section 3.2
or an example). The task of constructing a model for the random field {ζ (xΓ ), xΓ ∈ Γ } is more intricate when Γ
s not a simple manifold (e.g., the surface of a sphere or a cylinder for d = 3) on which probabilistic properties
an intuitively be described. In order to address this challenge, we proceed following a two-step methodology. A
eal-valued and normalized Gaussian random field, denoted by {Ξ (xΓ ), xΓ ∈ Γ }, is first defined and set to capture
he geometrical structure of Γ . Then, a transport map T is used to push forward the system of first-order marginal
istributions to a system of distributions having support Sζ :

ζ (xΓ ) = T (Ξ (xΓ )) , ∀xΓ ∈ Γ . (2)

lthough not explored here, the mapping T can be made spatially dependent to introduce nonstationary effects in the
ystem of first-order marginal distributions. It should be noticed that the correlation function of {Ξ (xΓ ), xΓ ∈ Γ }

nd the map T implicitly define the entire system of marginal distributions for the random field {ζ (xΓ ), xΓ ∈ Γ }.
he above construction ensures the admissibility and geometrical consistency of the realizations for the perturbed
anifold Γ̃ .
The definition of stochastic models for the underlying Gaussian field and the transport map is discussed in the

est of this section. Specifically, Section 2.2 both defines the Gaussian random field and provides the computational
ethod that is used to sample it. In Section 2.3, we present a methodology to handle locally-conflicting perturbations.
ection 2.4 is devoted to the construction of the transport map T .

.2. Construction of the underlying Gaussian random field

.2.1. Definition in the bounded domain Ω ⊂ Rd

Before proceeding with the methodology to define and sample normalized Gaussian random fields on the
anifold Γ , this section details necessary background pertaining to the Matérn class of Gaussian random fields

ndexed by Ω ⊂ Rd . This class of Gaussian fields is considered in this paper due to its relevance in probabilistic
odeling for spatially-correlated uncertainties; see, e.g., [46] for a discussion in the context of Bayesian inference,

s well as the references cited at the end of this section. Perhaps more importantly, elements in that class also
dmit an implicit representation that can be leveraged to conveniently accommodate complex index sets through a
roper geometry-informed parameterization—as discussed in subsequent sections; see Sections 2.2.2 and 2.2.3 in
articular.
3
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Let E denote the operator of mathematical expectation. An isotropic centered stationary Gaussian random field
{U (x), x ∈ Rd

} is said to be of Matérn type if its covariance function (x, y) ↦→ C(x, y) = E(U (x)U ( y)) is defined
s

C(x, y) = σ 2 21−ν

G(ν)
(κ∥x − y∥)ν Kν (κ∥x − y∥) , ∀x, y ∈ Rd , (3)

where ∥ · ∥ is the Euclidean norm in Rd , σ 2 is the marginal variance of the field, G is the Gamma function, κ > 0
and ν > 0 are the scale and smoothness parameters, and Kν is the modified Bessel function of the second kind (of
order ν); see [47], p. 18. The parameter (1/κ) is often interpreted as a correlation range parameter, while ν defines
the mean-square differentiability of the field. For ν = 1/2 and ν → +∞, the Matérn covariance function reduces
to the standard exponential and squared exponential covariance functions, respectively.

It was shown by Whittle that a Matérn-type Gaussian random field in Rd can be defined as the stationary solution
to the following fractional stochastic partial differential equation (SPDE):

(κ2I − ∆)α/2U = Ẇ , (4)

where I and ∆ are the identity and Laplacian operators, α = (ν+ d/2), Ẇ denotes the normalized Gaussian white
noise in Rd , and equality holds in the sense of distributions [48]. In this case, the conditional variance σ 2 in Eq. (3)
is given by

σ 2
=

G(ν)
G(ν + d/2)(4π )d/2κ2ν . (5)

he driving term in Eq. (4) can be scaled to define a Gaussian field {U (x), x ∈ Rd
} with unit pointwise variance

as specified in the methodology introduced in Section 2.1). Proceeding with the change of variable ℓ := 1/κ , we
btain the SPDE

(I − ℓ2∆)α/2U = φẆ , (6)

n which φ is defined as

φ2
:=

G(ν + d/2)(4π )d/2

G(ν)κd
=

G(ν + d/2)(4π )d/2ℓd

G(ν)
. (7)

he above interpretation has recently regained popularity following the seminal work [49] where the authors
roposed a computationally efficient way to solve the SPDE, supplemented with homogeneous Neumann boundary
onditions, on bounded domains. Specifically, by introducing the finite-dimensional representation

U (x) =

n∑
i=1

Uiψi (x) , x ∈ Ω , (8)

here {Ui }
n
i=1 is a set of random variables and {ψi }

n
i=1 are piecewise linear basis functions defined on a n-node

esh of Ω , it was shown that the weak Galerkin stochastic solution (defined for α = 2) satisfies

U ∼ N (0, [Q]−1) , (9)

n which U = (U1, . . . ,Un)T is the random vector of stochastic nodal values, N denotes the normal distribution,
nd the precision matrix [Q] is given by

[Q] =
1
φ2 ([M] + ℓ2[G])[M]−1([M] + ℓ2[G]) , (10)

with Mi j = ⟨ψi , ψ j ⟩Ω , G i j = ⟨∇ψi ,∇ψ j ⟩Ω , and ⟨ f, g⟩Ω :=
∫
Ω ⟨ f (x), g(x)⟩ dx is the standard inner product

etween vector-valued functions in Rd . Notice that the precision matrix and the associated solution for arbitrary
integer) orders can be obtained using a recursive formula (see [49]). In practice, [Q] is easily obtained by means of
finite element assembly procedure, and realizations of U can then be generated by using an appropriate sampling

echnique, such as direct or iterative factorization methods.
Following [50], Gaussian random fields with anisotropic covariance functions can be defined in Rd as the solution

o the SPDE

(κ2I − ⟨∇, [H ]∇⟩)α/2U = Ẇ , (11)
4
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where [H ] denotes a spatially-varying field with values in the set Sd
≻0 of (d×d) symmetric positive definite matrices,

ermed the diffusion field; see [51–53] for studies with a constant diffusion field. In this case, the precision matrix
Q] is still defined according to Eq. (10), in which the entries in the mass and stiffness matrices are given by

Mi j = ⟨ψi , ψ j ⟩Ω and G i j = ⟨∇ψi , [H ]∇ψ j ⟩Ω , respectively. The definition of H is a modeling issue and remains
application-dependent. To enable physical interpretation, one shall assume a simple parameterization of the form

[H (x)] =

d∑
i=1

λi ei (x) ⊗ ei (x) , ∀x ∈ Ω , (12)

where {ei
}

d
i=1 are fields of unit orientation vectors governing the directions of white noise local filtering and {λi }

d
i=1

are strictly positive parameters controlling correlation ranges along these directions.
Examples of applications for the above framework include Bayesian inference [28,52–56], climate modeling [57],

and stochastic modeling and simulations in computational mechanics [43–45,58] (to list a few). Various extensions
were also proposed, addressing the integration of anisotropic and nonstationary features [50], the generalization
to other classes of covariance functions [57], and the consideration of arbitrary smoothness parameters [59] or
non-Gaussian driving terms [60]. It should be noticed that suitable boundary conditions must be chosen to avoid
spurious folding-type effects on bounded domains. In order to address this issue, other types of boundary conditions
were studied in [51,52,61]. It was shown, in particular, that appropriate tuning in Robin conditions delivers more
accurate results in terms of both pointwise variance and covariance function than Dirichlet and Neumann boundary
conditions.

2.2.2. Defining and sampling random fields with isotropic covariance structures on Γ
We now turn to the modeling and sampling of the underlying Gaussian field on the boundary Γ of Ω ⊂ Rd ,

which constitutes a (d − 1)-dimensional manifold. It is below assumed that Γ is either closed or has boundaries
that themselves constitute piecewise smooth (d − 2)-dimensional manifolds. In this case, the theoretical framework
presented in Section 2.2.1 can be readily used (see Appendix B in [49] for theoretical analysis) to define the random
field indexed by Γ , owing to the use of the inner product

⟨ f, g⟩Γ :=

∫
x∈Γ

⟨ f (x), g(x)⟩ H d−1
Γ (dx) , (13)

where H d−1
Γ (A) denotes the Hausdorff measure of A; see [62] for mathematical details. In order to solve the SPDE

using the Galerkin approach (α = 2), we approximate the boundary Γ with a conforming triangulation Th (note
that the dependence on h is omitted from now on to simplify notation) and expand the underlying Gaussian random
field (defining the seed for the spatially-correlated uncertainties) as

Ξ (xΓ ) =

nΓ∑
i=1

Ξiϕi (xΓ ) , ∀xΓ ∈ Th , (14)

where {ϕi }
nΓ
i=1 are shape functions on Th . The random vector of coefficients Ξ = (Ξ1, . . . ,ΞnΓ )T is then distributed

according to Ξ ∼ N (0, [Q]−1), where the precision matrix [Q] is defined as in Section 2.2.1 with Mi j = ⟨ϕi , ϕ j ⟩Γ

and G i j = ⟨∇ϕi ,∇ϕ j ⟩Γ . These matrices [M] and [G] involve integrals that can be evaluated with the Lebesgue
measure on the triangulated interface, given that the Hausdorff measure is, in practice, evaluated on the canonical
Euclidean space with the Euclidean metric. In order to evaluate these integrals, the so-called mapping method
presented in [63] is employed in this work. Here, a map (ξ1, ξ2) ↦→ (x1, x2, x3) is defined on each element Te of
Th , where (ξ1, ξ2) denotes the pair of coordinates in the parent element T̂ , embedded in R2, and (x1, x2, x3) is the
triplet of coordinates in the physical element Te in R3. Hence, coordinates in the physical element are mapped as
x =

∑
i x(i)ψi (ξ1, ξ2), where {x(i)

}i are vectors of physical coordinates in R3 and {ψi }i are shape functions on the
parent element. The physical derivatives on the surface can then be written as⎡⎢⎢⎣

∂
∂x1
∂
∂x2
∂

⎤⎥⎥⎦ = [J ]−1

⎡⎢⎣
∂
∂ξ1
∂
∂ξ2
0

⎤⎥⎦ , [J ] =

⎡⎢⎢⎣
∂x1
∂ξ1

∂x2
∂ξ1

∂x3
∂ξ1

∂x1
∂ξ2

∂x2
∂ξ2

∂x3
∂ξ2

⎤⎥⎥⎦ , (15)
∂x3
n1 n2 n3

5



H. Zhang, J. Guilleminot and L.J. Gomez Computer Methods in Applied Mechanics and Engineering 385 (2021) 114014

c

w
t
[
t
o

c
I
s
t

2

w
o
t

a
p
a
b
s

Fig. 1. Example of domain immersion. Here, Ω corresponds to a domain whose boundary is defined by the interface between the bone and
the cerebrospinal fluid in a patient-specific brain geometry, and the domain is immersed into a cubic box D. The boundaries ∂D1 and ∂D2
orrespond to the left and right external faces of ∂D, respectively.

here [J ] denotes the Jacobian matrix and n = (n1, n2, n3)T denotes the outward pointing unit vector normal to the
riangular facet at the point under consideration in R3. Using an isoparametric formulation, the matrices [M] and
G] can subsequently be evaluated in the parent domain, similarly to finite element matrices. A key observation is
hat the description of the interface Γ is implicitly encoded in the mapping method, through the field xΓ ↦→ n(xΓ )
f outward pointing normal vectors.

As previously indicated, realizations of the stochastic field (at the nodes of the triangulation) can readily be
omputed using standard techniques, such as direct or iterative factorization methods, once [Q] has been assembled.
n this work, we use a Cholesky factorization technique: a sample u(θ ) of U is thus obtained by solving the linear
ystem [R]u(θ ) = w(θ ), where [R] is the upper triangular matrix corresponding to the Cholesky decomposition of
he precision matrix [Q], and w(θ ) is a sample of W ∼ N (0, [In]) (with [In] the n × n identity matrix).

.2.3. Defining and sampling random fields with anisotropic covariance structures on Γ
The formulation presented in Section 2.2.2 leads to locally isotropic covariance structures. In this section,

e address the case of anisotropic covariance structures on Γ , including user-specified principal directions and
rientation-dependent correlation ranges. This setting necessitates the development of an appropriate methodology
o define the diffusion field xΓ ↦→ [H (xΓ )], which now takes values in the set Sd−1

≻0 .
For geometries presenting some symmetries, one possible approach consists in immersing the domain Ω into

regularly shaped, open bounded domain C and in defining the orientation fields using fictitious potential flow
roblems defined over D := C \Ω . In order to illustrate this approach, let us consider the case Ω ⊂ R3 (Γ is thus
closed surface) and a parallelepiped domain C ⊂ R3. Let ∂D be the boundary of D, which is the union of the

oundary ∂C of C and the interface of interest Γ . External faces {∂Dk}
6
k=1 (such that ∂Dk ∩Γ = ∅, ∀k) are labeled

uch that ∂D2i−1 and ∂D2i , i ∈ {1, 2, 3}, represent opposite faces (see Fig. 1 for an example). A fictitious Laplace
problem is then introduced as

∆Ψ (x) = 0 , ∀x ∈ D , (16)

and is supplemented with Dirichlet boundary conditions at selected external faces{
Ψ (x) = 0 , ∀x ∈ ∂D2i−1 ,

Ψ (x) = 1 , ∀x ∈ ∂D2i ,
(17)

and with Neumann boundary conditions
⟨∇Ψ (x), n(x)⟩ = 0 , ∀x ∈ ∂D \ (∂D2i−1 ∪ ∂D2i ) , (18)

6



H. Zhang, J. Guilleminot and L.J. Gomez Computer Methods in Applied Mechanics and Engineering 385 (2021) 114014

w

⟨

a

R
o
n
s
q

2

f
i
a
m
i
t
a
c
h
a

s
i
c
v
o
t
s

O

where n(x) denotes the outward normal unit vector at location x on the boundary. Let Ψ1 and Ψ2 be the two
solution fields obtained by solving the Laplace problem above with Dirichlet boundary conditions (see Eq. (17))
applied on two different sets of faces, e.g., ∂D1 and ∂D2 for the first Laplace problem, and ∂D3 and ∂D4 for the
second Laplace problem. Let {vi

}
2
i=1 denote the associated velocity flows:

vi (x) = ∇Ψi (x) , ∀x ∈ D , i ∈ {1, 2} . (19)

The orientation fields on the triangulated surface Γh are finally defined by normalizing the projections of the velocity
flows onto Γh :

ei (xΓ ) =
1

∥vi
Γh

(xΓ )∥
vi
Γh

(xΓ ) , ∀xΓ ∈ Γ , i ∈ {1, 2} , (20)

here vi
Γh

denotes the projection of vi onto Γh , computed with a nearest-point search in the neighborhood of xΓ .
The diffusion field [H ] is then defined as

[H (xΓ )] =

2∑
i=1

λi ei (xΓ ) ⊗ ei (xΓ ) , ∀xΓ ∈ Γ , (21)

and the entries of the system matrices [M] and [G] are computed for α = 2 as Mi j = ⟨ψi , ψ j ⟩Γ and G i j =

∇ψi , [H ]∇ψ j ⟩Γ . The precision matrix [Q] can then be evaluated using Eq. (10). Applications of this formulation
re provided in Sections 3.1 and 3.2.

emark. In the proposed formulation, the Gaussian random field is directly defined and sampled on the boundary
f interest. An alternative strategy would consist in (1) solving the SPDE in the domain C \ Ω , and (2) extracting
odal values on Γ . This second approach would, however, result in a much higher computational cost (with larger
ystem matrices and values at the nodes that do not belong to Γ being ultimately discarded). In addition, sampling
uality would be affected by the folding effects as Γ is a subset of the boundary ∂D.

.3. Updating procedure based on conditional sampling

The boundedness of the state space Sζ for the non-Gaussian random field {ζ (xΓ ), xΓ ∈ Γ } prevents perturbations
rom becoming too large. However, locally conflicting geometries, which are geometries leading to self-intersections
n the finite element mesh, may be generated when the domain Ω contains (triangulated) faces that are close to one
nother. In the applications presented in Section 3.3 for instance, up to 5% of the nodes resulted in ill-conditioned
eshes when large perturbation ranges were prescribed. The detection of intersections in a finite element mesh

s an intricate issue, the discussion of which is beyond the scope of this paper; the interested reader is referred
o, e.g., [64,65], for further detail. Surface perturbations resulting in conflicting geometries are not admissible
nd therefore have to be redrawn. Simply redrawing all nodes to generate a replacement surface perturbation is
omputationally inefficient because there is still a large likelihood that the replacement surface perturbation will
ave a conflicting geometry. To circumvent this drawback, only the nodes that contribute to conflicting geometries
re updated. This is done while maintaining the correlation structure as follows.

Consider a reordering of the centered Gaussian vector Ξ of nodal values such that Ξ = (Ξ 1
;Ξ 2), where

emicolon denotes column-wise concatenation, Ξ 1 is the Gaussian vector corresponding to perturbations resulting
n conflicting geometries, and Ξ 2 is the Gaussian vector associated with admissible perturbations. In practice, Ξ 1

an be identified as the random vector of perturbations at the nodes where self-intersections are detected, or as the
ector of perturbations that are associated with all nodes located within a few correlation ranges of the former set
f nodes. Notice that the lengths of vectors Ξ 1 and Ξ 2 depend on both the size of the conflicting geometries and
he (updated) realization under consideration. The goal is then to draw a new admissible sample of Ξ 1 given the
ample ξ 2 of Ξ 2. To this end, consider the associated partition of the covariance matrix [Σ ] = [Q]−1 of Ξ :

[Σ ] =

[
[Σ 11] [Σ 12]
[Σ 21] [Σ 22]

]
. (22)

wing to the Gaussianity of Ξ , it follows that

(Ξ 1
|Ξ 2

= ξ 2) ∼ N (µ, [Σ ]) , (23)
7
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in which

µ = [Σ 12][Σ 22]−1ξ 2 (24)

nd

[Σ ] = [Σ 11] − [Σ 12][Σ 22]−1[Σ 21] . (25)

he sampling according to the conditional probability measure (see Eq. (23)) can efficiently be performed by using
factorization technique, since the random vector Ξ 1

|Ξ 2 is often low-dimensional. In practice, the above procedure
s applied in an iterative manner until an admissible sample of Ξ is obtained. In this approach, the computational
ost mostly stems from the computation of the inverse matrix [Σ 22]−1, which has to be estimated for each sample
f Ξ .

.4. Construction of the transport map T

We now turn to the definition of the transport map T introduced in Section 2.1 that pushes forward the normally
istributed random variable Ξ (xΓ ) to the non-Gaussian random variable ζ (xΓ ) (see Eq. (2)), for xΓ fixed on Γ .
n order to simplify notation, space indexation is omitted in the rest of this section. The support of the probability
ensity function pζ of ζ is written as Sζ = [ζ , ζ ], where ζ and ζ are two given real numbers (with ζ < ζ ). The

probability density function pζ is determined below by using information theory [66] and the principle of maximum
entropy [67], with the aim of obtaining an objective (that is, least informative) prior model.

The random variable ζ takes its values in Sζ and is assumed to satisfy the constraints

E{log(ζ − ζ )} = ν , |ν| < +∞ , (26)

nd

E{log(ζ − ζ )} = ν , |ν| < +∞ . (27)

t should be noticed that the values of ν and ν are irrelevant at this point to derive the explicit form of pζ . Following
he principle of maximum entropy, the probability density function for ζ is then obtained as

pζ (z) = ISζ (z)c0(z − ζ )−λ(ζ − z)−λ , (28)

here ISζ is the indicator function of Sζ , c0 is the normalization constant, and λ and λ are the Lagrange multipliers
associated with the constraints above. Let Y be the random variable defined as

Y =
1

ζ − ζ
(ζ − ζ ) . (29)

It follows from Eqs. (28)–(29) that the probability density function of Y reads as

pY (y) = I[0,1](y)c1 y−λ(1 − y)−λ , (30)

here c1 denotes the normalization constant. Eq. (30) shows that Y is a Beta random variable with parameters
= 1 − λ and β = 1 − λ, Y ∼ B(α, β). It can be deduced that

c1 =
1

B(1 − λ, 1 − λ)
, (31)

here B is the Beta function, and thus

c0 =
(ζ − ζ )λ+λ−1

B(1 − λ, 1 − λ)
. (32)

he non-Gaussian random field {ζ (xΓ ), xΓ ∈ Γ } can hence be defined as

ζ (xΓ ) = (ζ − ζ )F−1
B(1−λ,1−λ)

(
FN (0,1)(Ξ (xΓ ))

)
+ ζ , ∀xΓ ∈ Γ , (33)

here F−1
B(1−λ,1−λ)

is the inverse cumulative distribution function of the Beta law with parameters (1−λ) and (1−λ),
and FN (0,1) is the cumulative distribution function of the normalized Gaussian distribution. Eq. (33) explicitly defines
the mapping T .
8
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Fig. 2. Estimated covariance structure of the underlying Gaussian random field {Ξ (xΓ ), xΓ ∈ Γ } on the sphere. The estimated covariance
function obtained by considering the north pole as the reference point is shown in the left panel (top view). The right panel displays a
comparison between the estimated covariance function and the Matérn covariance function along a meridian of the sphere.

When similar constraints and symmetric perturbations are considered, one can take λ = λ = λ (with λ ⩽ 0 since
, β ⩾ 1) and ζ = −ζ = −ε (perturbations are hence generated over [−ε, ε]), the above equation simplifies to

ζ (xΓ ) = 2εF−1
B(1−λ,1−λ)

(
FN (0,1)(Ξ (xΓ ))

)
− ε , ∀xΓ ∈ Γ . (34)

It follows that the random field is then centered

E{ζ (xΓ )} = 0 , ∀xΓ ∈ Γ , (35)

and has a pointwise variance

Var{ζ (xΓ )} =
ε2

1 + 2α
=

ε2

3 − 2λ
, ∀xΓ ∈ Γ . (36)

In practice, Eq. (36) allows one to select the value of the Lagrange multiplier λ such that the field defining the
geometrical perturbations exhibits a target variance. Notice that the pointwise variance decreases monotonically as
α increases (or equivalently, as λ ⩽ 0 decreases), and its maximum value is ε2/3 (which is obtained for λ = 0).

3. Applications

In all applications presented in this section, the parameter α is set to 2 and the Galerkin approach is deployed
to solve the SPDE. All finite element meshes are constructed using GMSH [68]. Whenever studied, forward
propagation of uncertainties is performed using a Monte Carlo approach. Discussions about other stochastic solvers
are outside the scope of the present paper, and interested readers are referred to [69] for a review.

3.1. Application 1: Generation on a spherical shell

In order to exemplify the approach and validate the stochastic computational workflow, a random field of
geometrical perturbations is first defined on the boundary Γ of a spherical domain Ω with radius R = 0.45 (which is
a simple manifold in R3). It is assumed that η = 0 almost surely (recall that η represents homogeneous perturbations,
so only spatially-dependent random perturbations are considered hereinafter), and that the perturbations at each point
xΓ are along the outward pointing normal direction nΓ (xΓ ) (that is, we take dΓ (xΓ ) := nΓ (xΓ ) for all xΓ in Γ ).
The boundary Γ is meshed with 60,350 linear triangular elements (30,182 nodes). The isotropic SPDE with ℓ = 0.1
s solved to generate 50,000 samples of the underlying Gaussian random field {Ξ (xΓ ), xΓ ∈ Γ }. The estimated
ovariance function with respect to a given point on the sphere is shown in Fig. 2. As expected, the correlation
unction is seen to be isotropic. Furthermore, the evolution of the correlation coefficient as a function of geodesic
istance is consistent with the Matérn covariance function (see Eq. (3)) defined by a smoothness parameter ν set
o 1 (recall that α = ν + d/2, with α = 2 and d = 2 here).
9
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Fig. 3. Graph of the pointwise standard deviation for the underlying Gaussian random field {Ξ (xΓ ), xΓ ∈ Γ } on the sphere. Minimum and
aximum values for the standard deviation are 0.97 and 1.03, respectively.

Fig. 4. One realization of the sphere with geometrical imperfections. Centered perturbations are considered, with ζ = −0.05 and ζ = 0.05.
he standard deviation of the perturbation field is set to 0.15.

Fig. 5. Graph of the orientation fields xΓ ↦→ e1(xΓ ) (left) and xΓ ↦→ e2(xΓ ) (right).

The pointwise standard deviation estimated with the 50,000 samples is shown in Fig. 3, using an Eckert IV
projection of the spherical shell. Since the spherical boundary Γ is a closed manifold, it is seen that the standard
deviation remains fairly uniform and close to 1. The observed minor spatial fluctuations in the standard deviation
field are primarily induced by finite sampling and can be reduced by increasing the number of samples.

The realizations of the Gaussian seed are subsequently mapped to first obtain the associated realizations of
the non-Gaussian field {ζ (xΓ ), xΓ ∈ Γ } (see Eq. (33)), and then to compute samples of the randomly perturbed
manifold Γ̃ according to Eq. (1). A realization of the perturbed spherical boundary, defined by the support
Sζ = [−0.05, 0.05] for the perturbations and a standard deviation equal to 0.15, is shown in Fig. 4.

For the sake of completeness, we next consider the sampling of an anisotropic random field. To this end, the
matrix-valued diffusion field is constructed by following the methodology described in 2.2.3. Specifically, the sphere
is embedded in a cube, and two Laplace problems are solved in order to compute the orientation fields along the
latitude and longitude. These two fields are denoted by xΓ ↦→ e1(xΓ ) and xΓ ↦→ e2(xΓ ), respectively, and are
hown in Fig. 5. Different anisotropic fields can then be generated by adjusting the parameters λ1 and λ2 in the
iffusion field (see Eq. (11)). Realizations and correlation functions obtained by selecting λ1 ≫ λ2 or λ1 ≪ λ2 are

shown in Figs. 6 and 7, respectively. It is seen, in particular, that the former selection generates long-range spatial
10
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Fig. 6. Realization (left) and estimated correlation function (right) of the underlying Gaussian random field, obtained for λ1 = 1 and λ2 = 0.1.
etting λ1 ≫ λ2 creates a specific signature along the latitude.

Fig. 7. Realization (left) and estimated correlation function (right) of the underlying Gaussian random field, obtained for λ1 = 0.1 and
λ2 = 1. Setting λ1 ≪ λ2 creates a specific signature along the longitude.

memory along the latitude, while the latter choice enables a similar effect along the longitude. In practice, the simple
and low-dimensional, physically-interpretable parameterization of the diffusion field allows one to readily formulate
forward propagation analysis (and statistical inverse problems) on more complex domains. This capability of the
stochastic modeling framework is exemplified in Sections 3.2 and 3.3 respectively, where the cases of patient-specific
brain geometries and structures processed by additive manufacturing are addressed.

Remark. For the spherical case under investigation, standard models based on, e.g., Karhunen–Loève expansions
can be used to define and generate the field. Adopting a spherical coordinate system (R, θ, φ) (for a given radius
R), one may adopt a separable covariance function for instance, defining C as

C((R, θ1, φ1), (R, θ2, φ2)) = Cθ (θ1, θ2) × Cφ(φ1, φ2) , (37)

here Cθ and Cφ are one-dimensional (e.g., exponential-type) covariance functions satisfying appropriate evenness
nd periodicity requirements; see, e.g., [70]. Likewise, the case of cylindrical interfaces can be handled by using a
eparable structure with one-dimensional covariance functions expressed in terms of the axial distance and azimuth;
ee the references focused on, e.g., cylindrical shells in Section 1.

.2. Application 2: Modeling of geometrical imperfections induced by additive manufacturing

Additive manufacturing (AM), or 3D printing, is now commonly employed in a variety of fields in engineering,
ncluding aerospace, biomedical, construction, and mechanical industries at large. While AM technologies have
nabled the production of parts with unprecedented levels of complexity over multiple scales, processing challenges

emain numerous [29,71,72]. In particular, the generation of local (e.g., solidification) defects, anisotropic material
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Fig. 8. Nominal gyroid model, immersed in the box used to solve the Laplace problems ((x, y) plane is horizontal).

ehavior, and geometrical imperfections is often faced and can dramatically impact the mechanical performance of
he AM structure. This aim of this section is then to demonstrate the use of the proposed framework to model and
enerate process-induced geometrical imperfections on a structure produced by additive manufacturing. To this end,
e consider a titanium gyroid structure produced by selective laser melting as a prototypical case relevant to bone

issue engineering [73]. The size of the unit cell is 3.2×3.2×3.2 [mm] and wall depth is set to 0.12 [mm]. In order
o enable mechanical testing using finite element simulations, thick plates are added at the top and bottom of the
tructure, as shown in Fig. 8. The finite element size for the gyroid model is set to 0.05 [mm], in accordance with
he mean height of the layers created by the AM process, and the mesh comprises 139,424 P1 triangular elements
nd 69,696 nodes.

In order to set up the underlying Gaussian random field model, and following specifications from the manu-
acturing process, we assume that the geometrical imperfections are generated layer-wise in the (x, y) plane and
xhibit spatial correlation along the two-dimensional contour. To sample the field, we then use the anisotropic SPDE
iven by Eq. (11), defining the diffusion field in Eq. (12) with d = 2, λ1 = 1 and λ2 = ϵ (with ϵ ≪ 1). Here, the

small parameter ϵ is introduced to ensure the positive-definiteness of the diffusion matrix whenever the orientation
ectors are (nearly) orthogonal. The orientation vector field e1 is specifically defined as

e1(xΓ ) = t(xΓ ) , ∀xΓ ∈ Γ , (38)

where t(xΓ ) is the unit vector tangent to the two-dimensional contour at location xΓ in the (x, y) plane. The field
of tangent vectors is obtained by first solving the Laplace problem (see Section 2.2.3) with Dirichlet boundary
conditions enforced either at the left (Ψ = 0) and right (Ψ = 1) faces, or at the back and front faces, and by
subsequently projecting (and normalizing) the vector field thus obtained onto the (x, y) plane. The second orientation
vector field e2 is obtained by solving the Laplace problem with essential boundary conditions applied at the bottom
(Ψ = 0) and top (Ψ = 1) faces. One realization of the Gaussian seed {Ξ (xΓ ), xΓ ∈ Γ } and the correlation
function estimated on the boundary Γ (with a reference point arbitrarily chosen on Γ ) for a small value of the
correlation parameter ℓ are shown in Fig. 9. As expected, it is seen that the correlation is non-vanishing along the
in-plane contour, hence generating realizations that are consistent with the underlying physical process. It should
be noticed that the determination of model parameters, such as the correlation parameter ℓ, for a particular additive
manufacturing process is outside the scope of this work and is therefore left for future research.

Following the methodology presented in Section 2.1, realizations of the Gaussian random field on the gyroid
surface are next pushed forward to obtain realizations of {ζ (xΓ ), xΓ ∈ Γ }, using the mapping defined in Eq. (34)
with ε = 0.03 [mm] (meaning that the support for the oscillatory perturbations is Sζ = [−0.03, 0.03]). In addition,
a homogeneous perturbation is considered to account for the variations in porosity that can typically be observed
with highly-porous structures produced by AM [73]. For the sake of illustration, we assume that η is uniformly
distributed on Sη = [−0.02, 0.02] [mm], η ∼ U(−0.02, 0.02) [mm]. Finally, the direction of the perturbations given
by the field xΓ ↦→ dΓ (xΓ ) can be inferred from the specifications of the manufacturing process. In the case of

titanium scaffolds produced by selective laser melting, scanning paths, while parallel within a single depository
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Fig. 9. Realization of the underlying Gaussian random field (left panel) and correlation function on the gyroid surface (right panel), obtained
for λ1 = 1, λ2 = 1e−6, and ℓ = 0.1 [mm].

Fig. 10. Perturbation directions on two successive layers. The direction of the geometrical perturbations is rotated by an angle of 60 degrees
rom one layer to the next, according to the specification of the AM manufacturing process.

ayer, are rotated by a fixed angle between layers. This procedure, which is similar to unidirectional plies stacking
n layered composites, leads to a fairly isotropic material behavior at the macroscopic scale. We hence define the
irection of the perturbation within the layer k, denoted by dk

Γ (xΓ ), as

dk
Γ (xΓ ) = (cos(θk), sin(θk), 0)T , (39)

here θk+1 = θk +60 for k ⩾ 1 and θ1 = 0 [deg]. Examples of the vector field xΓ ↦→ dΓ (xΓ ) are shown along the
wo-dimensional contour for two successive layers in Fig. 10. The height of each layer is set to 0.05 [mm], which
s a typical value in AM processes. Each node in the finite element mesh is then assigned a specific layer, and
hus a perturbation direction according to Eq. (39), based on its vertical coordinate. In the unlikely case where one
ode is exactly located at the boundary between subsequent layers, the direction associated with the lower layer is
hosen by default.

It should be noticed that the spatially-dependent geometrical uncertainties thus generated remain small as
ompared to the structural characteristic lengths and are hardly visible on a three-dimensional plot. They, however,
ave a substantial impact on the mechanical behavior of the structure, due to its high porosity rate. We consider
tensile test with a zero displacement boundary condition at the bottom surface and a vertical displacement of
agnitude 0.03 [mm] at the top surface. The stochastic boundary value problem therefore reads as⎧⎪⎨⎪⎩

div([Σ ]) = 0 , ∀ x ∈ Ω ,

[Σ (x)] = JCK : [E(x)] , ∀ x ∈ Ω ,

[E(x)] = ∇
S
x u(x) , ∀ x ∈ Ω ,

(40)

ubjected to u = 0 at the bottom surface and u = (0, 0, 0.03)T [mm] at the top surface. In Eq. (40), [Σ ] and
E] are the Cauchy stress and linearized strain tensors, respectively, the symbol ∇

S
x denotes symmetrized gradient,

T
u = (u1, u2, u3) is the displacement vector, JCK is the isotropic elasticity tensor, and Ω denotes the domain with

13
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Fig. 11. Probability density distribution of the reaction force estimated with 8000 realizations of the perturbation random field.

perturbed boundary. Following standard characteristics for 3D printed titanium, the Young’s modulus of the material
is set to 110 [GPa], and the Poisson’s ratio is taken as 0.3. The reaction force on the top face is evaluated by the
finite element method, using a set of 8000 independent realizations sampled with the parameters detailed above.
The mesh used for the mechanical simulations contains approximately 120,000 P1 tetrahedral elements and 32,000
nodes, depending on the realization of the gyroid model. The probability distribution function of the reaction force is
shown in Fig. 11. It is seen that the variability in the mechanical response is significant, the reaction force exhibiting
a coefficient of variation of 0.11. While such qualitative outcomes must be put into perspective and would require,
in particular, additional developments focusing on parameter identification and validation of uncertainty propagation
results (these developments are beyond the scope of the proposed study), the results demonstrate the capability of
the stochastic framework to efficiently perform uncertainty quantification integrating process-related information on
complex domains produced by additive manufacturing.

3.3. Application 3: Modeling of segmentation errors in magnetic resonance imaging

Numerical simulations for non-invasive brain stimulation methods, such as the transcranial magnetic stimulation
(TMS) [74,75] and transcranial electrical stimulation (TES) [76] methods, are becoming widespread tools for
protocol design and diagnosis. In these studies, images obtained from magnetic resonance imaging (MRI) are
typically used in conjunction to fMRI pipelines (such as freeSurfer [77] or SPM [78]) to generate head models.
The accuracy of such simulations strongly depends on the fidelity of the brain model, which is usually obtained
from a segmentation process on MRI brain images (see [79–81] for automated segmentation packages for brain
anatomy). While the existence of segmentation uncertainties in brain tissue boundaries has been reported in several
studies [82–84], little work has been devoted to the proper modeling and propagation of spatially-dependent
geometrical uncertainties in TMS-related simulations, due in part to the complexity of the geometries involved
(see [74] for an analysis on the cortical surface, using random but homogeneous uncertainties). We therefore turn
our attention to the modeling of segmentation errors in MRI in this section. The aim is to demonstrate the ability
of the proposed framework to properly define and generate tissue surface uncertainties. We specifically consider the
boundary between the skull and the cerebrospinal fluid (CSF), as well as the boundary between the CSF and gray
matter (GM)—as both were shown to have substantial impact on the electric fields (E-fields) generated during TMS.
Note that sampling is performed on the anatomy provided by the MRI, and may include additional (e.g., spinal cord)
interfaces. The latter will not be considered in TMS simulations (see Section 3.3.4). Throughout this section, we
only consider oscillatory perturbations and accordingly set η = 0 almost surely.

3.3.1. Generation of the underlying Gaussian random field on the Bone/CSF interface
We first consider the definition and generation of the underlying Gaussian random field {Ξ (xΓ ), xΓ ∈ Γ } at
he interface between the bone and the cerebrospinal fluid (denoted by Bone/CSF interface). The discretization of
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Fig. 12. Realizations of the Gaussian random field {Ξ (xΓ ), xΓ ∈ Γ } at the Bone/CSF interface, obtained with ℓ = 5 [mm] (left), ℓ = 10
[mm] (middle), and ℓ = 15 [mm] (right). These realizations are generated by using a Cholesky factorization technique with the precision
matrix [Q] and the same realization of a normalized Gaussian random vector, for the sake of comparison.

Fig. 13. Estimated covariance structure of the underlying Gaussian random field {Ξ (xΓ ), xΓ ∈ Γ } at the Bone/CSF interface. The left
panel displays the covariance function estimated on the manifold (the reference point is selected arbitrarily on the top of the surface). The
comparison between the estimated covariance function and the Matérn covariance function along a certain path on the manifold is shown
in the right panel.

the interface is performed by using a P1 triangular mesh with 41,561 nodes and 83,118 elements. Realizations
of the underlying Gaussian random field computed with the correlation length parameter ℓ set to 5, 10, 15 [mm]
respectively are shown in Fig. 12. Notice that the same seed is used to initialize the random generation for all
configurations, so that samples can be compared qualitatively. It is seen that the framework is able to generate
realizations that capture the geometrical features of the boundary, and that larger values of correlation parameter ℓ
result in smoother variations on the manifold.

The covariance function estimated with 50,000 independent samples is next shown in Fig. 13 for ℓ = 10 [mm]
(in this figure, the reference point is randomly chosen on the interface). It is observed that the computed covariance
function is isotropic on the manifold and matches the theoretical Matérn covariance function, defined with respect
to the geodesic distance. In this application, the geodesic distance was calculated by using the heat method [85].

3.3.2. Generation of the underlying Gaussian random field on the CSF/GM interface
Here, the definition and sampling of the underlying Gaussian random field on the CSF and GM cortical interface

(denoted as the CSF/GM interface) is studied. The cortical surface consists of many folds with complicated bends.
In order to accurately discretize these folds, high-resolution meshes are required. In the present case, a standard
cortical boundary mesh that consists of 137,518 nodes and 275,032 P finite elements is used. Note that this is much
1
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Fig. 14. Realizations of the Gaussian random field {Ξ (xΓ ), xΓ ∈ Γ } at the CSF/GM interface, obtained with ℓ = 3 [mm] (left), ℓ = 5
mm] (middle), and ℓ = 7 [mm] (right). These realizations are generated by using a Cholesky factorization technique with the precision
atrix [Q] and the same realization of a normalized Gaussian random vector, for the sake of comparison.

Fig. 15. Estimated covariance structure of the underlying Gaussian random field {Ξ (xΓ ), xΓ ∈ Γ } at the CSF/GM interface, for ℓ = 7
[mm]. The left panel displays the covariance function estimated on the manifold: here, a node close to the separation plane between the
hemispheres is selected as the reference point. The comparison between the estimated covariance function and the Matérn covariance function
along a certain path on the manifold is shown in the right panel.

larger than the 41,562-node mesh used for the Bone/CSF interface. Furthermore, adjacent folds are oftentimes close
to each other resulting in a large probability of inadmissible, self-intersecting realizations. As a result, the updating
scheme developed in this manuscript becomes essential for the practical generation of cortex boundary uncertainty.

Fig. 14 shows realizations of the Gaussian random field {Ξ (xΓ ), xΓ ∈ Γ } generated at the cortex for various
values of the correlation hyperparameter ℓ. As expected, realizations for higher values of ℓ appear smoother as they
exhibit larger correlation ranges. This figure illustrates the capability of the framework to capture very complex
geometrical features.

The covariance function, defined by randomly choosing a reference point on the cortex, was computed from
50,000 independent realizations of the Gaussian random field, and is shown in Fig. 15 (left panel). Unlike previous
examples, the region of non-vanishing correlation coefficients is not circular, even if the isotropic SPDE is used
for sampling purposes. This distribution is indeed due to the varying depths of the cortical folds. The estimated
covariance function also matches its theoretical Matérn counterpart parameterized with the geodesic distance, as
seen in the right panel in Fig. 15.

In terms of computational time, about 65 s are necessary to draw 1000 samples on a desktop computer equipped
with an AMD Ryzen 3600 6-core processor (cadenced at 3.59 GHz) and 16 GB of memory. About 25% of this
computational time is allocated to the computation of the precision matrix [Q] and its Cholesky decomposition,
the rest of the time being spent for solving the linear system [R]u = w; see the last paragraph at the end of

Section 2.2.1.
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Fig. 16. Plot of one realization of the perturbed geometry (height in millimeters) {X Γ̃ (xΓ ), xΓ ∈ Γ } at the Bone/CSF interface.

Fig. 17. Plot of one realization of the perturbed geometry (height in millimeters) {X Γ̃ (xΓ ), xΓ ∈ Γ } at the CSF/GM interface.

3.3.3. Generation of perturbed Bone/CSF and CSF/GM interfaces
Here we provide examples of realizations obtained for the perturbed manifolds at the Bone/CSF and CSF/GM

interfaces. The typical resolution of MRI is 1 [mm], and there is experimental evidence indicating that processing
algorithms have an uncertainty of 0.2 [mm] for cortical surfaces [82–84]. Hence, in the following simulations, we
set the range of perturbations as Sζ = [−2, 2] [mm] and Sζ = [−0.5, 0.5] [mm] for the Bone/CSF and CSF/GM
nterfaces, respectively. The correlation parameter is set to ℓ = 10 [mm] for the Bone/CSF boundary, while ℓ = 5

[mm] for the CSF/GM interface. Note that parametric studies to quantify the sensitivity of computational models
to such properties on quantities of interest are beyond the scope of this work and are left for future works. The
nominal surfaces are perturbed along the normal direction, that is, we take dΓ (xΓ ) := nΓ (xΓ ) for all xΓ in Γ , with
nΓ (xΓ ) the outward-pointing unit normal to the surface Γ at location xΓ . Realizations of the perturbed Bone/CSF
and CSF/GM interfaces are shown in Figs. 16 and 17, respectively.

3.3.4. Propagation of geometrical uncertainties on brain interfaces
In this section, we finally perform uncertainty propagation for TMS simulation results by using a Monte Carlo

approach. TMS simulations aim to simulate the electrical field (E-field) inside the brain tissues induced by a driven
magnetic coil above the head. The typical implementation configuration of TMS is shown in Fig. 18, where the
coil is placed over the motor cortex region (the yellow box region).

During TMS, a coil is driven with known currents

J(r; t) = p(t) J(r) , (41)

where t ↦→ p(t) the current pulse temporal variation and r ↦→ J(r) is a time independent current density, induces
an E-field

Etot(r; t) =
dp(t)

Etot(r) (42)

dt
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Fig. 18. The TMS experiment configuration: the coil is placed on the scalp above the motor cortex, and the yellow dashed box indicates
he gray matter region where the E-field is shown in the subsequent figures.

nside the head (notice the slight abuse of notation). The E-field r ↦→ Etot(r) is then decomposed into the sum of
two components, called the primary and secondary E-fields. The primary E-field r ↦→ E p(r) is the E-field induced
by the coil currents in a vacuum and can be found from the Biot–Savart law as

E p(r) =
µ0

4π

∫
J(r ′)

∥r − r ′∥
d r ′ , (43)

here µ0 is the permeability of free-space. The secondary E-field r ↦→ Es(r) results from charges building up in
tissue interfaces and can be determined as

Es(r) = −∇
1

4πϵ0

∫
ρ(r ′)

∥r − r ′∥
d r ′ , (44)

here ϵ0 is the permittivity of free-space and r ↦→ ρ(r) is an unknown charge density residing on tissue boundaries.
t each interface, the charge density is determined by applying the electromagnetic boundary condition

⟨n, σ+ E+

tot⟩ = ⟨n, σ− E−

tot⟩ , (45)

here n is the outward unit vector normal to the boundary, ⟨n, E+

tot⟩ and ⟨n, E−

tot⟩ are the total electric field along the
ormal direction an infinitesimal away from the tissue boundary into the outer and inner head tissue compartment,
espectively, and σ− and σ+ are the conductivities of the inner and outer head tissue compartments, respectively.
he above boundary condition results in the following integral equation defined on each tissue boundary

1
2
ρ(r) + J (σ )⟨

1
4π

∫
p.v.
ρ(r ′)

r − r ′

∥r − r ′∥3 d r ′, n(r)⟩ = −J (σ )ϵ0⟨E p(r), n(r)⟩ , (46)

here J (σ ) = (σ+
−σ−)/(σ+

+σ−) and “p.v.” is used to denote Cauchy principal value. In this work, the boundary
lement method (BEM) described in [86] is used to solve Eq. (46) for the charge distribution r ↦→ ρ(r) on the
nterface. In Eq. (46), the charge distribution is defined on tissue interfaces and as a result, the TMS simulation
an be conducted only using the boundary mesh of brain tissue interfaces, without generating volume mesh in the
rain, which reduces the computation cost greatly. The BEM solver used here is freely-available online (see [87]),
nd implementation details can be found in [86].

As mentioned above, the bounds for the geometrical uncertainty are set to ζ = −ζ = −0.5 [mm] and
ζ = −ζ = −0.1 [mm], and the correlation lengths to ℓ = 10 [mm] and ℓ = 5 [mm], for the Bone/CSF
and CSF/GM interfaces, respectively. Some statistical estimators based on the Monte-Carlo approach results (with
1000 simulations) are shown in Fig. 19. The E-field has a peak variance of 19.1 [V/m], indicating a significant
impact of the uncertainties in the E-field distribution. This suggests that stochastic simulations accounting for
geometrical uncertainties can provide useful information to better assess E-field properties and thereby optimize
clinical procedures on patient-specific brain geometries. Notice that parametric studies characterizing the influence
of MRI data segmentation uncertainties on TMS simulation more broadly are beyond the scope of this work and
will be addressed in future work.
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Fig. 19. E-field distribution on the CSF/GM brain interface obtained from the Monte Carlo simulations. The left panel shows the mean field,
nd the left panel shows the standard deviation distribution. Both of the geometries of the Bone/CSF and CSF/GM interfaces are modified
ccording to the non-Gaussian field. The perturbation range is [−0.5, 0.5] [mm] (with ℓ = 10 [mm]) on the Bone/CSF interface, and is set
o [−0.1, 0.1] [mm] (with ℓ = 5 [mm]) on the CSF/GM interface.

. Conclusion

The ability to produce and analyze complex geometries with features spanning a wide range of scales has
ecome widespread with the advent of new processing technologies such as additive manufacturing. This setting
ffers new challenges from a stochastic modeling standpoint, since appropriate covariance functions become hard to
efine in closed form a priori—hence making commonly employed frameworks to account for spatially-dependent
eometrical uncertainties potentially unpractical.

Motivated by these observations, we presented a framework to efficiently represent and simulate spatially-
ependent geometrical uncertainties on complex domains. Following previous works focused on stochastic con-
titutive modeling by the authors, the methodology builds upon the combination of a stochastic partial differential
quation approach and an information-theoretic model to ensure well-posedness while capturing salient geometrical
eatures on the fly. In particular, the proposed approach allows the random field to be defined and directly sampled on
he manifold corresponding to the nominal interface—hence leading to substantial savings in terms of computational
ost. In addition, we derived a procedure to efficiently update perturbations resulting in self-intersection in the
nite element mesh. We finally discussed model parameterization and numerical results in the form of sampling
erification and forward propagation problems on challenging applications, including the case of a porous part
roduced by additive manufacturing and patient-specific brain interfaces.

The framework paves the way towards the integration of topological perturbations on complex domains, and
everal avenues for further development include: (1) experimentally-based parameter identification and validation on
elected applications; (2) geometrically-informed forward propagation and sensitivity analyses; (3) the sophistication
f the proposed representation to account for, e.g., stochastic directions of perturbation; and (4) the construction of
ast sampling algorithms for poorly conditioned systems.
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