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Abstract. Temporal text documents exist in many real-world domains.
These may span over long periods of time during which there tend to be
many variations in the text. In particular, variations or the similarities
in a pair of documents over two consecutive years could be meaningful.
Most of the textual analysis work like text classification focuses on the
entire text snippet as a data instance. It is therefore important to study
such similarities besides the entire text document. In Natural Language
Processing (NLP), the task of textual similarity is important for search
and query retrieval. This task is also better known as Semantic Textual
Similarity (STS) that aims to capture the semantics of two texts while
comparing them. Also, state-of-the-art methods predominantly target
short texts. Thus, measuring the semantic similarity between a pair of
long texts is still a challenge. In this paper, we compare different text
matching methods for the documents over two consecutive years. We
focus on their similarities for our comparative analysis and evaluation
of financial documents, namely public 10-K filings to the SEC (Securi-
ties and Exchange Commission). We further perform textual regression
analysis on six quantitative bank variables including Return on Assets
(ROA), Earnings per Share (EPS), Tobin’s Q Ratio, Tier 1 Capital Ra-
tio, Leverage Ratio, and Z-score, and show that textual features can be
effective in predicting these variables.

Keywords: temporal changes - text similarity - long text regression -
SEC 10-K reports

1 Introduction

In general, over long periods of time, the language tends to evolve [8]. Specifi-
cally, the written language present in the form of unstructured text documents
changes a lot given the amount of text data generated daily. Studying how the
texts change over time is an interesting area. A lot of text mining research is
being done on the entire text documents or short texts, such as tweets, messages,
reviews, and so on. Some works also target temporal text mining [13] and tem-
poral networks [35]. Temporal text documents exist in real-world domains like
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clinical texts, news articles, financial statements, and restaurant and product
reviews. For this work, we focus on the financial disclosure statements, i.e., 10-K
documents from the Securities and Exchange Commission (SEC) in the finance
domain. In particular, we look at the Sections 7 and 7A: “Management’s Dis-
cussion and Analysis of financial conditions and results of operations” (MD&A).
The reason to choose the finance domain and Section 7/7A in 10-K documents
is threefold:

1. Section 7TA contains forward-looking statements about the company, which
report the company’s operations and financial results. It may also talk about
the potential risks.

2. The length of Section 7 is longer than an average text document, the ap-
proximate longest section being an average of ~40000 words as reported in
Table 2.

3. The nature of the MD&A section makes it suitable to find if any relation-
ship exists between the textual similarities and bank financial performance
variables [6,19].

Measuring the similarity between texts is a challenging task in NLP because
of linguistic, semantic and knowledge-based factors. There exist a number of
methods ranging from traditional count based methods to neural networks and
knowledge based methods for measuring textual similarity. The basic idea is
to map the texts onto a vector space model (VSM) such that there are two
vectors for a pair of documents. A cosine similarity metric is used to measure
the similarity between these two vectors by computing the dot product between
two such normalized vectors. Textual similarity has a wide range of applications
in real-world domains such as legal [2,22,31,33], academic [20,21], finance [6,30],
and medicine [36,38]. It can also be useful for several NLP tasks such as document
classification, clustering, and retrieval.

Contributions: In this study, we compare different document representation tech-
niques and similarities between two temporal text documents over two consecu-
tive years and apply them to the section 7/7A of public 10-K filings. Given its
significance and applications in NLP, we choose several state-of-the-art meth-
ods in our comparative study. We further use these similarities to predict six
bank variables using linear regression. We also study some interesting patterns
between the textual similarities and the numeric values.

2 Related Work

Document dating [12, 34], Neural Networks (NN) based diachronic framework
for temporal text classification [11], and dynamic topic modeling [4,24,37] are a
few of the recent works in the area of temporal text document analysis.

In [6], the authors show how the modification score varies with the length
of the document over years. This score is computed by using the cosine similar-
ity between the document vectors constructed using the term frequency-inverse
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document frequency (tf-idf) scores. In more recent work [5], the authors create a
multi-dimensional measure of financial statement peer-to-peer similarity which
is purely quantitative.

In the field of Information Retrieval (IR), document similarity is widely ap-
plicable for tasks for as document clustering, document retrieval, query search,
document deduplication, question answering, and so on. In [32], a comparative
study of various textual similarity methods such as tf-idf (and other related ex-
tensions), topic models (Latent Semantic Indexing (LSI)) [7], and neural models
(paragraph vector, doc2vec [18]) is presented. It highlights that tf-idf still re-
mains a good option when it comes to long text documents as compared to the
other complex methods.

A lot of work on short text similarity exists with some standard evaluation
benchmark datasets such as SemEval STS [1]. [15] shows how word embeddings
(vector representations of words) constructed from unlabelled data can be used
to compute the semantic similarity by finding the cosine similarity between two
vectors. This includes the semantics instead of just lexical or syntactic informa-
tion. In [29], a NN-based technique is described to measure the textual similarity.
The authors used a Siamese Convolutional Neural Network (CNN) to capture
the relevance of a word in a sentence in order to create a word representation.
Then they used a Siamese LSTM (Long-Short Term Memory) to analyze a pair
of sentences, and their similarity is computed using the Manhattan distance. [27]
proposed a novel way to compute similarity based on the present term set in order
to tackle the issue where several documents have an identical degree of similarity
to a specific document. This measure is based on the term weights and the num-
ber of terms that exist in at least one of the two documents. External knowledge
and word embeddings based method to measure semantic similarity is proposed
in [26].

For longer documents, [21] proposed a novel joint word-embedding model
based semantic matching of long documents by incorporating domain-specific
semantics information into the basic context of the words. This model is then
applied to academic documents by including semantic profiles for research pur-
pose, methodology, and domain to create the embedding. Since the lengths of
two documents can vary, representing long documents as vectors is not always
helpful. Thus, it is important to address the length difference between two docu-
ments when computing their similarity. The method in [9] shows how to represent
a longer document as a representation of the latent topics, and the shorter doc-
ument as just an average of the word embedding it is composed of. Finally, they
used cosine similarity to measure the document similarity. They also showed the
ineffectiveness of doc2vec and Word Mover’s Distance [17] in their document
similarity task. In [25], the authors present a simple, unsupervised method for
pairwise document matching. They try to improve [9] by first averaging over
the word embeddings, and then compute the cosine similarity between these two
averages. In [3], the authors proposed a knowledge-based semantic textual simi-
larity technique called Context Semantic Analysis (CSA) which relies on a RDF
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knowledge base such as DBpedia and Wikidata to extract a Semantic Context
Vector to represent a document.

3 Methodology

We try to closely follow the work in [6] where the authors define a rawscore
to measure the changes between two documents. In this work, we instead look
at the similarities between two documents. For this purpose, we examine some
text-based methods to measure similarity between two financial documents. We
further categorize these methods into the following three groups.

3.1 Bag-of-Words (BOW)

It represents text in a vector form as the occurrence of words in a given document.

1. Count Vectorizer: This is a classical method to create a document vector,
which is solely based on the word counts of the words present in the corpus
vocabulary. Such a document vector gives more importance to the most
frequent words even if they are not relevant.

2. tf-idf: The above issue is overcome by weighting the word scores using a
formula given in Eq. 1 to construct a document vector.

tf-idfi; =tfi; % log (é;) 1)

where, tf; ; is the number of occurrences of word 7 in document j, df; is
the number of documents containing word ¢, and N is the total number of
documents.

3.2 Word/Document embedding

The BOW methods do not capture any semantics of the text and so we study
some additional methods below.

1. tf-idf 4+ Latent Semantic Analysis (LSA): Unlike bag-of-words or neu-
ral network models, LSA works on the core idea of document-term matrix
and Singular Value Decomposition (SVD) as a dimensionality reduction tech-
nique for the sparse document-term matrix. It decomposes the entire matrix
into a separate document-topic matrix and a topic-term matrix. Thus, it is
able to capture the semantics from the textual documents. It uses the basic
idea of SVD on the document-term matrix by diving it into three matrices
U,X and V so that: X = UXV? where U is the terms-topics matrix, X is
the topics importance matrix and V? is the topics-documents matrix.
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2. doc2vec: This is an unsupervised document embedding technique to create
document vectors [18]. It is analogous to the word2vec [23] technique to cre-
ate word vectors. Similar to word2vec, doc2vec has two variants, distributed
memory (DM) and distributed bag of words (DBOW). We use the gensim
library' to create the doc2vec representations. For training, we set the pa-
rameters as epochs=100 and window_size=15. Next, we use the following
three different word embedding techniques in the doc2vec model.

word2vec: It captures the local context of a given word within a window size
to create word vectors [23].

GloVe: It captures both local and global context of a given word by con-
structing the co-occurrence matrix of the words in a document [28].

fasttext: This model breaks down an out-of-vocabulary word into sub-words
and has improvements over word2vec and GloVe in some NLP tasks [14]. For
doc2vec, we use both the variants, DM and DBOW. These methods have
shown improvements in results on tasks such semantic textual similarity, but
may perform worse when there are misspellings of the same word. This issue
of misspelling is handled well in string matching techniques, discussed below,
where a word is reconstructed from the original word using the minimum edit
distance.

3.3 String matching

The simplest way to compare two strings is with a measurement of edit distance
required to reconstruct a string from the original string.

1. Fuzzywuzzy: Fuzzy string matching technique compares two strings to find
matches where there are misspellings or just partial words. It is called fuzzy
because it uses an ‘approximate’ string matching technique based on Lev-
enshtein Distance to calculate the edit distance, using the formula given in
Eq. 2. We use a fast, optimized Python library Fuzzywuzzy? for the task of
string matching.

max(i, ) if min(4,5) =0
teva(ing) = { - Ivasli= L | (2)
min ¢ levy p(3,7 — 1) + 1 otherwise

levap(i — 1,5 — 1) + L, 4,

where 1(4,4p,) denotes 0 when @ = b and 1 otherwise. Finally, the Leven-
shtein similarity ratio is computed based on the Levenshtein distance, and
is calculated using the formula in Eq. 3.

! https://radimrehurek.com/gensim/models/doc2vec.html
2 https://github.com/seatgeek /fuzzywuzzy


https://radimrehurek.com/gensim/models/doc2vec.html
https://github.com/seatgeek/fuzzywuzzy

6 Vipula Rawte et al.

(laf + [b]) = leva,p (i, 5)
lal +[b]

3)

where |a| and |b| are the lengths of sequence a and sequence b, respectively.

3.4 Similarity metrics

For two given documents, we compare them to measure the similarity between
them. A similarity metric is thus used to quantify such similarity between two
texts. Having looked at the three groups of approaches for representing doc-
uments, we next consider some common similarity metrics based on different
input representations.

1. Jaccard Similarity: It is used to compute similarity between two strings
which are represented as sets. The formula to calculate Jaccard similarity is
given in Eq. 4.

_|AnB| |AN B 4)
~ |[AuB|  |A|+|B|-|ANB]

J(A, B)

where A and B are two sets containing tokens.

2. Cosine similarity: It calculates similarity between two vectors by measur-
ing the cosine of the angle between them and it is given by formula in Eq. 5.
In our case, we use techniques like tf-idf, t{-idf+LSA, word2vec and doc2vec
to represent each document as a vector. We then use cosine similarity to
measure the similarity between these two vectors.

IAISAIBIE /3T, A? x /30, B
where, A; and B; are the i*" components of the vectors A and B, respec-

tively, and 6 is the angle between A and B in the n-dimensional vector
space.

cosine_sim(A4, B) = cos(f) =

()

3. Pearson Correlation Coefficient: It is a statistical measure that finds the
linear correlation between two vectors A and B. It ranges between —1 and 1,
where —1 is total negative linear correlation, 0 is no linear correlation, and
1 is total positive linear correlation. The formula to calculate the correlation
is given in Eq. 6.

A, B iy (A —A)(Bi— B
PCC(A,B) _ COZ-( 0_’ ) _ szl ( ? 7)2( v 2 - (6)
TP S (A A) (B B)
where cov(A, B) is the covariance, o4 is the standard deviation of A and op
is the standard deviation of B.
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4 Experiments and Results

4.1 Dataset and preprocessing

For our experiments, we use the dataset described in [30], which contains the
10-K filings for US banks for the period between 2006 and 2016. We only use
sections 7 and 7A in our experiments. We report all the dataset statistics in Table
1. For preprocessing, we use nitk word tokenizer ® to tokenize the documents.
We then use beautifulsoup4* to remove all HTML tags. We also remove all the
stopwords and punctuation (except ., %, and $), and convert the numerals and
email address into #. Finally, we use nltk PorterStemmer to stem the tokens.
We use scikit-learn® to compute tf-idf scores. We obtain the bank variable values
from the dataset used in [10]. Also, we use sklearn MinMaxScaler to scale all the
values for our evaluation. We show the distribution of all six bank variables in
Fig. 1 and their statistics in Table 2. Code and data of our approach is available
at https://github.com/vr25/temp_change_text_reg.

Table 1. Dataset Size

# documents
total 5321
after extracting items 7, 7TA 3396
data pairs for two consecutive years | 2337

Table 2. Data Statistics: The min is 0 and max is 1 after scaling.

) :
ROA EPS Tob}n s Q Tle[: 1 Cap Lev?rage Z-score

Ratio Ratio Ratio
mean 7.84E-01 | 7.50E-01 | 4.50E-01 2.44E-01 4.40E-01 | 9.46E-02
std. dev. | 5.27E-02 | 5.92E-02 | 7.42E-02 5.14E-02 3.23E-02 | 1.07E-01

It is interesting to note that we also observe that the average length of section
7, TA increases over time as shown in Fig. 2. Finally, we study the effect of
document length on textual similarity in Fig. 3. We also plot the difference
in document lengths (denoted delta), i.e., year2 - yearl lengths, and thus we
can get negative values when yearl document is longer than year2 document.
We also find that the similarity increases with the increase in document length
beyond 40000 words.

3 https://www.nltk.org/
* https://pypi.org/project /beautifulsoup4/
® https:/ /scikit-learn.org/
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distribution of six min-max scaled bank variables
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Fig. 1. This box-whisker plot shows the distribution of all six bank variables.

4.2 Evaluation metric

In order to evaluate our experiments on text regression task, we use mean squared
error (mse) (also known as standard deviation of residuals) metric given in the
following Eq. 7:

(yi —0:)° (7

] =

mean squared error (mse) =

~—

1
N <

3

Il
-

4.3 Results and discussion

All the experiments were performed on a machine with a 2.3GHz Intel Xeon
Processor E5-2670 v3 Processor, with 251G RAM and 80 CPU cores and Python
3.6 environment.

We study and compare some standard document embedding techniques and
document similarity measures. We use these methods on textual data available
from a dataset of sections 7 and 7A from 10-K filings. Our main goal here is to
examine how the textual similarities from two consecutive years perform when
compared to the entire document. We also compare the textual features with
the numeric scores.

Regression: For evaluation, we perform linear regression and ridge regression.
We use linear regression where the independent variable (numeric score) is the
similarity measure and the dependent variable (numeric score) is one of the
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average document length vs year
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Fig. 3. Textual similarity (cosine) [doc2vec (word2vec)] vs. document length

six bank variables (done independently). Next, we also, compare these textual
similarities with the entire textual content. We do this by selecting text from
(1) yearl, (2) year2, (3) concatenation of year! and year2 document vectors
(using tf-idf method), and (4) combination of year! and year2 documents. In
(3), we first compute the tf-idf based vector representation of the text for two
consecutive years year! and year?2 and then concatenate these vectors, whereas
in (4) we first merge the textual strings from year! and year2 and then create
a tf-idf based vector for the combined text. We now perform ridge regression on
these textual features. For both, linear and ridge regression, we then perform a
10-fold cross validation, and compute the mean squared error.

Baseline: We use year! scores to predict year2 scores for all six bank variables.
Thus, we are using historical values to predict the future values as a numeric
baseline which is similar to the baseline proposed in [16] for textual regression
to predict future stock volatility. Similarly, we also use the delta (year2 - yearl)
values of these scores to predict the year2 values.
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Bag-of-Words based similarity vs year pairs
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Fig. 4. This plot shows Bag-of-Words similarity across year pairs.
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Fig. 5. This plot shows document vector based similarity across year pairs.

Comparative Analysis: We categorize the jaccard similarity metric into the Bag-
of-Words type since this similarity measure uses sets of words which have no
specific word order. We also use count-based and tf-idf based methods to con-
struct document vectors. We study the relation between these methods across
pairs of years between 2007 and 2016 in Fig. 4. We observe a slight drop in
similarity between years 2008 and 2010, during the previous financial crisis. In
Fig 4 and Fig. 5, since we get identical results for the cosine similarity and PCC
these plots overlap each other.

For embedding based methods, we choose tf-idf + LSA (with different number
of topics) and doc2vec (with different word embedding techniques). For two given
vectors, we compute (1) cosine similarity and (2) PCC (Pearson Correlation
Coefficient), as shown in Fig. 5. Interestingly, we find that jaccard smilarity
(bag-of-words) and doc2vec (document embedding) show similar trend across
year pairs and this pattern is quite similar to tf-idf+lsa methods too.
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Bag-of-Words: For BOW methods, we compute similarity between two tokenized
texts. For jaccard similarity, we represent each tokenized text as a set of tokens
and then find the similarity using the formula in Eq. 4. For count-based approach,
we create document vector based on the word counts of the words present in that
document. To overcome the drawbacks in count-based approach, we use tf-idf
method where documents are represented using the tf-idf scores (Eq. 1). For
both these methods, the similarity is calculated using the cosine similarity (Eq.
5) and PCC (Eq. 6).

Word/Document Embedding: In order to capture the semantics, we move on
to the embedding based techniques. For tf-idf+LSA methods, we first find the
tf-idf scores to filter out unimportant words and then apply LSA to find the
important topics where we choose from 20, 128 and 512 number of topics. For
doc2vec methods, we choose different word embedding techniques like word2vec,
GloVe and fasttext. Again, for all these methods, similarity is computed using
cosine similarity and PCC.

String Matching: In this method, we do not tokenize the text unlike the above
methods. We directly compare two text strings from year! and year2 because
we are trying to find the similarities between two texts as a human would find
by matching two strings.

Purely textual features: For text only features, we follow four different methods.
(1) year1: We consider the tokenized text from year! to predict the numeric score
for year2. (2) year2: We follow similar approach as (1) with the only difference
being tokenized text from year?2 to predict year2 numeric scores. For both these
methods, we represent the documents using tf-idf scores to create the document
vectors. (3) year! 4+ year2 (concat): For each of the two text documents, we first
create tf-idf vectors using the same approach as above for (1) and (2). We then
concatenate them to create a longer vector. We use this textual representation
to predict the year2 numeric scores. (4) year! + year2 (merge): Unlike (3), for
two text documents, we first merge them as a regular text string. Then following
the same approach for (1) and (2), we represent this merged text using a tf-idf
vector which is then used to predict the year2 scores.

Regression Results We follow the methods described above to compute the simi-
larities between two texts. The detailed experimental results are shown in Table
3. We do not report the PCC values in this table because we get identical results
as cosine similarity in almost all the cases. Hence, we just report the mse for
jaccard and cosine similarity values.

We can observe that using the delta values (i.e., year2-year! numeric values)
performs the best overall on all variables except Tobin’s @) Ratio. Here, we are
using the difference in the values from one year to the next to predict next year’s
(year2) value, and so it is not entirely surprising that this is a strong baseline.
It is also implicitly capturing information about the dependent variable (year2
numeric score), and therefore is not entirely fair.
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We find that among the textual approaches, the concatenation of year! and
year2 text performs the best for ROA, EPS, Tobin’s () Ratio and Tier 1 Capital
Ratio. For Tobin’s ) Ratio, we get better mse with purely textual features than
the numeric score. For Leverage Ratio and Z-score ratio, we find that year! and
year?2 textual features respectively, are the best among the textual approaches.
We conclude that using textual features, especially concatenating the text from
yearl and year2 is the overall best approach to predict the bank performance
variables, and results in a better approach than using only the numeric scores.

Table 3. Regression based on financial text

Bank Tobin’s Q Tier 1 L r
variables/ ROA EPS Rot' s Capital Re‘:f 88€ | Z.score
Methods atio Ratio atio
baseline yearl 2.10E-03 | 2.80E-03 | 2.37E-03 | 5.32E-04 | 8.61B-04 | 1.03E-02
[numeric] delta 1.89E-03 | 2.64E-03 | 4.27E-03 | 2.45E-03 | 7.04E-04 | 7.39E-03
jaccard 2.60E-03 | 3.71E-03 | 4.78E-03 | 2.56E-03 | 1.11E-03 | 1.12E-02
Bag-of- similarity
Words count 2.65E-03 | 3.78E-03 | 4.86E-03 | 2.58E-03 | 1.11E-03 | 1.14E-02
vectorizer
tEidf 2.66E-03 | 3.79E-03 | 4.87E-03 | 2.58B-03 | 1.11B-03 | 1.14E-02
thidft 2.66E-03 | 3.79E-03 | 4.87E-03 | 2.58E-03 | 1.11E-03 | 1.14E-02
Isa(20)
word/ thidft 2.66B-03 | 3.79E-03 | 4.87E-03 | 2.58B-03 | 1.11E-03 | 1.14E-02
document Isa(128)
embedding thidf4 2.66B-03 | 3.79E-03 | 4.87E-03 | 2.58B-03 | 1.11E-03 | 1.14E-02
Isa(512)
doc2vec 2.62B-03 | 3.73E-03 | 4.79E-03 | 2.57B-03 | 1.11E-03 | 1.13E-02
(word2vec)
doc2vec 2.62E-03 | 3.73E-03 | 4.79E-03 | 2.57E-03 | 1.11E-03 | 1.13E-02
(glove)
doc2vec 2.62B-03 | 3.73E-03 | 4.78E-03 | 2.57E-03 | 1.11E-03 | 1.12E-02
(fasttext)
string fuzzy- 2.65E-03 | 3.77E-03 | 4.88E-03 | 2.58E-03 | 1.11E-03 | 1.15E-02
matching wuzzy
yearl tEidf 2.13E-03 | 2.91E-03 | 2.22E-03 | 8.71B-04 | 8.79B-04 | 9.61E-03
year2 tEidf 2.10E-03 | 2.70E-03 | 2.22E-03 | 7.77E-04 | 9.02B-04 | 9.38E-03
yearl + year2 | ip ¢ 1.93E-03 | 2.66E-03 | 1.92E-03 | 6.38E-04 | 8.91E-04 | 9.70E-03
(concat)
yearl 4 year2 | ;o ¢ 2.11B-03 | 2.78E-03 | 2.22E-03 | 7.86B-04 | 9.34E-04 | 9.48E-03
(merge)

5 Conclusion and Future Work

We performed a comparative study of different textual similarity techniques to
compare long text documents such as sections 7 and 7A of 10-K filings from
two consecutive years. We divided these techniques into simple bag-of-words,
word /document embeddings and string matching types. Since the bag-of-words
model does not capture any semantics of the text, we follow the word and doc-
ument embedding approach to create document vectors. From our comparative
experiments, we observed that doc2vec (using both, cosine similarity and PCC)
and jaccard similarity show similar trends. We also saw a slight drop in similar-
ity for years 2008-2010 and we can therefore say that the documents between
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the years 2008 and 2010 were not as similar when compared to later years. Fur-
ther, we used these similarity scores to predict the next year’s values of different
bank variables to see if the textual changes by themselves are predictive. We
observe that the combined text from the previous and current years is helpful
in predicting several bank variables, namely ROA, EPS, Tobin’s @ Ratio and
Z-score. In future, we plan to use more advanced document embedding methods
such as temporal topic models to better understand the similarities qualitatively
between the topics present in a pair of documents. It would be also interesting to
extend the time period beyond consecutive year pairs to a longer time window.
Since the document length increases over the years, using normalized document
length can also be used as an additional feature.
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