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#### Abstract

We consider the existence and structure properties of Parseval frames of kernel functions in vector valued de Branges spaces. We develop some sufficient conditions for Parseval sequences by identifying the main construction with Naimark dilation of frames. The dilation occurs by embedding the de Branges space of vector valued functions into a dilated de Branges space of vector valued functions. The embedding also maps the kernel functions associated with a frame sequence of the original space into a Riesz basis for the embedding space. We also develop some sufficient conditions for a dilated de Branges space to have the Kramer sampling property.
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## 1. Introduction

The theory of de Branges spaces of entire functions can be extended with suitable hypotheses to spaces of entire vector valued functions. Spaces of entire vector valued functions were introduced and extensively studied by Louis de Branges and have been developed in view of the model theory for linear transformations in Hilbert spaces [13]. These spaces have played a central role in applications to direct and inverse problems for canonical systems of differential and integral equations and Dirac-Krein systems, see for example [5-7].

The main goal of the present paper is to extend some results on de Branges spaces of scalar valued functions obtained in [1] to de Branges spaces of vector valued functions. We consider the existence and structure properties of Parseval frames of kernel functions in vector valued de Branges spaces. In subsection 1.3 we shall review some definitions and necessary facts from the theory of reproducing
kernel Hilbert spaces of vector valued functions. As a special case of such spaces the de Branges spaces of vector valued functions is reviewed in Subsection 1.4. Sections 2 and 3 are devoted to developing new results on the construction of dilated de Branges spaces of vector valued functions and orthogonality of embeddings within the dilation spaces. We develop some necessary conditions for Parseval sequences in vector valued de Branges spaces by identifying the main construction with Naimark dilation of frames via embedding the de Branges space into a dilated de Branges space. The embedding identifies the kernel functions associated with a frame sequence as a summand for a Riesz basis for the dilated space. We also obtain some sufficient conditions for a dilated de Branges space to have the Kramer sampling property in Section 4 as well as results concerning the multiplexing of samples in the dilated space.

### 1.1. Notation

Some notations are necessary to describe the spaces we will consider here, see $[7,12]$ for additional information. $\mathbb{C}$ will denote the complex plane, $\mathbb{C}^{+}$(resp., $\mathbb{C}^{-}$) the open upper (resp., lower) half plane, $\mathbb{C}^{p}$ the complex $p \times 1$ vectors. The notation $\mathbb{C}^{p \times q}$ stands for the set of all $p \times q$ matrices with complex entries, the identity matrix that belongs to $\mathbb{C}^{p \times p}$ will be denoted by $I_{p}$. A $\mathbb{C}^{p}$ vector valued function $f(z)$, defined in a region $\Omega$ of the complex plane $\mathbb{C}$, is said to be analytic in $\Omega$ if the complex valued function $u^{*} f(z)$ is analytic in the region for every choice of vector $u \in \mathbb{C}^{p}$. A continuous $\mathbb{C}^{p \times p}$ matrix valued function $F(z)$, defined in $\Omega$, is said to be analytic in the region if $u^{*} F(z) v$ is analytic in the region for every choice of vectors $u$ and $v$ in $\mathbb{C}^{p}$. A matrix valued function with entries that are analytic in the full complex plane is said to be entire matrix valued function. $f^{*}(z)$ is the Hermitian transpose of the matrix valued function $f(z)$, and $f^{\#}(z)=f^{*}(\bar{z})$.
$\mathbb{H}_{2}^{p \times q}$ is the Hardy space of $p \times q$ matrix valued functions with entries in the classical Hardy space $\mathbb{H}_{2}$ with respect to $\mathbb{C}^{+}$, with norm

$$
\|f\|_{2}^{2}=\sup _{y>0} \int_{-\infty}^{\infty} \operatorname{trace}\left\{f^{*}(x+i y) f(x+i y)\right\} d x<\infty .
$$

$\left(\mathbb{H}_{2}^{p \times q}\right)^{\perp}=\left\{f: f^{\#} \in \mathbb{H}_{2}^{q \times p}\right\}$ (the superscript $\perp$ means that $\mathbb{H}_{2}^{p \times q}$ and $\left(\mathbb{H}_{2}^{p \times q}\right)^{\perp}$ are orthogonal to each other when regarded as subspaces of $L_{2}^{p \times q}$ ). We shall use the symbol $\mathbb{H}_{2}^{p}$ for $\mathbb{H}_{2}^{p \times 1}$, and $\left(\mathbb{H}_{2}^{q}\right)^{\perp}$ for $\left(\mathbb{H}_{2}^{q \times 1}\right)^{\perp}$.
$\mathbb{H}_{\infty}^{p \times q}$ is the Hardy space of holomorphic $p \times q$ matrix valued functions in $\mathbb{C}^{+}$with

$$
\|f\|_{\infty}=\sup \left\{\|f(z)\|: z \in \mathbb{C}^{+}\right\}<\infty
$$

The Schur class $\mathcal{S}^{p \times p}$ is the class of $p \times p$ matrix valued functions $s(z)$ that are holomorphic and contractive in $\mathbb{C}^{+}$, i.e.,

$$
I_{p}-s^{*}(z) s(z) \succeq 0, \text { for } z \in \mathbb{C}^{+}
$$

$\mathcal{S}_{i n}^{p \times p}$ is the class of matrix valued functions $f \in \mathcal{S}^{p \times p}$ which are inner, i.e., $I_{p}-$ $f^{*}(t) f(t)=0$ for a.e. point $t \in \mathbb{R}$.
The generalized backward-shift operator $R_{\omega}$ is defined for entire vector valued functions by

$$
\left(R_{\omega} f\right)(z)= \begin{cases}\frac{f(z)-f(\omega)}{z-\omega} & \text { if } z \neq \omega \\ f^{\prime}(\omega) & \text { if } z=\omega\end{cases}
$$

for every $z, \omega \in \mathbb{C}$.

### 1.2. Frame Theory

A sequence $\left\{f_{n}\right\}_{n=1}^{\infty}$ is a frame for a separable Hilbert space $\mathcal{H}$ if there exists constants $0<A \leq B<\infty$ such that

$$
\begin{equation*}
A\|f\|^{2} \leq \sum_{n=1}^{\infty}\left|\left\langle f, f_{n}\right\rangle\right|^{2} \leq B\|f\|^{2}, \quad \text { for all } f \in \mathcal{H} \tag{1}
\end{equation*}
$$

The constants $A$ and $B$ are called lower and upper frame bounds, respectively. The frames for which $A=B=1$ are called Parseval frames. A frame which is a basis is called a Riesz basis. It is easy to see that a Parseval frame $\left\{f_{n}\right\}_{n=1}^{\infty}$ for a Hilbert space $\mathcal{H}$ is an orthonormal basis if and only if each $f_{n}$ is a unit vector. If the upper bound in (1) is satisfied, then we say that $\left\{f_{n}\right\}_{n=1}^{\infty}$ is a Bessel sequence with Bessel bound $B$.

Let $\left\{f_{n}\right\}_{n=1}^{\infty}$ be a Bessel sequence in $\mathcal{H}$. The analysis operator $\Theta: \mathcal{H} \rightarrow \ell^{2}$, which is bounded because of (1), is defined by

$$
\Theta: f \rightarrow\left(\left\langle f, f_{n}\right\rangle\right)
$$

and the synthesis operator $\Theta^{*}: \ell^{2} \rightarrow \mathcal{H}$, which is the adjoint operator of $\Theta$, is defined by

$$
\Theta^{*}:\left(c_{n}\right)_{n=1}^{\infty} \rightarrow \sum_{n=1}^{\infty} c_{n} f_{n}
$$

Additionally, the sum $\sum_{n=1}^{\infty} c_{n} f_{n}$ converges in $\mathcal{H}$ for all $\left(c_{n}\right)_{n=1}^{\infty} \in l^{2}$ (see [14]), and so the synthesis operator is also well defined and bounded.

The operator $S:=\Theta^{*} \Theta: \mathcal{H} \rightarrow \mathcal{H}$ is called the frame operator, and we have

$$
S f=\sum_{n=1}^{\infty}\left\langle f, f_{n}\right\rangle f_{n}, \forall f \in \mathcal{H}
$$

The canonical dual frame is denoted by $\left\{\tilde{f}_{n}\right\}_{n=1}^{\infty}$, and is defined by $\tilde{f}_{n}=$ $S^{-1} f_{n}$. Furthermore, for each $f \in \mathcal{H}$ we have the frame expansions

$$
\begin{equation*}
f=\sum_{n=1}^{\infty}\left\langle f, f_{n}\right\rangle \tilde{f}_{n}=\sum_{n=1}^{\infty}\left\langle f, \tilde{f}_{n}\right\rangle f_{n} \tag{2}
\end{equation*}
$$

with unconditional convergence of these series.

If $\mathbb{F}=\left\{f_{n}\right\}_{n=1}^{\infty}$ and $\mathbb{G}=\left\{g_{n}\right\}_{n=1}^{\infty}$ are two Bessel sequences in $\mathcal{H}$, define the operator

$$
\Theta_{\mathbb{G}}^{*} \Theta_{\mathbb{F}}: \mathcal{H} \rightarrow \mathcal{H}: f \rightarrow \sum_{n=1}^{\infty}\left\langle f, f_{n}\right\rangle g_{n}
$$

If $\Theta_{\mathbb{G}}^{*} \Theta_{\mathbb{F}}=0$ then the two Bessel sequences $\mathbb{F}$ and $\mathbb{G}$ are said to be orthogonal [18]. An extensive study of orthogonal frames can be found in the papers [10, 23]. If $\mathbb{F}$ and $\mathbb{G}$ are both Parseval frames and orthogonal to each other, then for any $f, g \in \mathcal{H}$

$$
f=\sum_{n}\left(\left\langle f, f_{n}\right\rangle+\left\langle g, g_{n}\right\rangle\right) f_{n}, \text { and } g=\sum_{n}\left(\left\langle f, f_{n}\right\rangle+\left\langle g, g_{n}\right\rangle\right) g_{n}
$$

In other words, both functions can be recovered from the summed coefficients $\left\langle f, f_{n}\right\rangle+\left\langle g, g_{n}\right\rangle$. This procedure is called multiplexing, and can be used in multiple access communication systems. In the proof of our main results we also need a concept of similar frames: two frames $\mathbb{F}=\left\{f_{n}\right\}_{n=1}^{\infty}$ and $\mathbb{G}=\left\{g_{n}\right\}_{n=1}^{\infty}$ are said to be similar if there is an invertible operator $T: \mathcal{H} \rightarrow \mathcal{H}$ such that $T f_{n}=g_{n}$. Two frames $\mathbb{F}$ and $\mathbb{G}$ are similar if and only if $\Theta_{\mathbb{F}}(\mathcal{H})=\Theta_{\mathbb{G}}(\mathcal{H})$ [11].

Let $P$ be an orthogonal projection from a Hilbert space $\mathcal{K}$ onto a closed subspace $\mathcal{H}$, and $\left\{f_{n}\right\}$ be a sequence in $\mathcal{K}$. Then $\left\{P f_{n}\right\}$ is called orthogonal compression of $\left\{f_{n}\right\}$ under $P$, and $\left\{f_{n}\right\}$ is called an orthogonal dilation of $\left\{P f_{n}\right\}$. A classical fact on dilation of frames, which can be attributed to Han and Larson [17], says that a Parseval frame in a Hilbert space $\mathcal{H}$ is an image of an orthonormal basis under an orthogonal projection of some larger Hilbert space $\mathcal{K} \supseteq \mathcal{H}$ onto $\mathcal{H}$. This result can be considered as a special case of Naimark's dilation theorem for positive operator valued measures, see [20, 21]. In particular, Han and Larson proved the following result.

Theorem 1. Let $\left\{f_{n}\right\}_{n=1}^{\infty}$ be a sequence in a Hilbert space $\mathcal{H}$. Then
(i) $\left\{f_{n}\right\}$ is a Parseval frame for $\mathcal{H}$ if and only if there exists a Hilbert space $\mathcal{K} \supseteq \mathcal{H}$ and an orthonormal basis $\left\{e_{n}\right\}$ for $\mathcal{K}$ such that if $P$ is the orthogonal projection of $\mathcal{K}$ onto $\mathcal{H}$ then $f_{n}=P e_{n}$, for all $n \in \mathbb{N}$.
(ii) $\left\{f_{n}\right\}$ is a frame for $\mathcal{H}$ if and only if there exists a Hilbert space $\mathcal{K} \supseteq \mathcal{H}$ and a Riesz basis $\left\{u_{n}\right\}$ for $\mathcal{K}$ such that if $P$ is the orthogonal projection of $\mathcal{K}$ onto $\mathcal{H}$ then $f_{n}=P u_{n}$, for all $n \in \mathbb{N}$.

Orthogonality of frames and Naimark dilation of frames are related in the following way (see $[8,17]$ ): If $\left\{u_{n}\right\}$ is a Riesz basis for $\mathcal{K}$ and $P$ is the projection onto $\mathcal{H} \subset \mathcal{K}$, then $\left\{P u_{n}\right\}$ and $\left\{(I-P) u_{n}\right\}$ are orthogonal frames for $\mathcal{H}$ and $\mathcal{H}^{\perp}$, respectively. Conversely, if $\mathbb{F}=\left\{f_{n}\right\}$ and $\mathbb{G}=\left\{g_{n}\right\}$ are orthogonal frames for $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$, respectively, then $\left\{f_{n}+g_{n}\right\}$ is a frame for $\mathcal{H}_{1} \oplus \mathcal{H}_{2}$. Note that the sum of the frames need not be a basis for the direct sum in general-however, it will be provided that

$$
\Theta_{\mathbb{F}}\left(\mathcal{H}_{1}\right) \oplus \Theta_{\mathbb{G}}\left(\mathcal{H}_{2}\right)=\ell^{2}
$$
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### 1.3. Reproducing Kernel Hilbert Spaces of Vector Valued Functions

In this section a number of facts about reproducing kernel Hilbert spaces of vector valued functions that will be used frequently are reviewed briefly; more details and supporting proofs may be found in [4-7]. For related results concerning operator valued reproducing kernel spaces, see e.g. [2,3].

A Hilbert space $\mathcal{H}$ of $p \times 1$ vector valued functions defined on a subset $\Omega$ of $\mathbb{C}$ is said to be a reproducing kernel Hilbert space (RKHS) if there exists a $p \times p$ matrix valued function $K_{w}(z)$ (for $(z, w) \in \Omega \times \Omega$ ) such that for every choice of $w \in \Omega, u \in \mathbb{C}^{p}$, and $f \in \mathcal{H}$ :

1. $K_{w}(z) u \in \mathcal{H}$, as a vector valued function of $z$,
2. The reproducing kernel property

$$
\begin{equation*}
\left\langle f(.), K_{w}(.) u\right\rangle_{\mathcal{H}}=\langle f(w), u\rangle_{\mathbb{C}}=u^{*} f(w) \tag{3}
\end{equation*}
$$

The matrix valued function $K_{w}(z)$ is called a reproducing kernel (RK) of the RKHS $\mathcal{H}$. The existence and uniqueness of a RK is guaranteed by the Riesz representation theorem [15]. The following properties of RKHS are well known and easily checked, see [16] for more details:

1. $\left\langle K_{w}(.) u_{1}, K_{v}(.) u_{2}\right\rangle_{\mathcal{H}}=u_{2}^{*} K_{w}(v) u_{1}$, for all $w, v \in \mathbb{C}, u_{1}, u_{2} \in \mathbb{C}^{p}$, and

$$
\begin{equation*}
\left\|K_{w} u\right\|_{\mathcal{H}}^{2}=u^{*} K_{w}(w) u \tag{4}
\end{equation*}
$$

2. $\|f(w)\| \leq\|f\|_{\mathcal{H}}\left\|K_{w}(w)\right\|^{1 / 2}$, for all $w \in \Omega$ and $f \in \mathcal{H}$.
3. The RK is positive in the sense that

$$
\begin{equation*}
\sum_{i, j=1}^{n} u_{j}^{*} K_{w_{i}}\left(w_{j}\right) u_{i} \geq 0 \tag{5}
\end{equation*}
$$

for every choice of points $w_{1}, \ldots, w_{n} \in \Omega$ and vectors $u_{1}, \ldots, u_{n} \in \mathbb{C}^{p}$ and every positive integer $n$. Consequently, the set $\left\{K_{w}() u:. w \in \Omega, u \in \mathbb{C}^{p}\right\}$ is total in $\mathcal{H}$, that is

$$
\mathcal{H}=\overline{\operatorname{span}}\left\{K_{w}(.) u: w \in \Omega, u \in \mathbb{C}^{p}\right\}
$$

The following theorem is a matrix version of a theorem of Aronszajn in [4].
Theorem 2. Let $\Omega$ be a subset of $\mathbb{C}$ and let the $p \times p$ matrix valued kernel $K_{\omega}(z)$ be positive on $\Omega \times \Omega$. Then there is a unique Hilbert space $\mathcal{H}$ of $p \times 1$ vector valued functions $f(z)$ on $\Omega$ such that

$$
K_{\omega} u \in \mathcal{H}, \quad \text { and } \quad\left\langle f, K_{\omega} u\right\rangle_{\mathcal{H}}=u^{*} f(\omega)
$$

for every $\omega \in \Omega, u \in \mathbb{C}^{p}$ and $f \in \mathcal{H}$.
Example 1. ( [7]) The Hardy space $\mathbb{H}_{2}^{p}$ is a RKHS of $p \times 1$ vector valued functions that are holomorphic in $\mathbb{C}^{+}$with RK

$$
K_{\omega}(z)=\frac{I_{p}}{-2 \pi i(z-\bar{\omega})}, \text { for } z, \omega \in \mathbb{C}^{+}
$$

A RKHS $\mathcal{H}$ of $p \times 1$ vector valued functions is said to have the Kramer sampling property if there is a sequence of points $\left\{w_{n}\right\}_{n=1}^{\infty} \subset \Omega$ and a sequence of vectors $\left\{\xi_{n}\right\}_{n=1}^{\infty} \in \mathbb{C}^{p}$, such that the set $\left\{K_{w_{n}}(.) \xi_{n}\right\}_{n=1}^{\infty}$ is a complete orthogonal set in $\mathcal{H}$, i.e., every $f \in \mathcal{H}$ can be expressed in the form

$$
\begin{aligned}
f(z) & =\sum_{n=1}^{\infty}\left\langle f, K_{w_{n}} \xi_{n}\right\rangle_{\mathcal{H}} \frac{K_{w_{n}}(z) \xi_{n}}{\left\|K_{w_{n}} \xi_{n}\right\|^{2}} \\
& =\sum_{n=1}^{\infty} \xi_{n}^{*} f\left(w_{n}\right) \frac{K_{w_{n}}(z) \xi_{n}}{\left\|K_{w_{n}} \xi_{n}\right\|^{2}}
\end{aligned}
$$

In other words, functions of the space $\mathcal{H}$ are uniquely determined and reconstructible from their samples [19].

The notation

$$
\mathcal{H}_{\omega}=\{f \in \mathcal{H}: f(\omega)=0\}
$$

for RKHS's $\mathcal{H}$ of entire vector valued functions will be useful.

## 1.4. de Branges Spaces of Vector Valued Functions

In this section we shall present a number of facts from the theory of de Branges spaces of vector valued functions that will be needed in the sequel. Most of this information can be found in the papers $[5-7,12]$.

An entire $p \times 2 p$ matrix valued function $\mathfrak{E}(z)=\left[E_{-}(z) \quad E_{+}(z)\right]$ is called an entire de Branges matrix with $p \times p$ blocks $E_{ \pm}(z)$ that are matrix valued entire functions, if

$$
\begin{equation*}
\operatorname{det} E_{+}(z) \not \equiv 0, \text { in } \mathbb{C}, \quad \text { and } \quad \chi_{\mathfrak{E}}:=E_{+}^{-1} E_{-} \in \mathcal{S}_{i n}^{p \times p} . \tag{6}
\end{equation*}
$$

The determinant of an entire matrix valued function is an entire function. Consequently, if the determinant of the entire matrix valued function $E_{+}(z)$ does not vanish identically, the given entire matrix valued function has invertible values at all but isolated points in the complex plane. Since $E_{ \pm}(z)$ are entire matrix valued functions, the condition in (6) ensures that (see [16])

$$
\begin{equation*}
E_{+}(z) E_{+}^{\#}(z)=E_{-}(z) E_{-}^{\#}(z), \text { for all } z \in \mathbb{C} \tag{7}
\end{equation*}
$$

Definition 1. Given a de Branges matrix $\mathfrak{E}$, the set of entire $\mathbb{C}^{p}$ vector valued functions $f(z)$ satisfying

$$
\begin{equation*}
E_{+}^{-1} f \in \mathbb{H}_{2}^{p} \quad \text { and } \quad E_{-}^{-1} f \in\left(\mathbb{H}_{2}^{p}\right)^{\perp} \tag{8}
\end{equation*}
$$

is a reproducing kernel Hilbert space with reproducing kernel

$$
K_{w}^{\mathcal{E}}(z)= \begin{cases}\frac{E_{+}(z) E_{+}^{*}(w)-E_{-}(z) E_{-}^{*}(w)}{2 \pi i(\overline{\bar{w}-z)}} & , \text { if } z \neq \bar{w}  \tag{9}\\ \frac{E_{+}^{\prime}(\bar{w}) E_{+}^{*}(w)-E_{-}^{\prime}(\bar{w}) E_{-}^{*}(w)}{-2 \pi i} & , \text { if } z=\bar{w}\end{cases}
$$

with respect to the inner product

$$
\begin{equation*}
\langle f, g\rangle_{\mathcal{B}}=\left\langle E_{+}^{-1} f, E_{+}^{-1} g\right\rangle_{s t}=\int_{-\infty}^{\infty} g^{*}(t) \Delta_{\mathcal{E}}(t) f(t) d t \tag{10}
\end{equation*}
$$

where

$$
\Delta_{\mathcal{E}}(t)=\left\{E_{+}(t) E_{+}^{*}(t)\right\}^{-1}=\left\{E_{-}(t) E_{-}^{*}(t)\right\}^{-1}
$$

for all $t \in \mathbb{R}$ at which $\operatorname{det} E_{ \pm}(z) \neq 0$.
The Hilbert space corresponding to the de Branges matrix $\mathfrak{E}$ is called the de Branges space $\mathcal{B}(\mathfrak{E})$; for every $w \in \mathbb{C}$, every $u \in \mathbb{C}^{p}$, and every $f \in \mathcal{B}(\mathfrak{E})$

1. $K_{w}^{\mathfrak{E}} u \in \mathcal{B}(\mathfrak{E})$ and
2. $\left\langle f, K_{w}^{\mathfrak{E}} u\right\rangle_{\mathcal{B}(\mathfrak{E})}=u^{*} f(w)$

Remark 1. If $E(z)$ is a scalar valued entire function which has no real zeros and $|E(z)|>|E(\bar{z})|$ for all $z \in \mathbb{C}^{+}$, then $\mathcal{B}(\mathfrak{E})$ with $\mathfrak{E}=\left[E^{\#}(z) \quad E(z)\right]$ is just the usual de Branges space corresponding to the de Branges function $E(z)$.

Example 2. ( [16]) If $E_{+}^{t}(z)=e^{-i z t} I_{p}$ and $E_{-}^{t}(z)=e^{i z t} I_{p}$ for $t>0$, then it is easy to see that $\mathfrak{E}_{t}(z)=\left[E_{-}^{t}(z) \quad E_{+}^{t}(z)\right]$ is an entire de Branges matrix, and the space $\mathcal{B}\left(\mathfrak{E}_{t}\right)$ is a vector Paley-Wiener space with RK

$$
K_{w}^{\mathfrak{E}_{t}}(z)=\frac{\sin (z-\bar{w}) t}{\pi(z-\bar{w})} I_{p}
$$

There is a connection between de Branges spaces $\mathcal{B}(\mathfrak{E})$ of entire vector valued functions that are invariant under the action of the generalized backward-shift operator $R_{\omega}$ and the Kramer sampling property, the following is found in [16, Theorem 9.4].

Theorem 3. Let $\mathcal{H}$ be the de Branges space $\mathcal{B}(\mathfrak{E})$ based on the de Branges matrix $\mathfrak{E}$ with $R K K_{\omega}(z)$. If
(1) $R_{\omega} \mathcal{H}_{\omega} \subseteq \mathcal{H}$ for every point $\omega \in \mathbb{C}$, and
(2) $K_{\omega}(\omega) \succ 0$ for at least one point $\omega \in \mathbb{C}$,
then $\mathcal{B}(\mathfrak{E})$ has the Kramer sampling property.
A sufficient condition for the space $\mathcal{H}_{\omega}$ to be invariant under the operator $R_{\omega}$ is given by the next lemma [16, Lemma 6.4].
Lemma 1. Let $\mathcal{H}$ be the de Branges space $\mathcal{B}(\mathfrak{E})$ based on the de Branges matrix $\mathfrak{E}$, then:
(1) $R_{\omega} \mathcal{H}_{\omega} \subseteq \mathcal{H}$ for every point $\omega \in \overline{\overline{\mathbb{C}^{+}}}$at which $E_{+}(\omega)$ is invertible.
(2) $R_{\omega} \mathcal{H}_{\omega} \subseteq \mathcal{H}$ for every point $\omega \in \overline{\mathbb{C}^{-}}$at which $E_{-}(\omega)$ is invertible.
2. The de Branges Space $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$

In this section a number of results on constructing the dilated de Branges space $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$ will be obtained. The space $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$ is a simultaneous dilation of two de Branges spaces $\mathcal{B}(\mathfrak{E})$ and $\mathcal{B}(\mathfrak{F})$. We will consider the class of $p \times p$ entire matrix valued functions $F(z)$ such that $\operatorname{det}(F(z)) \not \equiv 0$ in $\mathbb{C}$, and $F^{-1} F^{\#} \in \mathcal{S}_{i n}^{p \times p}$. We will denote this class by $\mathbb{N}_{\text {inv }}\left(\mathbb{C}^{p \times p}\right)$. If $F \in \mathbb{N}_{\text {inv }}\left(\mathbb{C}^{p \times p}\right)$, the conditions in (6) and (7) imply that

$$
F(z) F^{\#}(z)=F^{\#}(z) F(z), \text { for all } z \in \mathbb{C} .
$$

Hence, the $p \times 2 p$ matrix

$$
\mathfrak{F}:=\left[F^{\#}(z) \quad F(z)\right]
$$

is a de Branges matrix, with corresponding de Branges space $\mathcal{B}(\mathfrak{F})$.
Example 3. For $n \in \mathbb{N}$, define the family of $2 n \times 2 n$ entire matrix-valued functions

$$
F(z)=\left[\begin{array}{cc}
e^{f_{1}(z)} I_{n} & 0 \\
0 & e^{f_{2}(z)} I_{n}
\end{array}\right]
$$

where $f_{1}(z)=g_{1}(z)+\alpha_{1}+\beta_{1} i z, f_{2}(z)=g_{2}(z)+\alpha_{2}+\beta_{2} i z$, for some $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2} \in$ $\mathbb{R}$, and entire functions $g_{1}, g_{2}$ which are real on the real line. Then it is readily checked that the matrix valued functions $U F(z) U^{*}$ belongs to the class $\mathbb{N}_{i n v}\left(\mathbb{C}^{2 n \times 2 n}\right)$ for any $2 n \times 2 n$ constant unitary matrix $U$.

Definition 2. Given de Branges matrices $\mathfrak{F}:=\left[F^{\#}(z) \quad F(z)\right], \mathfrak{E}=\left[E_{-}(z) \quad E_{+}(z)\right]$, where $F(z) \in \mathbb{N}_{\text {inv }}\left(\mathbb{C}^{p \times p}\right)$, we define

$$
\mathfrak{F} \diamond \mathfrak{E}:=\left[F^{\#}(z) E_{-}(z) \quad F(z) E_{+}(z)\right] .
$$

Our main results will utilize the following additional commutation assumption:

$$
\begin{equation*}
F^{\#} E_{-}=E_{-} F^{\#} \quad \text { and } \quad F E_{+}=E_{+} F \tag{11}
\end{equation*}
$$

Under this additional assumption on the matrix valued functions $F$ and $E_{ \pm}$ we prove that the space $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$ is a RKHS whose kernel can be expressed in terms of the kernels for $\mathcal{B}(\mathfrak{F})$ and $\mathcal{B}(\mathfrak{E})$. Throughout the rest of this paper, unless otherwise specified, we will assume that the de Branges matrices $\mathfrak{F}=\left[\begin{array}{ll}F^{\#}(z) & F(z)\end{array}\right]$ and $\mathfrak{E}=\left[\begin{array}{ll}E_{-}(z) & E_{+}(z)\end{array}\right]$ with $F(z) \in \mathbb{N}_{i n v}\left(\mathbb{C}^{p \times p}\right)$. We begin with a lemma.

Lemma 2. Assume $\mathfrak{F}$ and $\mathfrak{E}$ satisfy the hypotheses of Definition 2 and Equation (11). Then the following hold:
(i) $F E_{-}=E_{-} F$;
(ii) $F^{\sharp} E_{+}=E_{+} F^{\sharp}$;
(iii) $F E_{+}^{-1}=E_{+}^{-1} F$;
(iv) $F^{-1} E_{-}=E_{-} F^{-1}$;
(v) $E_{-}^{-1}\left(F^{\sharp}\right)^{-1} F=\left(F^{\sharp}\right)^{-1} F E_{-}^{-1}$.

Proof. By virtue of $F(z) \in \mathbb{N}_{\text {inv }}\left(\mathbb{C}^{p \times p}\right)$, we have that $F^{*} F=F F^{*}$ on the real axis. Item $(i)$ holds by Fuglede's Theorem: $F^{*}$ is normal on the real axis and $F^{*} E_{-}=E_{-} F^{*}$ holds on the real axis by Equation (11). An analogous argument shows that ( $i i$ ) holds. Items (iii), respectively (iv), hold because of Equation (11), respectively $(i)$, and a standard Neumann series argument. Item ( $v$ ) holds by Equation (11) and (iv).

Theorem 4. Let $\mathfrak{F}$ and $\mathfrak{E}$ be two de Branges matrices that satisfy Definition 2 and Equation (11). Then
(i) $\mathfrak{F} \diamond \mathfrak{E}$ is a de Branges matrix, and
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(ii) the corresponding de Branges space is $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$, with $R K$

$$
\begin{equation*}
K_{w}^{\mathfrak{F} \diamond \mathfrak{E}}(z)=F(z) K_{w}^{\mathfrak{E}}(z) F^{*}(w)+E_{-}(z) K_{w}^{\mathfrak{F}}(z) E_{-}^{*}(w) \tag{12}
\end{equation*}
$$

Proof. Since $\operatorname{det}\left(E_{ \pm}(z)\right) \not \equiv 0, \operatorname{det}(F(z)) \not \equiv 0$, and $\operatorname{det}\left(F^{\#}(z)\right) \not \equiv 0$ in $\mathbb{C}$, then

$$
\operatorname{det}\left(F^{\#}(z) E_{-}(z)\right) \not \equiv 0 \text { and } \operatorname{det}\left(F(z) E_{+}(z)\right) \not \equiv 0 \text { in } \mathbb{C} .
$$

To show that the function $\chi_{\mathfrak{F} \diamond \mathfrak{E}}:=\left(F E_{+}\right)^{-1}\left(F^{\#} E_{-}\right) \in \mathcal{S}_{i n}^{p \times p}$, we use the fact that both functions $\chi_{\mathfrak{E}}:=E_{+}^{-1} E_{-}$and $\chi_{\mathfrak{F}}:=F^{-1} F^{\#}$ belongs to the class $\mathcal{S}_{i n}^{p \times p}$. By Lemma 2 (ii), we have $F^{\#} E_{+}^{-1}=E_{+}^{-1} F^{\#}$. Thus, again using Lemma 2,
$\chi_{\mathfrak{F} \diamond \mathfrak{E}}=\left(F E_{+}\right)^{-1}\left(F^{\#} E_{-}\right)=\left(E_{+} F\right)^{-1}\left(F^{\#} E_{-}\right)=F^{-1} E_{+}^{-1} F^{\#} E_{-}=F^{-1} F^{\#} E_{+}^{-1} E_{-}=\chi_{\mathfrak{F}} \chi_{\mathfrak{E}}$.
This proves that $\mathfrak{F} \diamond \mathfrak{E}$ is a de Branges matrix.
The RK of the space $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$ is

$$
\begin{aligned}
K_{w}^{\mathfrak{F} \diamond \mathfrak{E}}(z)= & \frac{F(z) E_{+}(z)\left(F(w) E_{+}(w)\right)^{*}-F^{\#}(z) E_{-}(z)\left(F^{\#}(w) E_{-}(w)\right)^{*}}{2 \pi i(\bar{w}-z)} \\
= & \frac{F(z) E_{+}(z) E_{+}^{*}(w) F^{*}(w)-F^{\#}(z) E_{-}(z) E_{-}^{*}(w)\left(F^{\#}(w)\right)^{*}}{2 \pi i(\bar{w}-z)} \\
= & \frac{F(z) E_{+}(z) E_{+}^{*}(w) F^{*}(w)-F(z) E_{-}(z) E_{-}^{*}(w) F^{*}(w)}{2 \pi i(\bar{w}-z)} \\
& +\frac{F(z) E_{-}(z) E_{-}^{*}(w) F^{*}(w)-F^{\#}(z) E_{-}(z) E_{-}^{*}(w)\left(F^{\#}(w)\right)^{*}}{2 \pi i(\bar{w}-z)} \\
= & F(z) K_{w}^{\mathfrak{E}}(z) F^{*}(w)+E_{-}(z) K_{w}^{\mathfrak{F}}(z) E_{-}^{*}(w)
\end{aligned}
$$

since $F E_{-}=E_{-} F$ and $F^{\#} E_{-}=E_{-} F^{\#}$ by Lemma 2 .
Example 4. Consider the matrix valued function $F(z)$ given in Example 3 and the matrix valued functions $E_{+}(z), E_{-}(z)$ given in Example 2, then

$$
\mathfrak{F}=\left[\begin{array}{ll}
F^{\#} & F
\end{array}\right], \quad \mathfrak{E}=\left[\begin{array}{ll}
E_{-} & E_{+}
\end{array}\right]
$$

satisfies the conditions of Definition 2.

## 3. Orthogonality in $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$

Now we prove that the spaces $\mathcal{B}(\mathfrak{E})$ and $\mathcal{B}(\mathfrak{F})$ can be embedded into the larger space $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$.

Proposition 1. Let $\mathfrak{F}$ and $\mathfrak{E}$ be two de Branges matrices that satisfy Definition 2 and Equation (11). The operator $\mathcal{I}: \mathcal{B}(\mathfrak{E}) \rightarrow \mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$, defined by $\mathcal{I}(f)=F f$, is a linear isometry.

Proof. We first prove that $\mathcal{I}$ is well defined, i.e., for every $f \in \mathcal{B}(\mathfrak{E}), F f \in \mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$, that is

$$
\left(F E_{+}\right)^{-1} F f \in \mathbb{H}_{2}^{p}, \quad \text { and } \quad\left(F^{\#} E_{-}\right)^{-1} F f \in\left(\mathbb{H}_{2}^{p}\right)^{\perp}
$$

Let $f \in \mathcal{B}(\mathfrak{E})$, then by Definition 1

$$
\begin{equation*}
E_{+}^{-1} f \in \mathbb{H}_{2}^{p}, \quad \text { and } \quad E_{-}^{-1} f \in\left(\mathbb{H}_{2}^{p}\right)^{\perp} \tag{13}
\end{equation*}
$$

hence, $\left(F E_{+}\right)^{-1} F f=E_{+}^{-1} f \in \mathbb{H}_{2}^{p}$. On the other hand, $\left(F^{\#} E_{-}\right)^{-1} F f=E_{-}^{-1}\left(F^{\#}\right)^{-1} F f=$ $\left(F^{\#}\right)^{-1} F E_{-}^{-1} f$ belongs to $\left(\mathbb{H}_{2}^{p}\right)^{\perp}$, since $E_{-}^{-1} f \in\left(\mathbb{H}_{2}^{p}\right)^{\perp}$ and $\left(F^{\#}\right)^{-1} F$ is the inverse of a matrix valued inner function.

Let $f_{1}, f_{2} \in \mathcal{B}(\mathfrak{E})$, then

$$
\begin{aligned}
\left\langle\mathcal{I}\left(f_{1}\right), \mathcal{I}\left(f_{2}\right)\right\rangle_{\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})} & =\int_{-\infty}^{\infty}\left(F(t) f_{2}(t)\right)^{*} \Delta_{\mathfrak{F} \diamond \mathfrak{E}}(t)\left(F(t) f_{1}(t)\right) d t \\
& =\int_{-\infty}^{\infty} f_{2}^{*}(t) F^{*}(t)\left(F E_{+}\left(F E_{+}\right)^{*}\right)^{-1}(t) F(t) f_{1}(t) d t \\
& =\int_{-\infty}^{\infty} f_{2}^{*}(t) F^{*}(t)\left(F^{*}(t)\right)^{-1}\left(E_{+}^{*}(t)\right)^{-1} E_{+}^{-1}(t) F^{-1}(t) F(t) f_{1}(t) d t \\
& =\int_{-\infty}^{\infty} f_{2}^{*}(t)\left(E_{+}^{*}(t)\right)^{-1} E_{+}^{-1}(t) f_{1}(t) d t \\
& =\int_{-\infty}^{\infty} f_{2}^{*}(t) \Delta_{\mathfrak{E}}(t) f_{1}(t) d t=\left\langle f_{1}, f_{2}\right\rangle_{\mathcal{B}(\mathfrak{E})}
\end{aligned}
$$

A similar argument as in the proof of Proposition 1 can be used to proof the next proposition.
Proposition 2. Let $\mathfrak{F}$ and $\mathfrak{E}$ be two de Branges matrices that satisfy Definition 2 and Equation (11). The operator $\mathcal{J}: \mathcal{B}(\mathfrak{F}) \rightarrow \mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$, defined by $\mathcal{J}(g(z))=$ $E_{-}(z) g(z)$ is a linear isometry.

Theorem 5. Let $\mathfrak{F}$ and $\mathfrak{E}$ be two de Branges matrices that satisfy Definition 2 and Equation (11). The images of the operators $\mathcal{I}$ and $\mathcal{J}$ are orthogonal in $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$.
Proof. Let $f \in \mathcal{B}(\mathfrak{E})$ and $g \in \mathcal{B}(\mathfrak{F})$, then

$$
\left\langle\left(F E_{+}\right)^{-1} F f,\left(F E_{+}\right)^{-1} E_{-} g\right\rangle=\left\langle\left(E_{+}\right)^{-1} f,\left(E_{+}\right)^{-1} E_{-} F^{-1} g\right\rangle=0
$$

because $f \in \mathcal{B}(\mathfrak{E})$ if and only if $E_{+}^{-1} f \in \mathbb{H}_{2}^{p} \ominus\left(E_{+}\right)^{-1} E_{-} \mathbb{H}_{2}^{p}$.
Remark 2. Given $\omega \in \mathbb{C}$ and $u \in \mathbb{C}^{p}$ the vector valued function $K_{w}^{\mathfrak{F} \diamond \mathfrak{E}}(z) u \in$ $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$ as a function of $z$. Likewise, $K_{w}^{\mathfrak{E}}(z) F^{*}(w) u \in \mathcal{B}(\mathfrak{E})$ and $K_{w}^{\mathfrak{F}}(z) E_{-}^{*}(w) u \in$ $\mathcal{B}(\mathfrak{F})$. It follows from (12) that for any $w \in \mathbb{C}$ and $u \in \mathbb{C}^{p}$

$$
\begin{align*}
K_{\omega}^{\mathfrak{F} \diamond \mathfrak{E}}(z) u & =F(z)\left(K_{\omega}^{\mathfrak{E}}(z) F^{*}(\omega) u\right)+E_{-}(z)\left(K_{w}^{\mathfrak{F}}(z) E_{-}^{*}(\omega) u\right) \\
& =\mathcal{I}\left(K_{w}^{\mathfrak{E}}(z) F^{*}(w) u\right)+\mathcal{J}\left(K_{w}^{\mathfrak{F}}(z) E_{-}^{*}(w) u\right) \tag{14}
\end{align*}
$$

Consequently, since the set $\left\{K_{w}^{\mathfrak{F} \diamond \mathfrak{E}}(z) u: w \in \mathbb{C}, u \in \mathbb{C}^{p}\right\}$ spans the space $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$, the set

$$
\mathcal{I}\left(\left\{K_{w}^{\mathfrak{E}}(z) F^{*}(w) u: w \in \mathbb{C}, u \in \mathbb{C}^{p}\right\}\right) \cup \mathcal{J}\left(\left\{K_{w}^{\mathfrak{F}}(z) E_{-}^{*}(w) u: w \in \mathbb{C}, u \in \mathbb{C}^{p}\right\}\right)
$$
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spans $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$ whenever $\operatorname{det}\left(F^{*}(\omega)\right) \not \equiv 0$ and $\operatorname{det}\left(E_{-}^{*}(\omega)\right) \not \equiv 0$. Indeed, for any finite set of points $\omega_{1}, \ldots, \omega_{n} \in \mathbb{C}$ and vectors $u_{1}, \ldots, u_{n} \in \mathbb{C}^{p}$, then by (12) we have

$$
K_{\omega_{k}}^{\mathfrak{F} \triangleleft \mathfrak{E}}(z) u_{k}=F(z) K_{\omega_{k}}^{\mathfrak{E}}(z) F^{*}\left(\omega_{k}\right) u_{k}+E_{-}(z) K_{\omega_{k}}^{\mathfrak{F}}(z) E_{-}^{*}\left(\omega_{k}\right) u_{k} .
$$

Setting $\xi_{k}=F^{*}\left(\omega_{k}\right) u_{k}$ and $\eta_{k}=E_{-}^{*}\left(\omega_{k}\right) u_{k}$ we get

$$
\sum_{k=1}^{n} K_{\omega_{k}}^{\mathfrak{Z} \triangleright \mathfrak{E}}(z) u_{k}=F(z)\left(\sum_{k=1}^{n} K_{\omega_{k}}^{\mathfrak{E}}(z) \xi_{k}\right)+E_{-}(z)\left(\sum_{k=1}^{n} K_{\omega_{k}}^{\mathfrak{F}}(z) \eta_{k}\right)
$$

On the other hand, for any $\omega \in \mathbb{C}$ and $u \in \mathbb{C}^{p}$, by Equation (4) we have

$$
\begin{aligned}
\left\|K_{\omega}^{\mathfrak{F} \diamond \mathfrak{E}} u\right\|_{\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})}^{2} & =u^{*} K_{\omega}^{\mathfrak{F} \diamond \mathfrak{E}}(\omega) u \\
& =u^{*} F(\omega) K_{\omega}^{\mathfrak{E}}(\omega) F^{*}(\omega) u+u^{*} E_{-}(\omega) K_{\omega}^{\mathfrak{F}}(\omega) E_{-}^{*}(\omega) u \\
& =\left\|K_{\omega}^{\mathfrak{E}} F^{*}(\omega) u\right\|_{\mathcal{B}(\mathfrak{E})}^{2}+\left\|K_{\omega}^{\mathfrak{F}} E_{-}^{*}(\omega) u\right\|_{\mathcal{B}(\mathfrak{F})}^{2} .
\end{aligned}
$$

Let $P_{\mathfrak{E}}$ be the orthogonal projection of $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$ onto the image of $\mathcal{I}$, and $P_{\mathfrak{F}}$ be the orthogonal projection of $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$ onto the image of $\mathcal{J}$. We have

$$
P_{\mathfrak{E}}(h)=F f_{1} \quad \text { and } \quad P_{\mathfrak{F}}(h)=E_{-} f_{2},
$$

for some $f_{1} \in \mathcal{B}(\mathfrak{E})$ and $f_{2} \in \mathcal{B}(\mathfrak{F})$. The next Theorem shows that the space $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$ admits an orthogonal direct sum decomposition using the spaces $\mathcal{B}(\mathfrak{E})$ and $\mathcal{B}(\mathfrak{F})$. For this, we define

$$
\begin{aligned}
F \mathcal{B}(\mathfrak{E}) & =\{F f: f \in \mathcal{B}(\mathfrak{E})\} \\
E_{-} \mathcal{B}(\mathfrak{F}) & =\left\{E_{-} f: f \in \mathcal{B}(\mathfrak{F})\right\}
\end{aligned}
$$

Theorem 6. Let $\mathfrak{F}$ and $\mathfrak{E}$ be two de Branges matrices that satisfy Definition 2 and Equation (11). Then

$$
\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})=F \mathcal{B}(\mathfrak{E}) \oplus E_{-} \mathcal{B}(\mathfrak{F})
$$

i.e., for any $h \in \mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$, there exist a unique $f_{1} \in \mathcal{B}(\mathfrak{E})$ and $f_{2} \in \mathcal{B}(\mathfrak{F})$ such that $h=F f_{1}+E_{-} f_{2}$, and

$$
\|h\|_{\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})}^{2}=\left\|f_{1}\right\|_{\mathcal{B}(\mathfrak{E})}^{2}+\left\|f_{2}\right\|_{\mathcal{B}(\mathfrak{F})}^{2} .
$$

Proof. It is easily checked that $K_{\omega}^{(1)}(z):=F(z) K_{\omega}^{\mathfrak{E}}(z) F^{*}(\omega)$ is a reproducing kernel with corresponding RKHS $\mathcal{B}_{1}=F \mathcal{B}(\mathfrak{E})$, and $K_{\omega}^{(2)}(z):=E_{-}(z) K_{\omega}^{\mathfrak{F}}(z) E_{-}^{*}(\omega)$ is a reproducing kernel with corresponding RKHS $\mathcal{B}_{2}=E_{-} \mathcal{B}(\mathfrak{F})$. Furthermore, Theorem 5 implies that $\mathcal{B}_{1} \cap \mathcal{B}_{2}=\{0\}$.

Since $K_{\omega}^{(1)}(z)+K_{\omega}^{(2)}(z)$ is a RK , and $K_{\omega}^{\mathfrak{F} \diamond \mathfrak{E}}(z)=K_{\omega}^{(1)}(z)+K_{\omega}^{(2)}(z)$, this implies that

$$
\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})=\mathcal{B}_{1} \oplus \mathcal{B}_{2}=F \mathcal{B}(\mathfrak{E}) \oplus E_{-} \mathcal{B}(\mathfrak{F}) .
$$

It follows that the orthogonal complement of $\mathcal{B}_{1}$ in $\mathcal{B}(\mathfrak{F} \diamond \mathcal{E})$ is the space $\mathcal{B}_{2}$. The claim now follows from orthogonality and the isometry properties of $\mathcal{I}$ and $\mathcal{J}$.

Theorem 7. Let $\mathfrak{F}$ and $\mathfrak{E}$ be two de Branges matrices that satisfy Definition 2 and
 complete orthonormal set for $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$ then

1. $\left\{\frac{K_{\omega_{n}}^{\mathfrak{E}}(.) F^{*}\left(\omega_{n}\right) u_{n}}{\sqrt{u_{n}^{*} K K_{\omega_{n}}^{\tilde{\varepsilon_{E}^{E}}}(.) u_{n}}}\right\}$ is a Parseval frame for $\mathcal{B}(\mathfrak{E})$, and for every $f \in \mathcal{B}(\mathfrak{E})$

$$
\begin{equation*}
f(z)=\sum_{n} u_{n}^{*} F\left(\omega_{n}\right) f\left(\omega_{n}\right) \frac{K_{\omega_{n}}^{\mathfrak{E}}(z) F^{*}\left(\omega_{n}\right) u_{n}}{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{J} \diamond \mathfrak{E}}\left(\omega_{n}\right) u_{n}} . \tag{15}
\end{equation*}
$$

2. $\left\{\frac{K_{\omega_{n}}^{\mathfrak{F}}(.) E_{-}^{*}\left(\omega_{n}\right) u_{n}}{\sqrt{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{F} \& \mathcal{E}}\left(\omega_{n}\right) u_{n}}}\right\}$ is a Parseval frame for $\mathcal{B}(\mathfrak{F})$, and for every $g \in \mathcal{B}(\mathfrak{F})$

$$
\begin{equation*}
g(z)=\sum_{n} u_{n}^{*} E_{-}\left(\omega_{n}\right) g\left(\omega_{n}\right) \frac{K_{\omega_{n}}^{\mathfrak{F}}(z) E_{-}^{*}\left(\omega_{n}\right) u_{n}}{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{F} \diamond \mathcal{E}}\left(\omega_{n}\right) u_{n}} \tag{16}
\end{equation*}
$$

Proof. By Equation (14) we have

$$
\frac{K_{\omega_{n}}^{\mathfrak{F} \diamond \mathfrak{E}}(.) u_{n}}{\sqrt{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{F} \diamond \mathcal{E}}\left(\omega_{n}\right) u_{n}}}=\frac{\mathcal{I}\left(K_{\omega_{n}}^{\mathfrak{E}}(.) F^{*}\left(\omega_{n}\right) u_{n}\right)}{\sqrt{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{F} \diamond \mathfrak{E}}\left(\omega_{n}\right) u_{n}}}+\frac{\mathcal{J}\left(K_{\omega_{n}}^{\mathfrak{F}}(.) E_{-}^{*}\left(\omega_{n}\right) u_{n}\right)}{\sqrt{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{F} \diamond \mathfrak{E}}\left(\omega_{n}\right) u_{n}}},
$$

hence,

$$
P_{\mathfrak{E}}\left(\frac{K_{\omega_{n}}^{\mathfrak{F} \diamond \mathfrak{E}}(.) u_{n}}{\sqrt{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{F} \diamond \mathfrak{E}}\left(\omega_{n}\right) u_{n}}}\right)=\frac{\mathcal{I}\left(K_{\omega_{n}}^{\mathfrak{E}}(.) F^{*}\left(\omega_{n}\right) u_{n}\right)}{\sqrt{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{F} \diamond \mathfrak{E}}\left(\omega_{n}\right) u_{n}}} .
$$

Since $\left\{\frac{K_{\omega_{n}}^{\tilde{\tilde{O}}(.) u_{n}}}{\sqrt{u_{n}^{*} K_{\omega_{n}}^{\mathscr{E} \in \mathscr{E}}\left(\omega_{n}\right) u_{n}}}\right\}$ is an orthonormal set for $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$ and $\mathcal{I}$ is an isometric from $\mathcal{B}(\mathfrak{E})$ onto $\mathcal{I}(\mathcal{B}(\mathfrak{E}))$ then

$$
\begin{equation*}
\frac{\mathcal{I}\left(K_{\omega_{n}}^{\mathfrak{E}}(.) F^{*}\left(\omega_{n}\right) u_{n}\right)}{\sqrt{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{Z}}\left(\omega_{n}\right) u_{n}}} \tag{17}
\end{equation*}
$$

is a Parseval frame for $\mathcal{I}(\mathcal{B}(\mathfrak{E}))$. Applying $\mathcal{I}^{*}$ to (17) we obtain the first claim. Consequently, given any $f \in \mathcal{B}(\mathfrak{E})$ we have

$$
\begin{aligned}
f(z) & =\sum_{n}\left\langle f, \frac{K_{\omega_{n}}^{\mathfrak{E}}(.) F^{*}\left(\omega_{n}\right) u_{n}}{\sqrt{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{F} \diamond \mathfrak{E}}\left(\omega_{n}\right) u_{n}}}\right\rangle_{\mathcal{B}(\mathfrak{E})} \frac{K_{\omega_{n}}^{\mathfrak{E}}(z) F^{*}\left(\omega_{n}\right) u_{n}}{\sqrt{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{\mathcal { E }} \diamond \mathfrak{E}}\left(\omega_{n}\right) u_{n}}} \\
& =\sum_{n} u_{n}^{*} F\left(\omega_{n}\right) f\left(\omega_{n}\right) \frac{K_{\omega_{n}}^{\mathfrak{E}}(z) F^{*}\left(\omega_{n}\right) u_{n}}{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{F} \diamond \mathfrak{E}}\left(\omega_{n}\right) u_{n}} .
\end{aligned}
$$

Using an analogous argument we obtain the second claim.
Now we show that the Parseval frames for $\mathcal{B}(\mathfrak{E})$ and $\mathcal{B}(\mathfrak{F})$ given in Theorem 7 are orthogonal.

Theorem 8. Assume the hypothesis of Theorem 7, then
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1. For every $f \in \mathcal{B}(\mathfrak{E})$,

$$
\begin{equation*}
\sum_{n} u_{n}^{*} F\left(\omega_{n}\right) f\left(\omega_{n}\right) \frac{K_{\omega_{n}}^{\mathfrak{F}}(.) E_{-}^{*}\left(\omega_{n}\right) u_{n}}{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{F} \diamond \mathfrak{E}}(.) u_{n}}=0 \tag{18}
\end{equation*}
$$

2. For every $g \in \mathcal{B}(\mathfrak{F})$,

$$
\begin{equation*}
\sum_{n} u_{n}^{*} E_{-}^{*}\left(\omega_{n}\right) g\left(\omega_{n}\right) \frac{K_{\omega_{n}}^{\mathfrak{E}}(.) F^{*}\left(\omega_{n}\right) u_{n}}{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{® _ { ® E } ^ { E }}}(.) u_{n}}=0 \tag{19}
\end{equation*}
$$

 orthonormal set for $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$ then

$$
\begin{aligned}
\mathcal{I}(f)(z) & =F(z) f(z) \\
& =\sum_{n}\left\langle F f, \frac{K_{\omega_{n}}^{\mathfrak{F} \diamond \mathfrak{E}}(.) u_{n}}{\sqrt{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{F} \diamond \mathfrak{E}}\left(\omega_{n}\right) u_{n}}}\right\rangle \frac{K_{\omega_{n}}^{\mathfrak{F} \diamond \mathfrak{E}}(z) u_{n}}{\sqrt{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{G} \diamond \mathfrak{E}}\left(\omega_{n}\right) u_{n}}} \\
& =\sum_{n} u_{n}^{*} F\left(\omega_{n}\right) f\left(\omega_{n}\right) \frac{K_{\omega_{n}}^{\mathfrak{F} \diamond \mathfrak{E}}(z) u_{n}}{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{F} \diamond \mathfrak{E}}\left(\omega_{n}\right) u_{n}} \\
& =\sum_{n} u_{n}^{*} F\left(\omega_{n}\right) f\left(\omega_{n}\right) \frac{F(z) K_{\omega_{n}}^{\mathfrak{E}}(z) F^{*}\left(\omega_{n}\right) u_{n}+E_{-}(z) K_{\omega_{n}}^{\mathfrak{F}}(z) E_{-}^{*}\left(\omega_{n}\right) u_{n}}{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{F} \diamond \mathfrak{E}}\left(\omega_{n}\right) u_{n}} \\
& =\sum_{n} u_{n}^{*} F\left(\omega_{n}\right) f\left(\omega_{n}\right) \frac{\mathcal{I}\left(K_{\omega_{n}}^{\mathfrak{E}}(z) F^{*}\left(\omega_{n}\right) u_{n}\right)+\mathcal{J}\left(K_{\omega_{n}}^{\mathfrak{F}}(z) E_{-}^{*}\left(\omega_{n}\right) u_{n}\right)}{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{F} \diamond \mathfrak{E}}\left(\omega_{n}\right) u_{n}}
\end{aligned}
$$

Applying $\mathcal{J}^{*}$ to the last line above, and using the fact that $\mathcal{J}^{*}(F f)=0$ we obtain Equation (18). Similar argument applying $\mathcal{I}^{*}$ to $E_{-} g$ yields Equation (19).

## 4. Sampling in the Space $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$

The next theorem shows that if a de Branges matrix $\mathfrak{G}=\left[G_{-}(z) \quad G_{+}(z)\right]$ can be factored as

$$
G_{-}(z)=F^{\#}(z) E_{-}(z), \text { and } G_{+}(z)=F(z) E_{+}(z)
$$

with $F(z) \in \mathbb{N}_{\text {inv }}\left(\mathbb{C}^{p \times p}\right)$ and Equation (11) holds, then the space $\mathcal{B}(\mathfrak{G})$ will have the Kramer sampling property whenever the de Branges space $\mathcal{B}(\mathfrak{E})$ satisfies the conditions of Theorem 3. The sampling problem can be considered dual to the interpolation problem [22]; results concerning interpolation in vector valued reproducing kernel spaces can be found in [9].

Theorem 9. Let $\mathfrak{F}$ and $\mathfrak{E}$ be two de Branges matrices that satisfy Definition 2 and Equation (11). Suppose further that det $E_{+}(\cdot)$ is nonvanishing in $\overline{\mathbb{C}^{+}}$and $\operatorname{det} E_{-}(\cdot)$ is nonvanishing in $\overline{\mathbb{C}^{-}}$. If $K_{\alpha}^{\mathfrak{E}}(\alpha) \succ 0$ for some point $\alpha \in \mathbb{C}$, then the space $\mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$ will have the Kramer sampling property.

Proof. Using Theorem 3 it is enough to show that $R_{\omega} \mathcal{B}_{\omega}(\mathfrak{F} \diamond \mathfrak{E}) \subseteq \mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$ for every point $\omega \in \mathbb{C}$, and $K_{\alpha}^{\mathfrak{F} \diamond \mathfrak{E}}(\alpha) \succ 0$ for the given $\alpha \in \mathbb{C}$.

First, let $\omega \in \overline{\mathbb{C}^{+}}$then $F(\omega) E_{+}(\omega)$ is invertible because $\operatorname{det} E_{+}(\omega) \neq 0$ by the hypothesis. Hence $R_{\omega} \mathcal{B}_{\omega}(\mathfrak{F} \diamond \mathfrak{E}) \subseteq \mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$ for every point $\omega \in \overline{\mathbb{C}^{+}}$by Lemma 1. Similarly, $F(\omega) E_{-}(\omega)$ is invertible because $\operatorname{det} E_{-}(\omega) \neq 0$ by the hypothesis, hence $R_{\omega} \mathcal{B}_{\omega}(\mathfrak{F} \diamond \mathfrak{E}) \subseteq \mathcal{B}(\mathfrak{F} \diamond \mathfrak{E})$ for every point $\omega \in \overline{\mathbb{C}^{-}}$.

Let $\alpha \in \mathbb{C}$ be such that $K_{\alpha}^{\mathfrak{E}}(\alpha) \succ 0$. Then $u^{*} K_{\alpha}^{\mathfrak{E}}(\alpha) u>0$ for every nonzero vector $u \in \mathbb{C}^{p}$. Hence, by Equation (12) and using the fact that $F^{*}(\alpha) u \in \mathbb{C}^{p}$, $E_{-}^{*}(\alpha) u \in \mathbb{C}^{p}, K_{\alpha}^{\mathfrak{E}}(\alpha) \succ 0$, and $K_{\alpha}^{\mathfrak{F}}(\alpha) \succeq 0$, by (5) we get

$$
u^{*} K_{\alpha}^{\mathfrak{F} \diamond \mathfrak{E}}(\alpha) u=u^{*} F(\alpha) K_{\alpha}^{\mathfrak{E}}(\alpha) F^{*}(\alpha) u+u^{*} E_{-}(\alpha) K_{\alpha}^{\mathfrak{F}}(\alpha) E_{-}^{*}(\alpha) u>0
$$

i.e., $K_{\alpha}^{\mathfrak{F} \diamond \mathfrak{E}}(\alpha) \succ 0$ for the given $\alpha \in \mathbb{C}$. This completes the proof of the theorem.

Example 5. Consider the de Branges space $\mathcal{B}(\mathfrak{G})$ with

$$
\mathfrak{G}=\left[\begin{array}{ll}
G_{-}(z) & \left.G_{+}(z)\right]
\end{array}\right.
$$

and

$$
G_{-}(z)=F^{\#}(z) E_{-}(z), \quad G_{+}(z)=F(z) E_{+}(z)
$$

where $F(z)$ and $E_{ \pm}(z)$ as in Example 4 . Then it is evident that the space $\mathcal{B}(\mathfrak{G})$ have the Kramer sampling property by Theorem 9 .

### 4.1. Multiplexing the Sampled Vector Valued Functions

Multiplexing refers to the transmission of several signals simultaneously over a single communications channel. Generically, multiplexing occurs when two (or more) signals $x$ and $y$ are encoded into $X$ and $Y$ in such a way that $x$ and $y$ can each be recovered from $X+Y$. The signals we consider here are elements of a de Branges space and the encoding involves the sampling of the signal. Specifically, if $f \in \mathcal{B}(\mathfrak{E})$ and $g \in \mathcal{B}(\mathfrak{F})$, we encode both $f$ and $g$ into the multiplexed samples:

$$
\begin{equation*}
\left\{u_{n}^{*} F\left(\omega_{n}\right) f\left(\omega_{n}\right)+u_{n}^{*} E_{-}^{*}\left(\omega_{n}\right) g\left(\omega_{n}\right)\right\}_{n} \tag{20}
\end{equation*}
$$

which are transmitted in some fashion. The goal then is to recover $f$ and $g$ from these mixed samples.

Corollary 1. Assume the hypotheses of Theorem $7, f \in \mathcal{B}(\mathfrak{E})$ and $g \in \mathcal{B}(\mathfrak{F})$. Given the samples $\left\{f\left(\omega_{n}\right)\right\}$ and $\left\{g\left(\omega_{n}\right)\right\}, f$ and $g$ can be reconstructed from the multiplexed samples in (20) as follows:

$$
\begin{align*}
& f(z)=\sum_{n}\left(u_{n}^{*} F\left(\omega_{n}\right) f\left(\omega_{n}\right)+u_{n}^{*} E_{-}^{*}\left(\omega_{n}\right) g\left(\omega_{n}\right)\right) \frac{K_{\omega_{n}}^{\mathfrak{E}}(z) F^{*}\left(\omega_{n}\right) u_{n}}{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{F} \diamond \mathcal{E}}\left(\omega_{n}\right) u_{n}}  \tag{21}\\
& g(z)=\sum_{n}\left(u_{n}^{*} F\left(\omega_{n}\right) f\left(\omega_{n}\right)+u_{n}^{*} E_{-}^{*}\left(\omega_{n}\right) g\left(\omega_{n}\right)\right) \frac{K_{\omega_{n}}^{\mathfrak{F}}(z) E_{-}^{*}\left(\omega_{n}\right) u_{n}}{u_{n}^{*} K_{\omega_{n}}^{\mathfrak{\mathcal { E }}\left(\omega_{n}\right) u_{n}}} . \tag{22}
\end{align*}
$$

Proof. Equations (21) and (22) follow immediately from Equations (15), (16), (18), and (19).

On Parseval Frames of de Branges Spaces of Entire vector valued functions 15

## Acknowledgements

Eric Weber was supported in part by NSF awards \#1830254 and \#1934884.

## Conflict of interest

The authors declare that they have no conflict of interest.

## References

[1] al-Sa'di, S., and Weber, E. Sampling in de Branges Spaces and Naimark Dilation. Complex Analysis and Operator Theory, 11(3):583-601, Mar 2017.
[2] D. Alpay, A. Dijksma, J. Rovnyak, and H. S. V. de Snoo. Realization and factorization in reproducing kernel Pontryagin spaces. In Operator theory, system theory and related topics (Beer-Sheva/Rehovot, 1997), volume 123 of Oper. Theory Adv. Appl., pages 43-65. Birkhäuser, Basel, 2001.
[3] Daniel Alpay, Aad Dijksma, James Rovnyak, and Hendrik de Snoo. Schur functions, operator colligations, and reproducing kernel Pontryagin spaces, volume 96 of Operator Theory: Advances and Applications. Birkhäuser Verlag, Basel, 1997.
[4] N. Aronszajn. Theory of reproducing kernels. Trans. Amer. Math. Soc., 68:337-404, 1950.
[5] Damir Z. Arov and Harry Dym. J-contractive matrix valued functions and related topics, volume 116 of Encyclopedia of Mathematics and its Applications. Cambridge University Press, Cambridge, 2008.
[6] Damir Z. Arov and Harry Dym. Bitangential direct and inverse problems for systems of integral and differential equations, volume 145 of Encyclopedia of Mathematics and its Applications. Cambridge University Press, Cambridge, 2012.
[7] Arov, Damir Z and Dym, Harry. de Branges Spaces of Vector-Valued Functions. Operator Theory, pages 721-752, 2015.
[8] Balan, Radu. Density and redundancy of the noncoherent Weyl-Heisenberg superframes. In The functional and harmonic analysis of wavelets and frames (San Antonio, TX, 1999), volume 247 of Contemp. Math., pages 29-41. Amer. Math. Soc., Providence, RI, 1999.
[9] Joseph A. Ball. A lifting theorem for operator models of finite rank on multiplyconnected domains. J. Operator Theory, 1(1):3-25, 1979.
[10] Ghanshyam Bhatt, Brody Dylan Johnson, and Eric Weber. Orthogonal wavelet frames and vector-valued wavelet transforms. Appl. Comput. Harmon. Anal., 23(2):215-234, 2007.
[11] Peter G. Casazza. The art of frame theory. Taiwanese J. Math., 4(2):129-201, 2000.
[12] Louis de Branges. The comparison theorem for Hilbert spaces of entire functions. Integral Equations Operator Theory, 6(5):603-646, 1983.
[13] Louis de Branges and James Rovnyak. Canonical models in quantum scattering theory. In Perturbation Theory and its Applications in Quantum Mechanics (Proc. Adv. Sem. Math. Res. Center, U.S. Army, Theoret. Chem. Inst., Univ. of Wisconsin, Madison, Wis., 1965), pages 295-392. Wiley, New York, 1966.
[14] R. J. Duffin and A. C. Schaeffer. A class of nonharmonic Fourier series. Trans. Amer. Math. Soc., 72:341-366, 1952.
[15] Harry Dym. J contractive matrix functions, reproducing kernel Hilbert spaces and interpolation, volume 71 of CBMS Regional Conference Series in Mathematics. Published for the Conference Board of the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence, RI, 1989.
[16] Harry Dym and Santanu Sarkar. Multiplication operators with deficiency indices $(p, p)$ and sampling formulas in reproducing kernel Hilbert spaces of entire vector valued functions. J. Funct. Anal., 273(12):3671-3718, 2017.
[17] Deguang Han and David R. Larson. Frames, bases and group representations. Mem. Amer. Math. Soc., 147(697):x+94, 2000.
[18] Han, Deguang and Kornelson, Keri and Larson, David and Weber, Eric. Frames for undergraduates, volume 40 of Student Mathematical Library. American Mathematical Society, Providence, RI, 2007.
[19] Kramer, H. P. A Generalized Sampling Theorem. Journal of Mathematics and Physics, 38(1-4):68-72, 1959.
[20] Neumark, M. Spectral functions of a symmetric operator. Bull. Acad. Sci. URSS. Sér. Math. [Izvestia Akad. Nauk SSSR], 4:277-318, 1940.
[21] Neumark, M. A. On a representation of additive operator set functions. C. R. (Doklady) Acad. Sci. URSS (N.S.), 41:359-361, 1943.
[22] Kristian Seip. Interpolation and sampling in spaces of analytic functions, volume 33 of University Lecture Series. American Mathematical Society, Providence, RI, 2004.
[23] Eric Weber. Orthogonal frames of translates. Appl. Comput. Harmon. Anal., 17(1):69-90, 2004.

Sa'ud Al-Sa'di
Department of Mathematics, Hashemite University, Zarqa, Jordan
e-mail: saud@hu.edu.jo
Eric S. Weber
Department of Mathematics, Iowa State University, 396 Carver Hall, Ames, IA 50011
e-mail: esweber@iastate.edu

