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ABSTRACT
Medical schools store large sets of patient data. The data is important for the analysis of trends 
and patterns in healthcare practice. However, obtaining access to the data can be problematic 
due to the data protection mechanisms. In this study, we investigate the current practices from 
the lens of both the data requester and the data provider. Results reveal discrepancies between 
how the provider organises the data governance process, how the process is presented to the 
data requester, and the data requester’s perception of satisfactory user experience. This study 
provides a simple one interview mental model method approach for data governance services to 
reveal potential problems in the process. This is a quick and e!ective method for data providers 
to help uncover the challenges and to provide foundations for future fully automated (human 
out of the loop) systems for data accessibility in healthcare organisations.
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1. Introduction

Healthcare data is used to study and improve the quality 
of care and medical treatments by scientific inquiry and 
real-time patient data analysis (Murdoch & Detsky, 
2013; Nambiar et al., 2013; Wang et al., 2018). In the 
recent past, healthcare research has experienced 
a growing demand for data accessibility from research 
investigators, known as data requesters, and healthcare 
organisations, known as data providers (Feldman et al., 
2012; Groves et al., 2013; Nambiar et al., 2013). 
However, an absence of external regulations and secur-
ity standards to protect patient data leads to data pro-
blems, such as poor quality, exposure to exploitation, 
misuse of information, and poor decisions (Alofaysan 
et al., 2014). Research suggests studying best practices of 
data governance and implementing those practices that 
work to produce maximum benefits to the involved 
organisations (Groves et al., 2013; Patil & Seshadri, 
2014; Wang et al., 2018). Currently, healthcare research 
is struggling with rather weak data governance practices 
as the established processes either under-govern or 
over-govern (Sanders, 2013).

While studies in healthcare suggest best practices 
for data governance in general, research indicates 
a lack of robust data governance frameworks in 
healthcare organisations, which emerges as a crucial 
challenge for effective management of availability, 
usability, and security of large voluminous sets of 
health data (Al-Badi et al., 2018). Moreover, the 

process of data retrieval is extremely complex and 
time consuming due to the heterogeneous nature of 
structured and unstructured data extracted cross insti-
tutionally, which slows down the process of data 
accessibility. Thus, it often takes months to fulfil 
a data request (Raghupathi & Raghupathi, 2014; 
Sreenivas et al., 2015; Valluripally et al., 2019, 
January, 2019). Hence, in this study we explored data 
governance frameworks implemented in healthcare 
research organisations from the user perspective.

We worked with a medical school to investigate 
their institutional process of requesting and fulfiling 
healthcare data for research studies within an estab-
lished data governance framework. We wanted to 
gather insight on the current sociotechnical processes 
and practical implementation of a data governance 
framework of the healthcare organisation as well as 
unpack the user experience with the data governance 
practices. The goal of this study is twofold. First, it is to 
unpack the current human-centred practices and 
highlight the user challenges that may occur in the 
data governance process in healthcare organisations. 
Second, it is to apply and study the efficiency of a new, 
quick, and simple, interview-modelling method for 
data providers or designers, in which we suggest con-
ducting only one interview per user group as a start in 
uncovering the central issues in current data govern-
ance practices.
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We used a framework of mental models (see 
Section 2.2.) through a simple one-interview modelling 
method to explore the user experience with the process 
of data accessibility from the perspective of both the 
data requester and the data provider. Mental models 
can be studied with user experience methods such as 
usability studies or individual interviews (Jonassen, 
1995) The result can potentially be used to add design 
recommendations on how to improve the data request-
ing process. As we know from the fields of knowledge 
integration, distributed cognition, and human commu-
nication theory (e.g., Herrmann et al., 2007), the inte-
gration of different knowledge held by different users 
about the same process is key to make a process work 
(Hantho et al., 2002; Moreland, 1999; Roschelle & 
Teasley, 1995). In other words, what data providers 
(the designers of the process) think they are seeing 
and know about the process can be quite different 
from how the data requesters are perceiving the process 
and interpreting what is required of them as users of or 
participants in the process. In other cases, the mental 
and conceptual models may be the same. In worst case 
scenario, there is no shared or mutual understanding of 
the process, which may complicate the data request 
process and lead to long delays in providing data access 
or to users revoking their requests due to timeliness 
reasons. The central research question is: In what 
ways do the two user groups (data provider and data 
requester) have synergistic or different understandings 
of the current process of requesting and accessing 
healthcare data in a multi-organisational environment?

Data on potentially different process understand-
ings of the designer or provider and user groups help 
the designer or data provider to understand the pro-
blems, issues, or challenges that users face in the 
current workflow practice, including potential issues 
with communication and presentation or documenta-
tion of the data governance process. Our findings of 
such potential practice gaps are a start to improve the 
semiautomated (human in the loop) or ultimately fully 
automated (human out of the loop) data governance 
processes in healthcare organisations. It will enable 
governance committees to facilitate smooth and 
secure patient care research.

2. Background: Data Governance Practice

Healthcare data refers to large and complex electronic 
health data sets related to data generated during day-to 
-day patient healthcare that is captured in many dif-
ferent ways, such as electronic health records (EHRs), 
radiology, pathology, pharmacy, and other ancillary 
systems of outpatient and inpatient units 
(Raghupathi & Raghupathi, 2014). With the digitalisa-
tion of EHRs and advancements in healthcare data 
analytics, healthcare organisations are actively partici-
pating in information sharing and building of 

ecosystems with the hope of examining the emerging 
health trends in populations through data analytics for 
disease control and predictive analytics (Patil & 
Seshadri, 2014; Wang et al., 2018).

However, healthcare data involves huge volumes of 
patients’ datasets (in zettabytes) collected from multi-
ple sources in structured or unstructured form. In 
addition, organisations created specific compliance 
for sharing, protection, and analytics to achieve final 
output and compliance requirements can differ across 
the organisations which might be an additional bur-
den when requesting healthcare data (Al-Badi et al., 
2018; Tse et al., 2018). While there exists a growing 
opportunity for medical practitioners to utilise health-
care data to develop thorough insights for making 
better informed decisions (Nambiar et al., 2013), 
healthcare organisations have been relatively slow in 
adopting health data analytics due to the critical chal-
lenges associated with management, processing, and 
security of patient data (Okal & Loice, 2019). Research 
suggests a need to implement a data governance fra-
mework to address the issues of healthcare data 
requesting processes (Alofaysan et al., 2014; Tse 
et al., 2018). The focus of the paper is on data govern-
ance practices in healthcare research organisations for 
improving access to such healthcare big data for 
research.

Table 1 summarises the gap identified in the litera-
ture of healthcare big data management.

2.1. Data governance practices as 
a sociotechnical problem

In the current practice, healthcare organisations con-
sider compliance issues of privacy and security, as 
defined by the Health Insurance Portability and 
Accountability Act (HIPAA), the Health Information 
Technology for Economic and Clinical Health Act 
(HITECH), data stewardship, and quality assurance 
(Raghupathi & Raghupathi, 2014). A steady increase 
has been observed in security breaches of patients’ 
health information in the last ten years (Patil & 
Seshadri, 2014). The 2019 report of a Verizon data 
breach investigation report stated that out of 41,686 
compiled security incidents from all industries, 466 
incidents confirm data breaches in healthcare (Patil 
& Seshadri, 2014; Verizon, 2019). Traditional data 
security solutions do not integrate well with the 
healthcare cloud platforms required for large datasets. 
Therefore, data governance becomes an obvious first 
step in managing healthcare data before exposing it to 
analytics (Groves et al., 2013; Patil & Seshadri, 2014).

Data governance in healthcare is viewed as 
a sociotechnical process of harnessing data in a multi- 
organisational setting as it is designed on the princi-
ples of people, processes, and policies (Ancker et al., 

2 K. SINGH ET AL.



2012). Data accessibility in healthcare organisations is 
a sociotechnical problem, not just a technical problem. 
Data governance essentially is comprised of agree-
ments on how to manage data, such as policies and 
standards for managing data, life-cycle data manage-
ment (archiving, maintaining, and disposing of data), 
and data security and privacy management (monitor-
ing, auditing, and protection of data) (Wang et al., 
2018). Due to the ethical and regulatory challenges of 
protecting highly sensitive clinical data and patients’ 
privacy, healthcare organisations need to ensure that 
they create safe and protected data-sharing environ-
ments for controlled use of patient information 
(Groves et al., 2013; Wang et al., 2018).

Data analysis for large datasets has many under-
lying challenges in terms of heterogeneity of acquired 
data, inconsistency and incompleteness of extracted 
data because of diverse sources, timeliness, privacy of 
information, and visualisation of data by consumers 
(Jagdish et al., 2014). The governance of managing 
data requests and providing data access to research-
ers incorporates multi-fold steps to ensure privacy 
and security in terms of compliance with standards, 
such as HIPAA, and protocol approval from an 
Institutional Review Board (IRB), verifying validity 
of the research topic. In addition, authorising access 
to target population data needs to be tracked for 
auditability (Groves et al., 2013). The data providers 
(academic medical centres, healthcare organisations, 
and hospitals) have the responsibility to provide data 
to the researchers and clinicians in a way that either 
(a) the data are fully de-identified or aggregated, or 
(b) approved HIPAA authorisation or HIPAA waiver 
of authorisation has been obtained from the human 
subject protection organisations such as the 
Institutional Review Board (IRB) as part of an 
approved research protocol (Dhir et al., 2008; 

Williams & Colomb, 2020). However, currently, in 
a multi-organisational environment, the process of 
ensuring compliance with privacy and security stan-
dards within the data request and auditing authorisa-
tion of data requesters is essentially manual, which 
impedes the process of data accessibility and slows 
down the process of protected data disbursement 
(Valluripally et al., 2019, January, 2019).

2.2. Main characteristics of the system as they 
di!er from previous healthcare systems

The focus of this study is data governance practices in 
healthcare research organisations that will improve 
access to such healthcare integrated data that go 
beyond electronic healthcare data systems in order to 
improve research on precision healthcare.

Precision healthcare has the goal to provide perso-
nalised treatment to the right population at the right 
time, and it uses analytical tools for big data to deliver 
such highly specified treatment (Colijn et al., 2017). 
For this endeavour, researchers need access to (a) large 
data sets and (b) other big data sets e.g., sociodemo-
graphic dataset by using the geocoding technique. The 
data come from the electronic medical record system 
and other ancillary clinical systems. This includes, for 
example, structured data such as demographic, condi-
tions, diagnosis, procedures, medications, and lab 
results, as well as unstructured data such as texts, 
radiology images, pathology images, genomic 
sequences from genetic testing, and streaming data 
from vital sign and other diagnostic monitoring 
devices (Raghupathi & Raghupathi, 2014). This new 
approach integrates healthcare data from all data 
sources including the electronic medical record sys-
tems and also external data sources which is 
a promising approach for improving precision health-
care. The central challenge is preserving privacy 
(Raghupathi & Raghupathi, 2014). It means the data 
requesting, providing and delivering process needs to 
be done in a manner that preserves patient privacy.

However, due to a lack of governance or ad-hoc 
governance practices, researchers are currently not 
fully able to take advantage of such big healthcare 
data in an integrated manner (Alofaysan et al., 2014). 
The system that we built here wants to overcome this 
challenge. The medical researchers (data requesters) 
get a system that better supports their requests of 
getting access to such integrated big data.

3. Theoretical framework: Mental Models and 
Everyday Practices

There is the assumption that the very same process of 
requesting data is imagined differently by the two 
main user groups namely, the data provider and the 
data requester. This assumption is based on the theory 

Table 1. Summary table for the literature.

#
Identified gap in healthcare big 

data management Literature
1 Need for data governance 

policies for health data privacy 
and security

Raghupathi & Raghupathi, 2014; 
Patil & Seshadri, 2014; Tse 
et al., 2018; Wang et al., 2018

2 Need for organisation specific 
robust healthcare data 
governance framework, e.g., 
Honest Broker services

Al-Badi et al., 2018; Alofaysan 
et al., 2014; Dhir et al., 2008; 
Tse et al., 2018; Valluripally 
et al., 2019; Williams & 
Colomb, 2020

3 Need for a sociotechnical 
perspective to develop 
appropriate data governance 
frameworks

Ancker et al., 2012; Colijn et al., 
2017

4 Need for useful, user-friendly, 
and comprehendible 
healthcare big data analytics 
for easy and fast access to 
health information

Raghupathi & Raghupathi, 2014; 
Groves et al., 2013; Jagdish 
et al., 2014; Okal & Loice, 2019; 
Valluripally et al., 2019, 
January, Valluripally et al., 
2019; Wang et al., 2018;

6 Need for developing expertise in 
big data analytics skills for 
appropriate interpretation of 
results

Wang et al., 2018;
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of mental models that says that different users with 
different access rights to the same system may experi-
ence the process the same or very differently. 
Knowledge about potential differences can be used to 
clarify and improve the process of data governance. 
Mental models are ideas residing in the minds of 
people that represent their understanding of how 
things work (D. A. Norman, 1988). Different people 
might hold different mental models of the same digital 
tool or service. A person may even develop different 
mental models of the same service over time. Variables 
that affect mental models are, for example, experience 
with the service, age, training, instruction, and expo-
sure to other similar services (D. Norman, 2013). 
A mental model is the illustration of a user, how s/he 
makes sense of something, such as a process, for 
example. Users create imaginations of the process as 
they make sense of the process, and every user is doing 
it all the time, though often unconsciously (see 
Figure 1).

Figure 1 shows the relationship between mental 
models of how the process and system of requesting 
data works for both the data provider and the data 
requester. The data requester creates an idea about the 
process through interacting with and experiencing the 
process and system. The requester model is not iden-
tical to the provider model, which can lead to misun-
derstandings or problems during the process. In other 
words, how the provider thinks the data request pro-
cess should work and what the requester is experien-
cing might be different in reality. Communicative 
actions within groups require members to interact in 
common language by having a perception of the 
shared situation; these perceptions can be the same 
or different (Malone & Crowston, 1990).

According to Jonassen (1995), the mental models of 
the provider and requester “usually vary, often signifi-
cantly, from the cognitive or conceptual model pro-
moted by the designers” (p. 183). The potential 

mismatch between the models can lead to misunder-
standings and frustrations in the process. Mental 
models can be studied with user experience methods 
such as task-based usability studies, System Usability 
Scale (SUS), or individual interviews.

For a first quick analysis, we here propose a simple 
set of interview questions to showcase the potential 
differences between the mental models of the provider 
and requester.

4. Methods

The data governance and data request processes are 
viewed as sociotechnical processes of coordination 
between goals, activities, actors, and interdependen-
cies of the workflows of people, processes, and policies 
(Ackerman et al., 2018; Ancker et al., 2012; Malone & 
Crowston, 1990) (read section 2). More specifically, 
the process of getting access to protected data is com-
prised of communicative interaction between the data 
requester and the data provider through a cloud infra-
structure configuration. Such communicative action is 
based on either the same or different mental models 
(see Section 3). Hence, we aimed to gather insight into 
the mental models of two main user groups: (a) the 
data requesters (researchers, clinicians) and (b) the 
data providers (medical school, hospitals, private 
health organisations).

Mental models of the users can be studied via 
individual interviews or think-aloud protocol in 
usability studies (Jonassen, 1995). Therefore, in order 
to collect data from the different designer and user 
groups and their mental models, we conducted the 
study in two phases using multiple methods. In the 
first phase, we used semistructured interviews 
(Creswell, 2013) with only two participants to gather 
insight into the mental models of data requester and 
data provider with regard to the existing data govern-
ance process at the institution.

Figure 1. Mental models (inspired from D. A. Norman, 1988).
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It may seem unusual for only two interviews to be 
conducted in phase 1. We operated under the para-
meters of this new approach, called the one-interview 
method, in which there is only one interview per 
designer or user group. This method purports that 
this is a sufficient start to understand the same or 
different mental models of the designer and user 
groups involved. Hence, we conducted only one inter-
view per group, meaning in our case, two interviews (1 
data provider, 1 data requester) in total. Then, we 
validated the results of the two interviews with data 
from the second phase (the usability study) to ensure 
that the one-interview method is, in fact, a quick and 
effective method for healthcare research organisations 
to uncover the main problems in the process. The 
institution is in the process of developing a web appli-
cation that aims to automate the process of requesting 
healthcare data while adhering to the established data 
governance policies. Thus, in the second phase, we 
utilised the opportunity to conduct a usability study 
of a simulated model of the web application during its 
development phase (Albert & Tullis, 2013) by collect-
ing data about mental models of 12 participants. 
The second phase served to ensure validity of the 
results from the first phase.

4.1. Context and participants

The context of this study was a School of Medicine at 
a Midwestern university in the United States of 
America. The institution is in the process of develop-
ing a web application that aims to automate the pro-
cess of requesting healthcare data while adhering to 
the established data governance policies.

The participants identified for the study fulfilled the 
criteria of having experience in research with health-
care data. In the first phase, we adopted a narrative 
approach and recruited two participants using purpo-
seful sampling (Creswell, 2013). For the second phase 
(the usability study), participants were recruited until 

data saturation was reached. Out of 50 participants 
recruited for the study, 12 participants (58% female) 
were finally enrolled in the second phase, which was 
sufficient to identify a minimum of 82% to 90% of 
usability problems (Faulkner, 2003). The age range of 
enrolled participants was from 26 to 64 years old with 
an average age of 40 (see Table 2). The governance 
committee was composed of one data provider 
assisted by a software engineer for managing data 
accessibility, and both members were included in the 
study for collecting data in the second phase.

4.2. Data collection

In the first phase, individual in-depth interviews were 
conducted with identified users using a narrative 
approach (Creswell, 2013). IRB approval and partici-
pants’ consent were obtained before data collection. 
A semistructured interview protocol was applied to 
understand the mental models of data provider and 
requester regarding their workflows with the data 
governance and data accessing process. The interview 
protocol focused on four main parts that included 
questions about the user’s interaction with the system, 
potential difficulties, user opinion, and user reflection. 
The interview questions are listed in Appendix A. The 
interviews were conducted at user locations in the 
presence of an interviewer and an observer. Each ses-
sion lasted for 60 to 90 minutes and was video 
recorded.

Such interview questions help to uncover the men-
tal models. The interviewer can visualise the hidden 
mental models (the user’s understanding) by asking 
those questions. Then it becomes part of the discourse 
of the same or different understandings of the same 
process. If there are different understandings of the 
same data governance process (visualised by the 
means of mental models), the designer or data provi-
der can start to improve the process and the data 
governance system. That’s how the questions can be 

Table 2. Demographic details of the participants.
Phase 1: Narrative approach using mental model method with data provider and requester

Participant # Gender Role Age Profession
P1 Male Data Provider 45 Assistant Professor
P2 Male Data Requester 50 Post-doctoral Fellow

Phase 2: Usability study of the new prototype
P3 Female Data Requester 39 Associate Professor
P4 Male Data Requester 25 Medical Student
P5 Female Data Requester 28 Fellow Resident
P6 Female Data Requester 39 Associate Professor
P7 Male Data Requester 32 Fellow Resident
P8 Female Data Requester 42 Research Consultant
P9 Female Data Provider 26 Software Engineer
P10 Female Data Requester 35 Assistant Professor
P11 Female Data Requester 64 Assistant Director of Health Library
P12 Male Data Provider 45 Assistant Professor
P13 Male Data Requester 50 Post-doctoral Fellow
P14 Male Data Requester 58 Assistant Professor

JOURNAL OF BUSINESS ANALYTICS 5



used to understand the inherent challenges and 
improve the technical system and workflow or 
processes.

To validate the findings from the first phase, we 
conducted a usability study of the simulated model of 
the first prototype of the web application with 12 
participants in the second phase. The usability study 
involved a multimethod approach comprised of semi-
structured interviews (Creswell, 2013), participant 
observation, task-based usability tests with think- 
aloud (for two tasks) (McDonald et al., 2012), Single 
Ease Questionnaires (SEQ) (Sauro, 2018), and System 
Usability Scale survey (SUS) (Bangor et al., 2008). SEQ 
is a seven-point rating scale (1: very difficult; 7: very 
easy) provided to the users after they complete a task 
to assess task difficulty (Sauro, 2012). Usability ses-
sions were conducted in the presence of a test mod-
erator and an observer using Morae software. Morae 
software basically records how a participant interacts 
with the system under study; the participant gets pre-
defined tasks that s/he then conducts with the help of 
the system. These tasks mirror the main system goals. 
In addition, surveys can be integrated into Morae 
software that guides the participant process (Kim 
et al., 2012; Zhang et al., 2002). In our study, Morae 
measured the participants’ time on task, and collected 
data on surveys and questionnaires, such as SEQ for 
perceived task difficulty and SUS for user satisfaction. 
Each session lasted for 60 to 75 minutes. For the 
usability test, participants were asked to think aloud 
while completing two tasks on the system. The first 
task was to create and submit a data request and 
the second task was to review a submitted request. 
The observer made notes on participants’ behaviour 
and verbal responses and manually graded their task 
completion. Task completion was graded on a two- 
point scale: completed with ease (2 points), completed 
with difficulty (1 point), or failed to complete (0 
point). Written consent was taken from the partici-
pants at the beginning of the session. Sessions were 
video recorded and transcribed in English. We used 
multiple methods and instruments to generate 
a robust set of triangulated data to identify problems 
in the process of data accessibility with certainty.

4.3. Data analysis

Interview data collected in phase one were transcribed 
and analysed using a sociotechnical modelling method 
(Herrmann, 2009; Herrmann & Loser, 1999) inspired by 
the Sociotechnical Walkthrough (STWT) (Goguen, 1994; 
Herrmann et al., 2007). The STWT method is 
a systematic inspection of the communicative interaction 
between the organisation and its people, processes, and 
technical structures graphically represented as 
a sociotechnical concept through a semiformal modelling 
notation, known as SeeMe (Herrmann et al., 2007). 

SeeMe facilitates visualisation of complex decision- 
making software systems through multiple perspectives 
of its stakeholders and facilitates depiction of uncertainty 
and incompleteness in user workflows (Goguen, 1994; 
Herrmann, 2009; Herrmann et al., 2000). Two research-
ers, including a sociotechnical expert, reviewed and ana-
lysed the interview data several times, followed by 
creating a graphical representation of the process of 
accessing healthcare data using basic elements of the 
SeeMe tool, i.e., roles (e.g., end user, social aspect, rela-
tions), activities (e.g., change, completing task), and enti-
ties (e.g., documents, tools, computer systems) 
(Herrmann, 2009).

In the second phase, a usability study comprised of 
quantitative and qualitative data which were analysed 
by two researchers using multiple methods. Usability of 
the application was measured in terms of task effective-
ness (task completion success rate) and efficiency (time 
on task) (Preece et al., 2019), as calculated by Morae 
software (Kim et al., 2012). Morae data was cross vali-
dated by the data collected by the observer who tracked 
time on task through a stopwatch and task completion 
through manual grading (see section 4.2). Finally, 
descriptive statistics was used to calculate mean and 
range values for the overall quantitative data.

Qualitative data consisted of participant observation, 
interviews, and think-aloud responses. We analysed the 
interview data using open coding, followed by category 
development to identify higher-level concepts (Corbin & 
Strauss, 2008), such as a lack of process awareness and 
communication issues. For usability problems, first we 
identified the total number of problems detected through 
participant observation and think-aloud, followed by 
categorisation of the problems into layout, terminology, 
data entry, and comprehensive and feedback problems 
(Van Den Haak et al., 2003). Final interpretation of 
results was reviewed by a usability expert to establish 
interrater reliability. Data analysis was performed con-
currently with participant recruitment and enrolment of 
new participants continued until saturation of identified 
problems was achieved. When no new problems were 
identified by the participants, we ended the recruitment. 
Methods triangulation was used to ensure reliability by 
analysing qualitative data collected from phases one and 
two together with quantitative data collected in phase two 
to uncover meaningful information related to user beha-
viour and perceptions (Thurmond, 2001).

5. Results

In this section, we present the process of governance 
and accessibility of big healthcare data, as perceived by 
both the requesters and the providers. We begin by 
describing the data accessibility process as established 
by the governance committee from the perspective of 
the data provider, which serves a baseline model, and 
later compare it with the mental model of the data 
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requester. As results show, there are differences in the 
shared understanding of data accessibility between 
data provider and data requester, which make it diffi-
cult for the data requester to utilise the benefits of 
accessing data for their research purposes in a timely 
manner. To validate the results obtained from the one- 
interview mental model method, we later present the 
usability study results, and compare the results from 
the one-interview method with the usability study that 
was done with a larger population.

5.1. Data governance process: The data 
provider’s mental model

The data provider was a member of the Research Data 
Oversight Committee (RDOC) and acted as research 
data broker at the institution, responsible for data 
governance and request management. He described 

four categories of health data query and extraction 
for research purposes: (a) de-identified aggregated 
patient count, (b) de-identified row level patient 
data, (c) limited dataset, and (d) identified dataset. 
While the first two categories did not require an 
approved HIPAA waiver of authorisation or IRB 
approval, the last two categories required both. 
According to the data provider, health data was 
accessed for research purposes using two pathways: 
(a) using the I2B2 (Informatics for Integrating Biology 
and Bedside) web-client tool for self-service data 
queries and extraction and/or (b) requesting data 
queries and extraction through the data broker service 
by submitting the research data request form. The self- 
service data queries were administered through the 
I2B2 access control mechanism and were only allowed 
for de-identified data extraction that does not require 
a HIPAA waiver or IRB application. However, limited 

Step 7: Data request fulfillment documented and satisfaction feedback survey sent

Step 6: The dataset is sent to the PI of the study team upon completion

Step 5: The data broker will communicate with the study team for any clarifications

Step 4: The request is assigned to a data broker for query building and data extraction

Step 3: RDOC reviews and approves for data security and privacy standpoints (limited and identified 
data requests only); review is not needed for the de-idenfified dataset

Step 2: An admin verifies the request for completeness

Step 1: Submit research data request form

Figure 2. Requesting data queries and extraction through the data broker service by submitting the research data request form. 
(RDOC = Research Data Oversight Committee).

Figure 3. Data requester mental model of the data governance process.
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and de-identified data requests were mandatorily 
channelled through the research data broker service. 
Both processes were established as part of the research 
data governance process at the institution.

The data provider described the process of request-
ing healthcare data through the research data broker 
service in detail. Figure 2 illustrates the seven-step pro-
cess for requesting data, as established at the institution. 
The researcher submits the research data request form 
through the School of Medicine’s website (step 1) and 
the submission is verified by an administrator (step 2). 
The request is reviewed by RDOC for data security and 
privacy standpoints if the request is related to limited or 
identified data (step 3). There are no review require-
ments for the de-identified data requests. Then, the 
request is assigned to relevant institutional designated 
data broker personnel for building the queries and 
extracting the datasets from the research data ware-
house platforms (step 4). The data broker communi-
cates with the study team (including the data requester) 
for clarifications required in extracting the right dataset 
(step 5). Finally, the dataset is delivered to the study’s 
Principal Investigator (PI) (step 6). The data request 
fulfilment and dissemination of satisfaction feedback 
survey is documented for quality improvement pur-
poses (step 7).

The data provider shared his experience and chal-
lenges with the current process. From the lens of the 
data provider, the data request process was a rather 
manual process. The data provider (p. 1) stated, “We 
do not have the most sophisticated system of doing 
this. So, it is kind of a semiautomated process. 
Communication is the key in the process”. 
Communication among RDOC members, the data 
requester, and other stakeholders was mostly ad hoc 
via emails, and RDOC members communicated with 
stakeholders several times for clarification of the 
request and to ensure privacy and security of data 
delivery. The data provider shared, “They [RDOC 
members] can put their comments on the submitted 
request”. The verification and review steps involved 
a lot of back-and-forth communication and long wait-
ing periods for replies or clarification stretching the 
approval process to several weeks and months. In this 
regard, the data provider (p. 1) shared an example,

We could potentially ask for a due date from the 
researchers, but the challenge is they may not have 
a reasonable date. So, we do not have that component 
in the form. Instead, we try to communicate with 
them to try to understand the urgency and timeline.

The data provider experienced a lack of control over 
the communication process. According to the data 
provider, the PIs of the projects were not included in 
the communication process and were not aware of 
actions pending on their end. In this regard, P1 stated,

There is a study coordinator [data requester], PI, and 
data provider. You expect the person who has 
requested for data would communicate everything 
to the PI, but this may not happen. This is not good. 
PI of a project may be blinded out from 
a communication between data requester and data 
provider. Sometimes we respond to the study coordi-
nator [data requester] that the PI needs to take an 
action on it. We later come to know that PI was not 
communicated about it. Once the communication is 
out of our outbox, we have no control over whether 
an action will be taken over it. The question is how to 
make sure that the responsible person who is sup-
posed to take the next action will do the work?

Second, the data provider shared communication chal-
lenges due to delayed responses from the data requester 
and PI of the study, which slowed down the entire 
process of request fulfilment. For instance, he stated, 
“When we have questions, we send emails to the 
researcher, but the researcher does not respond back 
in a timely manner . . . they may not come back with an 
answer for a month”. The process of data extraction 
was extremely long and took several weeks to months 
to fulfil a request and deliver the data. In this regard, 
data provider expressed, “Actually, the data extraction 
takes most of the time. Review process goes in parallel”. 
According to the data provider, data extraction typi-
cally involved cleaning huge volumes of large datasets 
(minimum 1000 entries) sourced from multiple 
sources, which may mean it takes several weeks to 
deliver de-identified error-free data to the data reques-
ter. Furthermore, the data provider had to prioritise 
fulfilment of urgent requests (mostly funded projects) 
which had a limited time to publish results. To avoid 
queuing of projects and long periods of delay for basic 
research or non-urgent studies, the data provider had 
to fetch timelines from data requesters through emails. 
This email communication caused additional delay.

Third, the data provider pointed out challenges 
related to authorisation of data requesters which hinders 
request fulfilment process. P1 stated, “When someone is 
requesting data, we do not exactly know if that person is 
on the approved IRB paperwork. PI is always on IRB 
paperwork and has the right to decide whom to give 
access for data”. According to the data provider, a data 
requester might be a member of the study team request-
ing the data on the PI’s behalf but might not be 
authorised to receive the data. The data file is shared 
with the requester only after his/her authorisation is 
confirmed. In such cases, confirming requester’s author-
isation consumes additional time as it is performed 
through email communication. In this regard, the data 
provider stated,

Whenever you have the service model where commu-
nication is the key to get the best user satisfaction . . . 
communicating the information on time for request 
tracking is the key part. With multiple people, an inte-
grated platform for communication is always better, 
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instead of having ad hoc communication or email com-
munication . . . a dashboard where people can see what 
is pending for them or automatic reminder mechanism.

5.2. Data governance process: The data 
requester’s mental model

First, we present the data requester’s mental model of 
the process, as the user sees it, and later compare the 
provider and requester models. We argue later that this 
simple one-interview mental model method helps to 
reveal the problems with the process of accessing 
healthcare data at organisations, thereby providing an 
effective tool to the data provider to improve the 
process.

As discussed in the previous section, the School of 
Medicine shared access to the electronic health record 
data with researchers or clinicians for IRB approved 
research studies while maintaining institutional gov-
ernance. While the processes of request validation and 
data extraction take an exceptionally long time, some-
times more than three months, data requesters and 
data providers are mostly unaware of the issues on the 
other’s side. In Figure 3, using SeeMe modelling, we 
illustrate the data requester’s workflow, as described 
by the data requester (p. 2) in the interview. The data 
requester and provider (members of RDOC) are 
represented by red ovals (roles/users). The technology 
or system features used by the School of Medicine for 
data accessibility is highlighted in blue. The yellow 
boxes represent the activities of the users.

As described by the data requester, the process has 
six main activities, shown in order from left to right in 
the yellow boxes in Figure 3. First, new users request 
an I2B2 account by filling an electronic PDF (Portable 

Document Format) form (Request I2B2 Account). 
Second, after users receive the username/password in 
a week’s time, they run a query via I2B2 to check data 
availability in the system (Check Data Availability). 
Third, if sufficient data is available for research, users 
proceed to fill an electronic PDF data request form 
integrated in the system (Request Data). Fourth, the 
user receives notification of request submission. Fifth, 
users receive email communication from the data pro-
vider team regarding clarification and additional 
information for their research study. Sixth, upon ver-
ification of request, users receive email from RDOC 
confirming approval of request. The approval process 
may take a minimum of four weeks. Seventh, users 
receive the data file through a protected network, 
which may take a minimum of an additional four 
weeks.

While this process sounds easy, there are several 
difficulties that the requester experienced and shared, 
as outlined in following sections. The analysis of the 
interview with data requester yielded two major chal-
lenges which lead to the difference in mental models of 
data requesters and providers: (a) lack of process 
awareness and (b) communication issues.

5.2.1. Lack of process awareness
According to the data requester, users have trouble 
understanding the first step of the data request: creat-
ing an I2B2 account. The data requester, P2, 
explained,

If they are experienced researchers and are doing 
several projects, they may directly request the data. 
For new and inexperienced researchers, first step is to 

Figure 4. Simulated model displaying the request form for users.

JOURNAL OF BUSINESS ANALYTICS 9



request an I2B2 account. They may not be aware of 
this. Once we have the account, then we have access to 
the data request.

Furthermore, it is difficult for new users to understand 
the terminologies used in the electronic PDF forms. 
The data requester stated, “If someone is a new user, 
they would want to know what ICD code 
[International Classification of Disease] they need to 
enter in the form. When we have to type exact infor-
mation, we make mistakes”. Most importantly, P2 
pointed out that after he submitted the data request, 
the process was more like a black box for him.

Once I submit the data request then it is an internal 
process. It goes through some committee, which 
I don’t know. They need to approve it. I don’t know 
how they are extracting the data.

The electronic PDF forms in the system are not intui-
tive and there are no examples to follow or to help 
users understand the committee’s expectations from 
users. There is no way for users to understand how 
a requested dataset semantically qualifies as identified 
or de-identified. According to the data requester, 
knowledge of ICD codes and other medical terminol-
ogies are important to request correct data and be able 
to comprehend delivered data. As an example, data 
requester shared his experience. “It took me nearly six 
months to be able to understand what the terminology 
meant in the csv file shared by the data providers”. He 
further suggested,

If there is a drop-down menu option for filling the 
ICD codes, it would be very beneficial. It would help 
us avoid mistakes. If a sample form can be uploaded 
on the site as an example guiding users what format of 
information is expected in the blank fields, it will be 
very helpful for the users.

5.2.2. Communication issues
Communication formed an extensive part of the 
request fulfilment process. According to the data 
requester (p. 2), after submitting the request, users 
need to communicate back and forth several times 
with the data provider through emails to clarify their 
request. P2 shared his experience.

The communication majorly revolves around what 
data I need, they (data provider) will ask questions 
and I reply what I want to study. Then they ask more 
questions to narrow down the dataset to my specifica-
tions, for example, demographic information. That 
time we need to be careful to ask for what we need. 
Last time I asked for image data for glaucoma patients 
and my request was rejected. I got the answer that 
image data is not a de-identified dataset.

The issue in the current communication practice lies 
in the difficulty of explaining the details and specifics 
or describing the data requirement via email. This has 

negative consequences for the data requesters as it 
leads to lack of interest for him/her or loss of project 
funding because of time-sensitive issues.

The data requester pointed out that users cannot 
track the status of their request themselves and the 
wait period until the next communication from data 
provider is very long, often more than two months. 
There is also a long delay in request fulfilment, often 
extending to more than three months. The data 
requester said in regard to submitting a form, “ . . . it 
may take four weeks for request verification. We get an 
email from the assistant if the request is approved. 
From there onwards, it may take another four weeks 
for them to extract and send the data”. According to 
the data requester, delays in request fulfilment nega-
tively affects the research activities. Moreover, not all 
studies are funded and often researchers want to con-
duct self-study. He said,

Getting a research idea is a passing thing, when we 
read something, we get excited and we approach the 
institution to get the data. If getting the data takes two 
to three months, you lose interest. If data process is 
happening in a week’s time, you will follow it passio-
nately and may get a publication.

5.3. Data governance process: Comparing the 
two mental models

As we compare the mental models of data requesters 
and providers in regard to their understanding of 
accessing healthcare data, we find multiple gaps. To 
begin with, the data requester understands creating an 
I2B2 account to be the first step to request data, 
followed by submitting a PDF data request form to 
the data provider. Whereas, according to the data 
provider, I2B2 accounts are created for self-service 
where users can extract de-identified data themselves 
for their research studies as no approval is required for 
de-identified data. According to the data provider, 
a request has to go through them only if users require 
access to an identified dataset. This suggests that data 
requesters are not fully aware of the process of 
requesting data at the institution. Moreover, the data 
requester shared in the interview that users are not 
aware how their requested dataset qualifies for identi-
fied or de-identified data.

After receiving a data request, the data provider 
stated the next steps were request verification and 
approval, followed by delivery of data to the PI and 
a request for feedback of the service provided. Data 
providers communicate via email with the requesters 
when they require clarification of the request. 
However, the data requester emphasised that users 
are not aware of the steps that follow their submis-
sion of a data request form. According to the data 
requester, once they submit the PDF form, the rest of 
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the process is like a black box for them. They do not 
know whether a committee approval is needed or 
not, nor how a request is verified, approved, and 
fulfilled. While the data provider interprets the pro-
cess as simple, the data requester finds it challenging 
to wait for email communication from the providers 
as there is no other way to track the status of 
a submitted request.

5.4. Usability study results

To validate the approach of the one-interview mental 
modelling method, we used the differences in the men-
tal models of the data provider and requester for 
a traditional usability evaluation of the simulated 
model of the first prototype of the web application 
being developed. At the time of the study, the scope 
of the first prototype was enabling data requesters 
(users) to submit their request by filling their require-
ments in a web-based form (see Figure 4).

Once the request was submitted, the model evalu-
ated the risk of request. The model automatically 
approved no or low risk requests and displayed the 
updated status of the request on the dashboard (see 
Figure 5). Users could click their request id to view the 
results (dummy output). Total expected time to 
receive a response for no or low-risk requests was 
estimated as 60 seconds or lesser. High-risk requests 
evaluated by the model were put on hold for manual 
approval process and non-compliant requests were 
displayed as denied. At the time of the study, there 
was no time duration estimated for receiving a manual 
approval for high-risk requests since it was out of 
scope for the first prototype of the application. 
However, when compared with the previous process, 

the time difference between submitting a request and 
receiving a response from the system was way lesser as 
the data requesters interviewed for both the phases of 
the study, told us that the previous process took weeks 
to months to receive a response or request approval 
from the data providers.

The following usability study’s results indicate that 
the one-interview mental modelling method and the 
usability study highlight the same issues of the data 
request process. Table 3 summarises the quantitative 
data.

E!ectiveness and e"ciency. Task 1 (create and sub-
mit a data request) was a difficult task for the partici-
pants and average time taken to complete the task was 
19 minutes. According to the observer’s rating, all 12 
users completed Task 1 but with difficulty and all 12 

Figure 5. Dashboard displaying status (Approved/Denied/Manual Approval Required) of submitted requests.

Table 3. Descriptive statistics for quantitative usability data.
Task 1 (Create & submit 

a data request)
Task 2 (Review the status of 

your submitted request)

Participant

Time on 
Task 

(minutes) SEQ*
Observer 
rating**

Time on 
Task 

(minutes) SEQ*
Observer 
rating**

P3 18.53 4 1 3 5 0
P4 22.02 6 1 3.5 5 0
P5 12.17 4 1 5.23 2 0
P6 32.77 4 1 3.5 5 0
P7 15.82 6 1 5.05 6 0
P8 14.92 7 1 4.35 4 0
P9 22.05 7 1 9.42 5 0
P10 21.03 7 1 2.9 7 0
P11 18.93 2 1 5.72 1 0
P12 24.02 3 1 6.15 1 0
P13 18.43 7 1 4.28 6 0
P14 12.13 7 2 4.37 7 0
Mean 19:40 5.33 1.08 4:79 4.5 0
Median 18.73 6 1 4.36 5 0

Note: SEQ* (Single Ease Question): 1 – very difficult; 7 – very easy 
**Observer rating of task difficulty: 0 – Failed to complete; 1 – Completed 

with difficulty; 2 – Completed with ease

JOURNAL OF BUSINESS ANALYTICS 11



participants failed to complete Task 2 (review the 
status of your submitted request). For Task 2, the 
participants were asked to review the status of their 
submission by locating their submitted data request 
through a Request ID. All 12 participants were unable 
to find the Request ID of their submitted data request, 
and were therefore, unable to review the status of their 
request. The average time taken by the participants to 
give up Task 2 was 4.78 minutes. It was surprising to 
observe that for the SEQ rating (user rating of task 
difficulty where 1: very difficult and 7: very easy), the 
majority rated the tasks as easy. Task 1 was rated as 
easy by 58% (7/12) of participants and 67% (8/12) 
rated Task 2 as easy. The results indicate a gap between 
easy task design (it looked easy) and difficulty in 
actually completing the task as the users were not 
able to achieve the goal to request the data 
successfully.

User satisfaction. The average SUS score for the 
whole process was 66.75, which rates the system as 
marginally acceptable (scale 0–100; scores above 68 are 
considered above average) (Bangor et al., 2008). While 
42% (5/12) rated the system as below average (SUS 
score range was 27–60), 58% (7/12) rated it above 
average (SUS score range: 70–97).

While the simulated model estimated a maximum 
of 5 minutes to submit a request and 60 seconds or 
lesser to receive a response from the system 
(Approved/Denied/Manual Approval Required) for 
the submitted requests, the usability test results show 
that participants took an average of 20 minutes to fill 
the request form and approximately 5 minutes to 
review their request status. Following qualitative ana-
lysis of the usability study explains the reasons for the 
challenges experienced by the participants.

However, when comparing this new model with the 
previous process in place, the results show a time benefit 
as the new model simulated 20 to 30 minutes maximum 
to get a response from the system while the previous 
process took a minimum of 4 weeks to submit a request 
and several months (in some cases, more than 10 months) 
to receive a response back from the data providers 
depending on the complexity of the data request.

Qualitative analysis. Based on participants’ 
responses during the tasks with think-aloud and 
observation and information collected from the reflec-
tive follow-up interview, we grouped usability issues 
into five categories (Van Den Haak et al., 2003): (a) 
layout problems, (b) terminology problems, (c) data 
entry problems, (d) comprehensiveness problems, and 
(e) feedback problems (see Table 4).

Summarising participants’ feedback from the fol-
low-up interviews, several aspects of the process of 
request fulfilment that lacked clarity emerged. While 
the participants understood that they had to complete 
and submit a form to request data, they had trouble 
understanding how the form impacted their data 

request. In this regard, P10 expressed that she “ . . . 
was not sure what request was I making, later under-
stood that was for data request”. P5 shared a similar 
perception.

To me, the form [application] is really just about 
getting the ball rolling so that you’re starting 
a conversation with somebody. How do I go about 
getting the data extracted? I am curious what is it that 
they need from me to make it easier.

Participants expected to see information on how the 
request will be verified, processed, and approved. They 
were not sure if the description they provided in the 
form fell in the approved category or not. For instance, 
P9 expressed, “I don’t know what the resulting data 
format will be . . . what I receive in comparison to what 
I requested”. Participants had trouble understanding 
resulting output. In this regard, P3 stated,

What’s the universe of the data? So, for one patient, is 
all their information in a row. That’s not how the data 
is. So, if the data isn’t like that. What is it like . . . It’s 
hard to understand what constitutes the data if I can’t 
see?

After completion of the form, participants hit the 
submit button on the screen. At this point, partici-
pants did not receive any system response and were 
unable to locate the ID of their submitted request. 
According to the participants, the process appeared 
to be a black box to them, and they did not know what 
their next steps were. Participants did not know if they 
would receive any communication from the data pro-
viders regarding their requests. For instance, P2 asked, 
“Will I receive an email when the request has been 
responded to?” P5 shared a similar experience. “I did 
not receive any confirmation email regarding 

Table 4. Usability problems detected via participant 
responses.

Problem types identified through think-aloud, interviews, and 
observation

Problem Type Examples

Layout a) Participants cannot locate the ID of their 
submitted request to check status 
b) Participants found the order of fields in the 
request form to be random and redundant

Terminology a) Participants did not understand the 
terminologies used in the request form (e.g., 
“Datasetname”) 
b) Participants were confused between “how 
long do you need access to the data” and “how 
soon do you need access to the data”

Data entry a) Participants were not sure if the information 
they entered in request form was correct 
b) Drop down options provided for data entry 
did not match participants’ requirements

Comprehensiveness a) Help feature was missing 
b) Participants expected to see examples of 
filled forms

Feedback a) No error notification or alert when participants 
entered incorrect information or failed to enter 
information 
b) No edit/review/cancel options for submitted 
request

12 K. SINGH ET AL.



acceptance of my submission and the timeline of when 
I will get to know the results”. Participants were not 
able to find information on their submitted request 
and had trouble understanding their request status. In 
this regard, P11 expressed, “I wanted to see the status 
of my request, what I have filled, is it correct or not 
and by what date will I receive a response. I want to see 
an expected date of receiving the data”.

In summary, usability results in the second phase 
show a lack of understanding of the process of sub-
mitting a data request successfully. The participants 
had trouble understanding the process of verification, 
approval, and fulfiling of a data request which vali-
dates our findings from the first phase. Overall, the 
participants pointed out the need to have a clear 
understanding of the process of request fulfilment 
to be able to efficiently request data with minimum 
effort and time.

6. Discussion and Implications

6.1. RQ1: In what ways do the two user groups 
(data provider and data requester) have 
synergistic or di!erent understanding of the 
current process of requesting and accessing 
healthcare data in a multi-organisational 
environment?

The current process of data access at the organisa-
tion encompasses a formal governance structure 
and a designated committee for manually auditing 
the authorisation of data requesters and checking 
compliance of health data security standards 
(Khatri & Brown, 2010). Results from the first 
phase of the study showed a gap in the under-
standing of the data access process from the data 
provider and data requester perspectives. According 
to the data provider, there exists four categories of 
datasets, namely, (a) de-identified aggregated 
patient count, (b) de-identified row level patient 
data, (c) limited dataset, and (d) identified dataset. 
Only categories (c) and (d) have to be administered 
through the seven-step process of the data broker 
service (via the data provider) where an electronic 
PDF data request form has to be submitted to the 
RDOC committee by the study team. While the 
data provider interprets the process as simple, the 
data requester found the process of accessing data 
very complex and was not aware whether a request 
needs approval, and if it does, how it is verified, 
approved, and processed (Jonassen, 1995). There is 
a lack of understanding in the process of creating 
the data request. Through the one-interview 
method of mental models, we were able to identify 
the gaps in the understanding of the synergistic 
process between the data provider and the data 
requester. The usability results validated our 

findings from the first phase and confirmed that 
data requesters have expectations regarding the 
clarity of the process of accessing protected health-
care data.

6.2. Challenges in the current data governance 
process from both the data requester and data 
provider perspectives

Lack of understanding the process: In our study, we 
identified lack of understanding of the process of 
accessing healthcare data as a major challenge for 
data requesters. Our usability results further validate 
this finding. Lack of guidelines and clear instructions 
cause ambiguity at the data requester’s end (Nielsen, 
1994). Data requesters were not aware of the criteria of 
identified and de-identified datasets. Moreover, the 
terminology used in the request form and the deliv-
ered dataset was found to be complicated for data 
requesters to meaningfully comprehend output. 
According to Wang et al. (2018), there is a need to 
train stakeholders with skills to make appropriate use 
of healthcare data. They suggest hiring employees with 
data analytic skills or providing data analytics training 
courses to their employees to help data requesters use 
data in a meaningful way.

Communication issues: In this study, communica-
tion emerged as a key challenge in the process of data 
accessibility. The data requesters pointed out their 
struggle with long periods (minimum four weeks) of 
back-and-forth communication to explain their data 
requirements with data providers. Similarly, the data 
providers struggled to receive timely responses from 
the data requesters for request verification and 
approval. Furthermore, communication between the 
stakeholders was facilitated via emails. Once an email 
is sent, neither group had control over the commu-
nication process. Tse et al. (2018) demonstrate that 
roles and standards for communication, escalation of 
issues, and data monitoring should be defined at 
healthcare institutions to improve efficiency of data 
governance practice.

6.3. Practical implications: How to apply the 
one-interview mental model method to address 
data governance process challenges in other 
institutions

In this study, we used a new method called the one- 
interview mental model method to suggest a simple 
and quick method for data providers or designers in 
healthcare organisations to use as a start in uncovering 
the central issues in their current data requesting 
practices. The new method uses one interview per 
user/designer group, which in our study meant only 
two interviews as there were only two user groups – 
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the data requesters and the data providers. We vali-
dated the relevance and strength of the new method by 
conducting a usability study.

To analyse an existing data governance process 
(and to improve and simplify the data request pro-
cess), this one-interview mental model method, here 
applied, can help to understand the differences of the 
two different user groups (data provider and data 
requester). It is a simple method to use. Visualise the 
process by first asking the data provider to draw the 
process on paper, followed by interviewing him or her 
how he perceives the process. Then ask the data 
requester to draw the process of data accessibility, 
followed by interviewing him or her about how s/he 
experiences the process in reality. This method is 
based on the following premises.

● The data provider has a model in their mind of 
what the process looks like (i.e., a mental model).

● The data requester also has a mental model of the 
process in their mind.

● Provider and requester models may be the same 
or may differ partly or fully.

● The potential differences of the mental models 
give options on how to improve the data request 
fulfilment and governance process.

This approach can be used for data governance 
processes and is a very simple method to quickly 
reveal the misunderstandings and problems of the 
existing process. In the following, we enlist the five 
most important interview questions followed by 
a short paragraph on how to use the approach in the 
practice.

(1) (User interaction with the system) The data 
request is a process, and there are some tech-
nologies or technical system design approaches 
to support the process (e.g., PDF files, web 
application). Think back to the last time you 
used the system to request data. Can you 
describe the activities you did with the system? 
Please describe in detail. Please describe the 
process from the start to the end (what did 
you do first, then next, etc.).

(2) (System’s gaols and user responsibilities) 
According to you, what is the goal of the sys-
tem? What are your roles and responsibilities 
associated with the system?

(3) (Potential di"culties of use, if any) Based on the 
activities you just mentioned, when interacting 
with the system, do you have any confusion or 
uncertainty with the system? How easy or difficult 
is it for you to accomplish your goals with the 
system? Describe how you resolve these chal-
lenges (if any).

(4) (Additional user opinion) How do you describe 
your overall experience with the system? Is 
there anything you like or dislike about the 
system (if any)? Is there anything you want to 
do differently with the system?

(5) (Probe user re#ection) Is there anything about 
your experience that you want to share with us 
that we have not asked you today?

A narrative style free-flowing interview can be con-
ducted with the data requesters and data providers 
using the above open-ended interview questions. 
While the interview is unstructured, the interviewer 
must be prepared to gather information on specific 
issues. The interview is designed such that it can be 
conducted individually with each participant or 
together as a focus group with representatives from 
each group. Later, data analysis is performed using 
a modelling tool to illustrate the understanding of 
the process by each group. Areas of problems, uncer-
tainties, and confusion can be annotated in the illus-
tration. Participants’ quotes can be thematically 
analysed to support the illustration.

6.4. Limitations

Because of ethical considerations, we do not name the 
medical school we studied. We make the reader aware 
that some issues might be specific to that entity. We 
acknowledge that there can be additional issues of data 
accessibility in other contexts and other medical 
schools beyond or different than the issues we found. 
Although the results show the potential flaws of the 
current practice, they may not apply to everyone. 
However, the main message is that the one-interview 
method (applied in phase 1), nevertheless, is usable for 
all medical schools as our results indicate validated data 
(in the second phase). Hence, we argue that the method 
can be used by everyone to detect the individual issues 
in any protected data request process. Transferring of 
findings to a context other than healthcare may be 
tentative and should be applied carefully.

Results from qualitative interviews may not be gen-
eralisable. Nevertheless, we validated our findings 
through the usability study using multiple methods. 
We hope to reduce any limitation of sample size through 
rich analysis of quantitative and qualitative data.

It is also important to note that the interviewer may 
have a bias that may affect the validity and reliability of 
the findings of the study. Hence, for the accuracy of 
the findings, the interviewer needs to maintain 
a balanced attitude during the interview, avoid emo-
tionally loaded words (e.g., good system, bad system), 
use open-ended questions, and be careful when sum-
marising as it may lead to suggesting approval or 
disapproval of the content (Salazar, 1990).
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7. Conclusion

Data applications in the healthcare research commu-
nity target data requesters/consumers and data pro-
viders/custodians who are increasingly working 
synergistically towards data accessibility to contribute 
to the research field for finding solutions to critical 
medical problems (Groves et al., 2013). Healthcare 
organisations feel duly responsible for the security of 
sharing health records with data consumers for ethi-
cal reasons. Therefore, data governance is seen as the 
first step before providing access to data analytics 
(Groves et al., 2013; Patil & Seshadri, 2014). 
However, accessing healthcare data through the 
established governance structure at an organisation 
is a daunting task for data requesters. Through our 
study in an exemplary protected data governance 
environment, we found that data requesters experi-
ence a lack of understanding of the process of 
requesting and accessing data. Previous studies have 
pointed to the dynamic nature of data governance for 
healthcare institutions and suggest that “data govern-
ance should not be considered a one size fits all” 
(Reeves & Bowen, 2013, p. 86).

Our study suggests a simple method to identify 
problems in the existing data governance practices at 
healthcare institutions to help them improve the gov-
ernance and research practices. Our proposed one- 
interview mental modelling method is based on five 
interview questions and is a simple and easy method 
to apply for anyone who takes part of data governance 
in an organisation. By applying this method as 
described here, our study found communication issues 
and process awareness issues that suggest the necessity 
of a robust data governance and communication system 
for request fulfilment in the future (e.g., using digital 
technologies to support the process). Other organisa-
tions may find similar or different issues. In all cases, 
the results can be used as a start to improve the current 
data governance practices. The understanding of the 
basic process of data accessibility can be used as 
a foundation for further studies by researchers working 
on improving manual processes (human in the loop) 
and developing semiautomated (human on the loop) or 
fully automated (human out of the loop) systems for 
data accessibility processes in healthcare organisations.
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Appendix A Interview Questions

Part 1 - User interaction with the system
1. Think back the last time, when you used the system, 

can you tell me: what did you do with the system? So, you 
came to your office, and then you did what first (for exam-
ple, you clicked where to open the system and next step was 
to do what)? Please describe in detail.

Prompts (to probe the interviewee for details):
Activity related question

● Describe your activities with the systems.
● What are the primary activities that you need to use the 

system for?
● Do you have to wait for responses? How long is it 

usually? How long do you expect the system to take for 
the activity you described?

Roles /access related question

● What is your role and responsibilities?
● What level or kind of access do you have within the 

system? What can you do and not do in the system 
(technical roles: for example, edited or just read files?)

System related questions

● Describe the system. What is your main goal with the 
system?

● Can you describe or show us how you use the system for 
the activity/activities you mentioned?

● How long have you been using the system? On an 
average day, how much time do you spend with the 
system daily?

● Do you receive alerts in the system? Under what circum-
stances do you receive these alerts? Do you find these 
alerts helpful? Under what circumstances would you 
want to receive an alert in the system?

Others involved?

● When you are using the system, who else is using it? Is 
their access level different than yours? What level or kind 
of access do they have with the system?

● Do you need to communicate or follow-up with others 
for this activity?

Part 2 - User’s experience in terms of difficulty of use
2. Based on the process you just mentioned, when inter-

acting with the system, do you have any confusion or 
uncertainty on the system, or you encounter difficulties or 
not?

Prompts (to probe the interviewee for details):

● How easy or difficult is it for you to complete the goals 
that you mentioned?

● Do you encounter any difficulty with the activities you 
mentioned? If yes, what kind of difficulty? Is there any-
thing that prevents you from achieving the goals? (Which 
ones?) How do you resolve these difficulties? How long 
does it take for these issues/difficulties to get resolved?

● Do you have any flexibilities when using the system? 
Which ones?

Part 3 - User’s opinions
3. How do you describe your overall experience with the 

system?
Prompts (to probe the interviewee for details):

● What do you like most about the system?
● What do you like least about the system?
● What do you want to do differently? Any 

recommendations?

Part 4 encourages users to reflect
4. What have we not asked you today related to the system 

or process that you think would be valuable for us to know?
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