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Abstract

We propose to leverage lexical paraphrases
and high precision rules informed by news dis-
course structure to automatically collect coref-
erential and non-coreferential event pairs from
unlabeled English news articles. We perform
both manual validation and empirical evalua-
tion on multiple evaluation datasets with differ-
ent event domains and text genres to assess the
quality of our acquired event pairs. We found
that a model trained on our acquired event
pairs performs comparably as the supervised
model when applied to new data out of the
training data domains. Further, augmenting
human-annotated data with the acquired event
pairs provides empirical performance gains on
both in-domain and out-of-domain evaluation
datasets.

1 Introduction

Event coreference resolution aims to determine and
cluster event mentions that refer to the same real-
world event. It is a relatively less studied NLP
task despite being crucial for various NLP applica-
tions such as topic detection and tracking, question
answering, and summarization.

A typical event coreference resolution system
relies on scoring similarity between two event men-
tions in a document followed by clustering. How-
ever, event coreference chains are very sparsely dis-
tributed and only certain key events are repeated in
a document, which makes manually labeling many
event coreference relations very time-consuming.
Furthermore, event mentions tend to appear in ex-
tremely diverse contexts and few are accompanied
by a full set of their arguments. The two chal-
lenges, the absence of abundant human-annotated
event coreference data and the high diversity of
contexts containing coreferential event mentions,
make it hard to build effective event coreference
resolution systems.
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We aim to improve the effectiveness of event
coreference resolution systems by automatically
acquiring coreferential event pairs from many doc-
uments requiring minimal supervision. Specifi-
cally, coreferential event mentions are associated
with discourse function of sentences in a news doc-
ument (Choubey et al., 2020)'. We propose to
use them to identify sentence pairs that are likely
to contain coreferential event mentions as well
as sentence pairs that are likely to contain non-
coreferential event pairs. Consider the two exam-
ple sentence pairs below, each pair having an event
pair with synonymous trigger words.

(1): [People living in absolute poverty in rural areas of
the eight regions and provinces reduced to 14.52 million
from 30.76 million over the last decade.] [Yang admitted
, however , that ethnic minority regions still lagged far
behind the developed eastern regions and the government
still faced serious challenges to reduce poverty.]

(2): [At least 30,000 war-displaced people camped in
Angola’s central province of Kwanza-sul are being reset-
tled in productive areas, the official news agency angop
reported here on Friday.] [The resettlement is being car-
ried out jointly by the local municipal authorities of Seles,
located in southern Kwanza-sul, and the charity organi-
zation German Agro Action, the news agency said.]

In example (1), the first sentence describes a his-
torical event about the reduction in poverty during
the last decade, while the second sentence projects
the challenges of further reducing poverty in the
coming years. Here, the two reduce events are
non-overlapping in the temporal space and are non-
coreferential. On the contrary, in example (2), both
mentions for the event resettle refer to the same
real-world event and can be so ascertained by know-
ing that both sentences describe the same main

!The discourse roles are roughly based on the Van Dijk’s
theory of news discourse (Teun A, 1986). It assigns discourse
function to sentences in a news article, where the function is
characterized by the operative role of sentence’s content in
describing the main event, context informing events, and other
historical or future projected events
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event in a news article. In general, we can rec-
ognize pairs of sentences in news articles that are
likely to contain coreferential or non-coreferential
event mention pairs by knowing the sentence’s dis-
course function following Van Dijk’s theory.

To ascertain our hypothesis, we first use the dis-
course profiling system and dataset introduced by
Choubey et al. (2020) to identify the discourse role
for each sentence in a news article. Then, we use
multiple rules to capture the distributional corre-
lation between event coreference chains and dis-
course roles of sentences and collect a diverse set of
9,210 coreferential and 232,135 non-coreferential
event pairs>. To assess the reliability of the pro-
posed data augmentation strategy, we perform man-
ual validation on subsets of both coreferential and
non-coreferential event pairs. Then, we train event
coreference resolution systems using the acquired
data alone or using the acquired data to augment a
human-annotated training dataset.

We evaluate trained systems on two datasets, the
news portion® of the widely used benchmark eval-
uation corpus KBP 2017 as well as the news por-
tion* of the Richer Event Description (RED) corpus
(O’Gorman et al., 2016). Unlike the KBP corpora
that only consider eight event types for event coref-
erence annotations, the RED corpus comprehen-
sively annotates all the event types that appear in
a document, and is arguably the only comprehen-
sively annotated corpus of event coreference rela-
tions. Assuming the automatically acquired event
coreference data is not available, we also train a su-
pervised event coreference resolution system using
the KBP 2015 corpus’. On the KBP 2017 corpus,
the event coreference resolution system trained on
the acquired data performs slightly worse than the
system trained using the KBP 2015 corpus, the
human-annotated in-domain training data. But, on
the RED corpus, both the systems trained on either
the annotated KBP 2015 corpus or the acquired
data obtain roughly the same evaluation results.
Further, the system trained on combined annotated
KBP 2015 and automatically acquired data yields

>The acquired coreferential and non-coreferential
event pairs can be found at https://github.com/
prafulla77/Event-Coref-EACL-2021

3All the KBP corpora include news articles as well as
documents from discussion forums.

*In addition to news articles, the RED corpus contains
several other types of documents, including news summaries,
discussion forum posts, and web posts.

SWe only use the news articles from KBP 2015 to train the
supervised system.

the best results on both the KBP 2017 dataset and
the RED dataset.

Lastly, we evaluate all the trained systems on
a different text genre, discussion forum articles
from the KBP 2017 corpus, and found that all the
systems obtain comparable results. Overall, the
performance gain of all the trained systems on dis-
cussion forum documents is marginal compared to
a simple trigger word match baseline. Thus, in-
creasing training data size does not improve the
performance of an event coreference resolution sys-
tem on a new text genre. We suspect that, for gen-
eralization across different text genres, we may
require specialized learning algorithms, e.g., text
style adaptation, which is not in the scope of this
work.

2 Related Work

The existing literature on supervised event coref-
erence resolution primarily focuses on designing
pairwise classifier based on the surface linguis-
tic features such as lexical features comprising
of lemma and part-of-speech tag similarity of
event words (Bejan and Harabagiu, 2010; Lee
et al., 2012; Liu et al., 2014; Yang et al., 2015;
Lu et al., 2016; Cremisini and Finlayson, 2020),
argument overlap (Chen et al., 2009; McConky
et al., 2012; Sangeetha and Arock, 2012; Bejan
and Harabagiu, 2014; Yang et al., 2015; Lu et al.,
2016; Choubey and Huang, 2017), semantic simi-
larity based on lexical resources such as wordnet
(Bejan and Harabagiu, 2010; Liu et al., 2014; Yu
et al., 2016) and word embeddings (Yang et al.,
2015; Choubey and Huang, 2017; Kenyon-Dean
et al., 2018; Barhom et al., 2019; Zuo et al., 2019;
Pandian et al., 2020; Sahlani et al., 2020; Lu et al.,
2020), and discourse features such as token and
sentence distance (Liu et al., 2014; Cybulska and
Vossen, 2015). The resulting classifier is used to
cluster event mentions. The commonly used strate-
gies include agglomerative clustering that selects
the antecedent closest in mention distance that is
classified as coreferent or the antecedent with the
highest coreference likelihood (Chen et al., 2009;
Chen and Ng, 2014), hierarchical bayesian (Yang
etal., 2015) or spectral clustering algorithms (Chen
and Ji, 2009). In this work, we use the pre-trained
BERT model to extract both event and context
features and use agglomerative clustering to form
event coreference chains.

Supervised models suffer from a lack of human-
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annotated event coreference data. To address the
annotation scarcity problem, Peng et al. (2016)
proposed to learn structured event representations
on large amounts of text and use the similarity
score between two event representations to form
event coreference chains. Their model uses a small
human-annotated event coreference dataset to find
the appropriate similarity score threshold for link-
ing two events. Unsupervised models based on
probabilistic generative modeling have also been
successfully used for event coreference resolution
(Bejan and Harabagiu, 2010; Chen and Ng, 2015).
However, both semi-supervised and unsupervised
approaches have been found empirically lagging
behind the supervised models (Lu and Ng, 2018).

The closest to our work are weakly-supervised
and self-training methods that have been shown
useful for many information extraction and classifi-
cation tasks (Riloff, 1996; Riloff and Wiebe, 2003;
Xie et al., 2019). But, to the best of our knowl-
edge, we are the first to explore discourse-aware
strategies to automatically label event coreference
relations and use them exclusively or use them to
augment existing human-annotated data for train-
ing event coreference resolution systems.

3 Event Coreference Data Acquisition

To acquire coreferential event-pairs without direct
supervision, we first collect event trigger words
along with their potential set of coreferential event
mentions using The Paraphrase Database (PPDB
2.0) (Ganitkevitch et al., 2013; Pavlick et al.,
2015)°. Then, we use high precision rules in-
formed by the functional news discourse structures
(Teun A, 1986; Choubey et al., 2020) to identify
seed coreferential and non-coreferential event pairs
followed by a single bootstrapping iteration to col-
lect additional non-coreferential event pairs.

3.1 Identifying Coreferential Event Trigger
Candidates using The PPDB Database

We collect lexically diverse candidate coreferential
event pairs using the paraphrases from PPDB-2.0-s-
lexical (Pavlick et al., 2015) database. The corpus7
contains 213,716 highest scoring lexical paraphrase
pairs, each annotated with one of the equivalence,
forward or reverse entailment, and contradiction

A contemporary work by Meged et al. (2020) has also
studied the potential correlation between coreferential event
trigger words and predicate paraphrases.

"nttp://nlpgrid.seas.upenn.edu/PPDB/
eng/ppdb-2.0-tldr.gz

relation classes. First, we extract all the verb para-
phrase pairs as the potential event trigger words.
While event mentions can take other part of speech
types, we limit our paraphrase pairs to verbs to
ensure high precision among the collected event
trigger words. Additionally, many of the verb para-
phrase pairs include nominalization (e.g., investing
and investment), which adds to the syntactic diver-
sity in the event pairs without compromising their
quality. Then, among all verb paraphrase pairs, we
filter out only three relation classes, namely equiv-
alence, reverse entailment and forward entailment,
as the potential coreferential event pairs. The for-
ward and reverse entailment relations characterize
hyponym and hypernym relations, which are not
semantically equivalent but can often be corefer-
ential and thus, add diversity to the pairs. Finally,
we manually remove noisy event trigger words and
cluster the remaining event pairs through pivoting,
based on a common event trigger word shared be-
tween two paraphrase pairs®. Overall, we obtain
1023 clusters with an average of 3.375 event trigger
words per cluster.

3.2 Post-Filtering Paraphrase-based Event
Pairs using Functional News Discourse
Structure

To generate the news discourse structure proposed
by Van Dijk (Teun A, 1986; Van Dijk, 1988a,b) and
specify the discourse role of a sentence with respect
to events in the document, we use the discourse
profiling system proposed by Choubey et al. (2020).
Note that the above discourse structure is functional
(Webber and Joshi, 2012) and does not specify
relations between two discourse units. Instead, it
classifies each sentence in a document into one of
the eight content types. Each content type describes
the specific role of a sentence in describing the
main event, context informing events, and other
historical or future projected events.

The eight content types include main event (M1)
sentences that describe the most newsworthy event
of a news article. Sentences describing events
that happen recently and act as triggers for the
main event and events that are triggered by the
main event constitute the previous event (C1) and
consequence (M2) sentences respectively. The re-
maining context-informing events and states with
temporal co-occurrence with the main event are

8The processed event clusters are available at https:
//git.io/JtnMf
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covered in current context (C2) sentences. In ad-
dition to the above four content types, a news ar-
ticle may contain sentences describing lesser rel-
evant events such as historical events (D1) that
temporally precedes the main event by months and
years, anecdotal events (D2) that are unverifiable
personal account of incidents, evaluation (D3) con-
taining reactions from immediate participants, ex-
perts or known personalities and expectation (D4)
that projects the possible consequences of the main
event.

Among the eight content types, events described
in main event sentences are central to the main
news topic. They routinely appear in headline and
sentences of other content types and consequently
are more likely to form event coreference chains.
On the contrary, events in the historical event con-
tent type are restricted to describing certain histori-
cal background and might only be mentioned once
in the document. Additionally, events mentioned
in previous event sentences tend to happen before
those in main event and consequence sentences,
and are unlikely to be coreferential with the events
from the later two content types. Overall, content
types provide cues for determining whether the
events from a certain sentence possess coreferen-
tial event mentions and we leverage them to locate
both coreferential and non-coreferential event pairs
in a news article. Our event coreference data acqui-
sition method works in two phases.

Rule-based Filtering to extract Coreferential
and Non-coreferential Event Pairs: In the first
phase, we extract both coreferential and non-
coreferential event mention pairs based on their
respective rules. Specifically, two event mentions
from the headline or main event sentences with syn-
onymous event trigger words are identified as coref-
erential event pairs. Considering that coreferential
event mentions are very sparsely distributed, sim-
ple trigger-word matching is extremely noisy and
damaging when used to train an event coreference
classifier. However, narrowing coreferential event
mention pairs to synonymous event trigger words
from main event sentences or headline significantly
eliminates false coreferential event pairs. To get
non-coreferential event pairs, we require both trig-
ger words to be non-synonymous and belong to ei-
ther the same sentence or two sentences of different
non-main content types. Further, considering that
events in historical event sentences tend to precede
the main event by months and years, we identify

non-synonymous event pairs with one mention in a
historical event sentence and another mention in a
main event sentence as non-coreferential. The lat-
ter rule allows us to also acquire non-coreferential
event pairs with one event from main event sen-
tences, adding to the overall diversity of the ac-
quired dataset.

Distilling Non-coreferential Event Pairs with
Synonymous Trigger Words: All the non-
coreferential event pairs acquired in phase one
have non-synonymous trigger words. However, we
know that many of the synonymous words are non-
coreferential. Therefore, to further diversify the
acquired event coreference data, we use the second-
phase bootstrapping to extract non-coreferential
pairs with synonymous trigger words. We once
again leverage the temporal separation between his-
torical and other content types. We first identify
synonymous event pairs that have one mention in a
historical sentence and another mention in any non-
historical sentence as candidate non-coreferential
pairs. Then, we use an event coreference classifier
trained on the dataset extracted in phase one to fil-
ter out high scoring non-coreferential event pairs
(likelihood > 0.9) from the candidate pairs.

3.3 Statistics of Acquired Coreference Data

We use Xinhua news articles’ from the English
Gigaword (Napoles et al., 2012) corpus to acquire
coreferential and non-coreferential event pairs us-
ing the proposed methodology. We limit the num-
ber of coreferential and non-coreferential event
pairs for each trigger word to 20 and 200, respec-
tively, to ensure diversity and reduce repetitions
of common event trigger words. We compare our
acquired event pairs with the KBP 2015 corpus,
which has 179 news documents annotated with
eight event types and 38 event subtypes. It is
the most widely used corpus for training a within-
document event coreference resolution system. Ta-
ble 1 shows the number of event pairs obtained
in the first and second phases of our data acquisi-
tion strategy and the human-annotated KBP 2015
corpus. Overall, the total number of extracted coref-
erential event pairs is more than twice the number
of pairs in news documents from the KBP 2015
corpus. Note that we can increase the number of
acquired pairs by expanding the synonymous event

°The discourse profiling system (Choubey et al., 2020) ob-
tains the best performance on Xinhua news articles compared
to NYT and Reuters
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Data # Coref | # Non-Coref
Rule-based (Phase I) 9210 226776
Distillation (Phase II) 0 5359
KBP 2015 4401 106383

Table 1: Number of coreferential and non-coreferential
events pairs acquired through the proposed methodol-
ogy and the human annotated KBP 2015 corpus.

Row | Data Prec. 80% CI

1 Synonyms: Coref 49.0 | 45.3-52.6
2 Synonyms: Non-Coref | 51.0 | 47.3-54.6
3 Phase I: Coref 83.0 | 80.3-85.6
4 Phase I: Non-Coref 99.3 | 98.6-100
5 Phase II: Non-Coref 93.0 | 90.0-96.0

Table 2: Precision (Prec.) and bootstrap 80% confi-
dence interval (80% CI) score of precision for acquired
event pairs based on human evaluation.

trigger word list or the unlabeled news article col-
lection.

3.4 Manual Evaluation of Acquired Event

Pairs

We randomly selected 300 event pairs from each
of the coreferential and non-coreferential samples
extracted in the first phase, 100 event pairs from
non-coreferential samples distilled in the second
phase, and 300 event pairs having synonymous
event trigger words to evaluate the proposed data
acquisition methodology. Then, we asked a human
annotator to validate all the 1000 samples manually.

Table 2 shows the precision and bootstrapped
80% confidence interval of precision for event pairs
from each category. Rows 1 and 2 show that only
49% of synonymous event pairs are coreferential
while the remaining are non-coreferential. By com-
paring rows 1 and 3, we can see that limiting coref-
erential event pairs to the synonymous event trigger
words from the headline and main event sentences
improves the precision from 49% to 83%. As
shown in rows 4 and 5, our rules achieve high preci-
sion in identifying non-coreferential event pairs as
well, achieving 99.3% for event pairs with non-
synonymous trigger words acquired in the first
phase and even 93% for event pairs with synony-
mous trigger words acquired in the second phase.
Note that the high precision of non-coreferential
event pair identification in both phases is partly due
to the distributional sparsity of event coreference
chains.

4 Event Coreference Resolution System

We design a neural network-based mention-pair
classifier for event coreference resolution. We rep-
resent each event pair using 50 context words to the
left and right of the first and second event trigger
words respectively, and with the maximum of 200
words in between the two event words'°.

Given the event context (w1, ., €1, ., €2, ., W),
we first transform the context words se-
quence to word embeddings sequence
(bwiy -5 bely -y be2, ., bywn) using the pre-trained
Bert-Large-uncased model (Devlin et al., 2019).
Then, we model the semantic associations between
two event mentions by measuring similarity
between their event embeddings (be1, be2) through
element-wise product and difference. Further, we
obtain context embedding (C') through maxzpool
operation over the word embeddings sequence to
model contextual cues. While the context provides
important cues for identifying coreferential event
mentions, it may not always be relevant for
resolving coreference links. For instance, many
event trigger word pairs such as (“injuries”,
“recommended”) are extremely unlikely to exhibit
coreferential relations irrespective of their context.
Therefore, we use the similarity between event
embeddings to control the context input and use
them only in the scenarios where event trigger
words are likely to possess coreferential link. To
achieve so, we apply linear neural layer over
element-wise product and differences of two event
mention embeddings followed by the sigmoid
activation, and multiply them with context em-
bedding C'. Finally, we concatenate the resulting
set of embeddings and then use a three-layer
feed-forward neural network classifier to score the
coreference likelihood. The exact formulation of
the coreference classifier is described in Eq. 1.

(bw1.be1.bea.bun) = BERT (w1 .€1.62.w,)] € R™*10*
C = maxpool (bw, ., be1, ., bea, ., buwn) € R

51 = sigmoid(W7 (buwr © bua) + b)) € R

so = sigmoid(Ws (buw1 — buo) 4 b3) € R'**

R= [bwl © bw2; bt — buw2;s1 © Ch 52 © C] € R0%6

g = Wg(gelu(Wg(gelu(WgR + bg)) + bz)) +bs €R
(H

We train the model using binary cross-entropy
1%We take 100 context words to the right and left of the first

and second event trigger words respectively when the number
of context words in between them exceeds 200.
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loss. During inference, we use the best-first cluster-
ing approach, where we select the antecedent hav-
ing the highest pairwise coreference score based
on the coreference classifier, to build event chains.

5 Experiments

5.1 Datasets and Evaluation Setup

We use the news documents from the KBP 2016
for validation, and use news documents from KBP
2017 and RED corpora as well as discussion forum
documents from the KBP 2017 corpus to evaluate
the usefulness of our acquired data'!. KBP 2016,
KBP 2017 and RED corpora contain 85, 83 and
30 news documents respectively, and KBP 2017
has 84 discussion forum documents. KBP corpora
have been widely used for evaluating in-document
event coreference resolution systems. We further
evaluate our models on the RED corpus to examine
systems’ performance across different event types.
KBP 2016 and 2017 corpora are annotated using
a subset of 20 subtypes from 38 subtypes used in
KBP 2015. On the contrary, RED documents are
comprehensively annotated with event coreference
relations with no restriction on event types or sub-
types, thus, allowing us to evaluate coreference
resolution performance on a broad range of events.
Besides, we evaluate the performance of models
across text genres by evaluating our models trained
with news articles on KBP 2017 discussion forum
documents.

Following previous work on event coreference
resolution, we evaluate all the event coreference res-
olution systems using the official KBP 2017 scorer
v1.8. The scorer employs four coreference scoring
measures, namely B3 (Bagga and Baldwin, 1998),
CEAFe (Luo, 2005), MUC (Vilain et al., 1995) and
BLANC (Recasens and Hovy, 2011) and the un-
weighted average of their F1 scores AVGp;. In
addition, since MUC directly evaluates pairwise
coreference links, we also report MUC precision
and recall scores.

5.2 Implementation Details

We use an ensemble of multi-layer feed-forward
neural network classifiers to identify event men-

"ECB+ (Cybulska and Vossen, 2014) is another popular
dataset for evaluating event coreference resolution. However,
documents in ECB+ are selectively annotated, comprising only
of event mentions and within-document coreference chains
that are relevant to cross-document event coreference chains.
Since our data acquisition methodology is designed for col-
lecting within-document event pairs, we decided to exclude
evaluations on the ECB+ corpus.

tions (Choubey and Huang, 2018) for both news
and discussion forum documents in KBP 2017 cor-
pus. For the RED corpus, we use gold event men-
tions as that event extraction system can identify
events from only eight event types annotated in
KBP 2015 corpus. The coreference classifier uses a
three-layer feed-forward neural network with 1024-
512-1 units for scoring coreference likelihood. Two
single-neural layers, used to transform element-
wise dot product and difference between two event
embeddings used for controlling context input, use
1024 units each. All hidden activations are fol-
lowed by dropout with the rate of 0.1 for regular-
ization (Srivastava et al., 2014). All models are
trained using AdamW optimizer (Loshchilov and
Hutter, 2017; Kingma and Ba, 2014) with four dif-
ferent learning rates (le-4, 5e-5, le-5, 5e-6) and for
maximum of 100,000 updates. We use the batch
size of 16 and evaluate the model after every 5,000
steps. The epoch and learning rate yielding the best
validation performance, average F1 score on KBP
2016 news documents, are used to obtain the final
model. Bert model is kept fixed during the train-
ing. All experiments are performed on NVIDIA
GTX 2080 Ti 11GB using PyTorch 1.2.0+cu92
(Paszke et al., 2019) and HuggingFace Transformer
libraries (Wolf et al., 2019).

5.3 Baseline Systems

Trigger Match (+Paraphrase): It links event
mentions with the same trigger word (or are lexical
paraphrases) as coreferential. Trigger match is a
strong baseline for event coreference resolution.

Feature-based Classifier: The neural network
classifier that uses GloVe (Pennington et al., 2014)
based event trigger word embeddings and binary
features indicating argument overlaps.

Choubey and Huang (2018): It models correla-
tions between event coreference chains and doc-
ument topic structures through a heuristics-based
ILP formulation and has achieved the best event
coreference resolution performance to date on both
KBP 2016 and KBP 2017 datasets.

5.4 Our Systems

KBP 2015, Paraphrase-based pairs, Post-
Filtering Paraphrase pairs and KBP 2015+Post-
Filtering Paraphrase pairs: The mention pair
model, proposed in § 4, trained on different combi-
nations of acquired and human-annotated datasets.
KBP 2015 is trained on event pairs from news docu-
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ments in the KBP 2015 corpus. Paraphrase-based
pairs is trained on paraphrase event pairs without
rules-based filtering (§3.1). Post-Filtering Para-
phrase pairs is trained on paraphrase event pairs
that are filtered using rules defined over news dis-
course structure (§3.2). KBP 2015+ Post-Filtering
Paraphrase pairs is trained on aggregation of KBP
2015 and Post-Filtering Paraphrase event pairs.

Student Training: The mention pair model trained
using the recently proposed self-training approach
with a student network (Xie et al., 2019). We first
train a teacher mention pair model on the KBP
2015 corpus, then use the teacher model to anno-
tate samples from unannotated news articles. We
use the same set of event pairs from Xinhua articles
in the Gigaword corpus, set the same upper bound
of 20 coreferential and 200 non-coreferential pairs
per event trigger word. Also, to allow fair com-
parisons, we selected only high scoring event pairs
(likelihood > 0.9) and collected 11,390 coreferen-
tial and 272,083 non-coreferential pairs. Finally,
we train a new student network with the combined
KBP 2015 and teacher-annotated event pairs.

Masked Training: The mention pair model
trained on all annotated and automatically acquired
(or teacher annotated in case of student training
model) event pairs. However, to limit the over-
dependence on lexical features'?, we replace both
the event trigger words with the [MASK] token
for all acquired event pairs. Annotated event pairs
from KBP 2015 are left unchanged.

5.5 Results and Analysis

The first segment in Table 3 shows the results for
all models on KBP 2017 news articles corpus. The
mention-pair model trained on KBP 2015 corpus
using pre-trained language model and larger event
context outperforms both local feature-based as
well as the discourse-structure aware previous best
model (Choubey and Huang, 2018), outperforming
Choubey and Huang (2018) by 2.26 points in aver-
age F1 score. The improvement is consistent across
all metrics. Specifically, the used mention pair
model gains MUC F1 score by 9.76 and 3.33 points
over feature-based and discourse aware systems,
indicating that BERT-based embedding is more
effective in resolving coreference links without ex-
clusively modeling event-arguments or discourse-
related features. The model trained on event pairs

12 All acquired event pairs are either synonyms or exhibit
hypernym or hyponym relations

acquired following the proposed automatic strat-
egy also outperforms Choubey and Huang (2018)
by 1.24 and 0.56 points on MUC F1 and average
F1 scores respectively. However, this model does
worse than the equivalent model trained on KBP
2015 data, which can be explained by the related
distribution of KBP 2015 and KBP 2017 datasets.
Overall, training the model on KBP 2015 data com-
bined with the acquired event pairs performs the
best, outperforming both models trained on KBP
2015 only and the one trained with student training
by 1.04 and 0.14 points respectively.

As shown in the second segment of Table 3, the
improvement in the average F1 of the model trained
on KBP 2015 over the trigger match baseline re-
duces to 2.3 points on the RED news articles cor-
pus, compared to 5.69 points on KBP 2017 news ar-
ticles. Mainly, RED annotates all event types while
KBP has only 8 event types, and the change in
event domains affects the overall performance gain
of model. The model trained on our Post-Filtering
Paraphrase event pairs performs similarly to the one
trained on KBP 2015, implying that the former gen-
eralizes similarly to the model trained on human-
annotated data when applied to new data out of
the training data distribution. Similar to the perfor-
mance gain on KBP 2017 news articles, combining
both KBP 2015 and acquired event pairs improves
the average F1 on RED news articles, achieving
the highest average F1 gain of 3.98 points against
the trigger match baseline. Note that student train-
ing also improves performance on RED news arti-
cles. However, it is 1.26 points lower on average
F1 score than the KBP 2015+ Post-Filtering Para-
phrase pairs model.

In the third segment of Table 3, we compare
the performance of all models on a different text
genre by evaluating them on the discussion fo-
rum documents from the KBP 2017 corpus. With
shared event types, the model trained on KBP 2015
achieves the best result with 1.76 points improve-
ment in the average F1 score over the lemma match
baseline. The model trained using acquired event
pairs, Post-Filtering Paraphrase pairs, achieves
performance comparable to the model trained on
KBP 2015. However, combining the KBP 2015
data with acquired event pairs (the model KBP
2015+ Post-Filtering Paraphrase pairs) does not
further improve the performance. Overall, we ob-
serve that none of the models obtain substantial per-
formance improvement. The smaller improvements
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Model [ b, [ ceafert [ MUCR [ mucp [ MUCF1 [ blancri [ AVGF1
KBP 2017 News Articles
Trigger Match 48.96 45.67 26.16 | 36.63 30.52 29.30 38.61
Trigger Match+Paraphrase 48.92 45.35 27.36 | 36.41 31.25 29.83 38.84
Feature-based Classifier 50.24 48.47 - - 30.81 29.94 39.87
Choubey and Huang (2018) 50.35 48.61 - - 37.24 31.94 42.04
KBP 2015 51.57 50.90 3391 | 50.49 40.57 34.15 44.30
Paraphrase-based pairs 48.10 42.36 38.05 | 37.01 37.52 31.64 39.91
Post-Filtering Paraphrase pairs 50.94 47.81 31.77 | 48.77 38.48 33.19 42.60
KBP 2015+Post-Filtering Paraphrase pairs | 52.29 50.50 35.24 | 55.23 43.03 35.53 45.34
Masked Training 52.10 50.72 36.31 53.02 43.10 35.51 45.36
Student Training 51.85 49.91 38.18 | 49.73 43.20 35.83 45.20
Masked Training 5191 50.12 37.11 | 50.82 42.90 35.50 45.11
RED News Articles
Trigger Match 88.07 84.21 42.63 | 35.14 38.52 64.34 68.78
Trigger Match+Paraphrase 87.18 83.09 47.16 | 33.87 39.43 64.88 68.65
KBP 2015 88.33 85.48 52.38 | 39.08 44.76 65.77 71.08
Paraphrase-based pairs 82.01 76.74 68.02 | 30.39 42.01 63.09 65.96
Post-Filtering Paraphrase pairs 89.25 86.70 4739 | 41.63 44.32 63.75 71.0
KBP 2015+Post-Filtering Paraphrase pairs | 89.25 86.96 56.00 | 43.40 48.91 66.74 72.96
Masked Training 89.16 86.90 58.04 | 4331 49.61 67.50 73.29
Student Training 87.91 84.95 59.18 | 39.30 47.23 66.70 71.70
Masked Training 88.11 84.92 58.50 | 39.69 47.29 67.44 71.94
KBP 2017 Discussion Forum Documents
Trigger Match 37.29 39.15 20.36 19.06 19.69 18.25 28.59
Trigger Match + Paraphrase 36.94 38.52 21.26 19.13 20.14 18.14 28.44
KBP 2015 38.11 38.67 2533 | 23.76 24.52 20.10 30.35
Paraphrase-based pairs 35.58 34.30 28.65 | 21.37 24.48 19.19 28.39
Post-Filtering Paraphrase pairs 39.12 41.52 17.34 | 20.75 18.89 18.81 29.59
KBP 2015+Post-Filtering Paraphrase pairs | 37.43 38.16 26.24 | 22.27 24.09 20.01 29.92
Masked Training 38.33 39.64 21.71 20.68 21.19 19.19 29.59
Student Training 36.80 36.68 28.80 | 22.68 25.38 20.08 29.73
Masked Training 37.06 38.01 22.77 | 20.00 21.29 17.51 28.47

Table 3: Results for event coreference resolution systems on the KBP 2017 and RED corpora. Feature-based
Classifier results are directly taken from Choubey and Huang (2018). The results are statistically significant us-
ing bootstrap and permutation test (Dror et al., 2018) with p<0.01 between Post-Filtering Paraphrase pairs and
Paraphrase-based Pairs and p<0.002 between KBP 2015+ Post-Filtering Paraphrase pairs+Masked Training and

KBP 2015 models on both KBP 2017 and RED news articles test sets.

Further, results for KBP 2015+ Post-

Filtering Paraphrase pairs+Masked Training are statistically significant compared to both Student Training and
Student Training+Masked Training with p<0.002 on the RED news articles test set.

for all models on discussion forum documents, with
the increased data size, also indicate the need for
specialized learning algorithms to build a model
that can generalize to a new text genre.

Post-Filtering Paraphrase Filtering and
Masked Training: The model trained on Post-
Filtering Paraphrase event pairs outperforms
the one trained on paraphrase-based pairs by
2.69 and 5.04 average F1 points on KBP 2017
and RED news articles test sets respectively.
Using news discourse structure-based rules to
first constrain coreferential event paraphrase
pairs within main sentences or headline and then
add non-coreferential event paraphrase pairs
from historical sentences inhibits the model
from exclussively relying on lexical features.
Further, masked training helps to completely

circumvent any bias induced in a model by limiting
coreferential event pairs to lexical paraphrases,
which slightly improved the average F1 score.

Distributional Analysis of Predicted Coreferen-
tial Event Pairs across different Discourse Con-
tent Type Pairs: Finally, we analyze the dis-
tribution of predicted coreferential event pairs
across sentence pairs with different discourse con-
tent types on the validation dataset. We use the
gold coreferential event pairs to identify the top
10 content type pairs of sentences that most fre-
quently contain coreferential event mention pairs.
Then, for the models trained on KBP 2015, Post-
Filtering Paraphrase pairs and their combination
with masked training, we report true-positive, false-
positive, and false-negative predictions, shown in
Figure 1. To ensure uniformity with rules used in
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Figure 1: Distributions of Predicted Coreferential Event Pairs across different Discourse Content Type Pairs.

§3.2, we merge the headline with main sentences.

Contrary to the rule that exclusively acquires
coreferential event pairs from main sentences or
headline, the classifier trained on acquired event
pairs predicts coreferential event pairs across all
discourse content type pairs. Notably, the Post-
Filtering Pairs model predicted a comparable num-
ber of coreferential event pairs, 248, 244 and 240,
in the (M1, M1), (M1, D3) and (D3, D3) content
type pairs respectively. However, the number of
true positives in (M1, M1) content pair is more than
twice the number in either of the (M1, D3) or (D3,
D3). This is expected given that the distribution of
gold coreferential event pairs is normally skewed
towards (M1, M1).

In comparison, models trained on KBP 2015 or
combined KBP 2015 and Post-Filtering pairs have
lower false-positives while exhibiting similar dis-
tributions for true-positive predictions. Intuitively,
despite second phase bootstrapping to include non-
coreferential paraphrase pairs, the model trained
solely on acquired event pairs focuses on lexical
features more than the model trained on human-
annotated corpus. On the other hand, masked train-
ing effectively overcomes excessive reliance on lex-
ical cues and helps achieve a higher true positive
rate without increasing false positives.

6 Conclusions and Future Work

We presented an automatic data acquisition strategy
for event coreference resolution by mining the func-

tional news discourse structure. We performed both
qualitative and empirical studies to determine the
effectiveness of our proposed strategy. We found
that the model trained on automatically acquired
event pairs performs similarly to the model trained
on human-annotated corpus when evaluated on the
test set covering general event domains. Further,
augmenting acquired event pairs to existing human-
annotated data improves the performance of the
model on both training-domain and broader domain
test sets. For future work, we intend to develop new
training algorithms to improve the generalization
capability of models on a new text genre. Further,
we plan to evaluate a similar event coreference data
acquisition strategy for new languages.
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