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The two-dimensional semiconductor phosphorene has attracted extensive research interests for potential ap-
plications in optoelectronics, spintronics, catalysis, sensors, and energy conversion. To harness phosphorene’s
potential requires a better understanding of how intrinsic defects control carrier concentration, character,
and mobility. Using density-functional theory and a charge correction scheme to account for the appropriate
boundary conditions, we conduct a comprehensive study of the effect of structure on the formation energy,
electronic structure, and charge transition level of the charged vacancy point defects in phosphorene. We pre-
dict that the neutral vacancy exhibits a 9-5 ring structure with a formation energy of 1.7 eV and transitions
to a negatively charged state at a Fermi level 1.04 eV above the valence band maximum. The corresponding
optical charge transitions display sizeable Frank-Condon shifts with a large Stokes shift of 0.3 eV. Phospho-
rene vacancies should become negatively charged in n-doped phosphorene, which would passivate the dopants
and reduce the charge carrier concentration and mobility.

I. INTRODUCTION

Black phosphorus is the most stable allotrope of phos-
phorus and was synthesized accidentally in 1914 when
white phosphorus was subjected to the high pressure of
1.2 GPa and a temperature of 473 K.1–3 Like graphite,
black phosphorus is a layered crystal held together by
weak van der Waals forces. One hundred years after
its discovery, black phosphorus was mechanically exfo-
liated into a few-layered form.4,5 This two-dimensional
(2D) form of phosphorus, named phosphorene, is the
only elemental 2D material besides graphene that can be
mechanically exfoliated.5 Phosphorene has been widely
studied for various applications in energy technology,6,7

electronic devices,5 catalysis,8,9 and sensors,10,11 due
to its high carrier mobility,5 optical and electronic
anisotropy,12,13 and tunable bandgap.12 Fig. 1 shows that
single-layer phosphorene displays an anisotropic puckered
honeycomb structure comprised of two layers of phospho-
rus atoms bonded by sp3 hybridized orbitals.14,15

For the use of phosphorene in electronic devices, it is
paramount to determine the formation energy of point
defects and understand their effect on the electronic
properties. Obtaining this information from experiments
alone is difficult due to the high concentration of de-
fects and impurities introduced during synthesis and
the difficulty in establishing thermodynamic equilibrium.
Computational methods, such as density-functional the-
ory (DFT), provide a reliable approach to predict de-
fect properties in semiconductors and complement ex-
periments.16–19 For DFT calculations of charged defects
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FIG. 1. (Color online) Structure of 2D phosphorene with a
single vacancy point defect. a) The top view shows the 9-
5 ring (turquoise lines) formed by relaxation of the defect
structure. b) 5-5-6-6 ring (turquoise lines) formed when the
structure is relaxed without breaking the symmetry.

in 2D materials with plane-wave basis sets, unphysical
electric fields appear in the vacuum region of supercell
calculations that require correction.18–20

Several computational and experimental studies inves-
tigated neutral point defects in phosphorene.21–24 How-
ever, only a few address the charged defects in phos-
phorene25–27 even though in field-effect transistors, these
native point defects can become charged and reduce
the charge carrier mobility.5 The previous DFT stud-
ies disagree on the charge transition levels (CTLs) of the
phosphorene vacancy. Guo and Robertson26 reported a
[+1/−1] CTL 0.24 eV above the valence band maximum
(VBM), while Gaberle and Shluger27 predicted a [0/−1]
CTL at 0.55 eV. In the previous studies the effect of de-
fect configuration on the electronic structure has not been
thoroughly investigated. Therefore, there is a need to
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conduct a comprehensive study of the effect of the struc-
ture and apply recently developed correction schemes19

to accurately calculate and validate the formation energy
and charge transition levels of vacancies in phosphorene.

The prevalent approach28 for defect calculations em-
beds the defect into periodic supercells of increasing size
to reduce the defect-defect interactions and converge the
defect properties to the dilute limit.16,29,30 However, ad-
ditional care must be taken when performing such calcu-
lations for charged defects due to spurious electrostatic
interactions between the defect and its periodic images
and the homogeneous compensating background charge.

In this work, we calculate the vacancy formation en-
ergy in phosphorene considering the q = −1, 0,+1 charge
states. We employ the Freysoldt-Neugebauer correction
method19 to account for the spurious electrostatic in-
teraction between the defect charge and its images and
the compensating background charge. We show that this
method enables calculations of defect formation energies
to within 0.1 eV accuracy in moderately sized simulation
cells of 96 and 140 atoms. We discuss the electronic char-
acter of the defect state in terms of the relevant orbitals
and the projected density of states. We predict a va-
cancy formation energy of 1.7 eV for the neutral vacancy
and a [0/−1] CTL at 1.04 eV above the valence band
maximum (VBM). This deep acceptor level exhibits a
strong electron-lattice coupling with a large Stokes shift
of 0.3 eV that could be measured by photoluminescence.
The results show that intrinsic vacancy defects in phos-
phorene lead to deep acceptor levels that can compen-
sate n-type dopants, trap charges, and scatter electrons,
thereby reducing the carrier concentration and mobility.

II. METHOD

A. Density Functional Theory

We perform DFT31,32 calculations to characterize the
stability, charge transition levels, and density of states
of various structures of the vacancy in phosphorene.
We use the plane-wave code VASP33–36 with the pro-
jector augmented wave method.37 For the exchange-
correlation functional, we employ the Perdew-Burke-
Ernzerhof (PBE)38 generalized gradient approximation
(GGA) and the strongly constrained and appropriately
normed (SCAN) meta-GGA approximation.39 A plane-
wave basis cutoff energy of 520 eV and a k-point den-
sity of 1000 per reciprocal atom for the Brillouin-zone
integration with a Monkhorst-Pack mesh40 ensure en-
ergy convergence to within 1 meV/atom. We perform
spin-polarized calculations and relax the atomic struc-
tures until the energy difference between subsequent in-
teractions was smaller than 0.001 meV for the simulation
cell.

First, we relax both lattice vectors and ionic positions
of the pristine rectangular four-atom unit cell of single-
layer phosphorene obtained from MaterialsWeb.org41 to

TABLE I. Calculated lattice parameters a and b, fundamental
bandgap Eg, and averaged permittivity, εr, of phosphorene,
calculated with the PBE and SCAN functionals compared to
literature and experimental values.

a (Å) b (Å) Eg (eV) εr
PBE 3.29 4.62 0.91 15.44
SCAN 3.28 4.60 1.28 12.50
HSE06 1.6
PBE42 3.30 4.61 0.91
HSE0642 3.30 4.50 1.56
G0W0

43 2.06
Exp.44,45 2, 2.2

determine the equilibrium lattice parameters, shown in
Tab. I. Then, from the relaxed unit cell, we create su-
percells of size 4 × 3, 6 × 4, and 5 × 7 with 48, 96, and
140 atoms, respectively. For the defect calculations, we
remove one phosphorus atom per supercell, fix the lat-
tice parameters to the equilibrium lattice constant of the
pristine material, and relax only the ionic positions. This
constraint enables the calculation of the elastic dipole of
the defect, i.e., the derivative of the defect energy with
respect to strain, and hence the calculation of the forma-
tion energy for small changes in the lattice constant if de-
sired. To determine the energy convergence with respect
to vacuum spacing, we investigate interlayer spacings of
10, 20, and 30 Å.

Table I shows the lattice parameters, fundamental
bandgap, and permittivity (static dielectric constant) for
phosphorene calculated using the PBE and SCAN func-
tionals. The lattice parameters match well for both func-
tionals. However, the calculated band gaps underesti-
mate the experimental fundamental bandgap by about
1 eV, typical for semi-local exchange-correlation func-
tionals. The meta-GGA functional SCAN somewhat im-
proves the bandgap, and the hybrid functional HSE0646

yields a value closest to experiment. The experimental
optical bandgap of phosphorene is 1.3 eV due to a strong
exciton binding energy of 0.9 eV.45 To accurately repro-
duce the fundamental and optical gap of phosphorene
requires computationally demanding many-body G0W0

and Bethe-Salpeter calculations,43 beyond the scope of
this work.

B. Defect Formation Energy and Charge Transition Level

The formation energies of point defects in different
charge states in semiconductors determine their charge
transition levels (CTLs) and equilibrium concentrations
as a function of the Fermi level.16,47 The defect formation
energy, Ef [X

q], of a defect X with charge q is given by

Ef [X
q] =Etot[X

q]− Etot[host]−∑
i

niµi + q (εF + εv) + Ecorr,
(1)



3

where Etot[X
q] and Etot[host] are the total energies of

the supercell containing the defect X and the pristine
host structure, respectively, ni denotes the number of
atoms of type i added or removed by the creation of the
defect, and µi denotes their chemical potentials. For the
single-component material phosphorene, the chemical po-
tential µP is the energy per atom of pristine phosphorene.
For the charged defects, the Fermi level, εF , represents
the energy of the electron reservoir in the material, and
we reference εF to the VBM of the host material, εv.
The term Ecorr comprises the correction for the spurious
electrostatic interactions between the charged defect and
its periodic images and the homogeneous compensating
background charge.30,48–50

In 2D materials, the compensating charge background
generates a quadratic potential across the vacuum re-
gion, which causes an unphysical linear divergence of the
monolayer energy with increasing vacuum spacing.18–20

We utilize the Freysoldt-Neugebauer correction, which is
applied in postprocessing and neither requires additional
defect calculations nor relies on fitted parameters. The
correction energy is obtained from a Gaussian approxi-
mation for the local defect charge density and aligns the
long-range potential calculated for the defect potential
with the model potential.19,50,51 The method requires as
input the electrostatic potential of the host and defect
simulation cell and the permittivity. We calculate the
permittivity using DFT, assuming that the monolayer is
dielectrically isotropic, i.e., the in-plane (ε‖) and out-of-
plane components (ε⊥) are equal. The computed per-
mittivity tensor (εsc) includes contributions from both
the slab and the vacuum spacing in the unit cell, with
the in-plane components acting in parallel and the out-
of-plane component acting in series, resulting in the av-
eraged permittivity for the monolayer of52,53

εslab =
εsc‖ − 1

1− (εsc⊥)−1
. (2)

Next, we calculate the thermodynamic charge transi-
tion level [q/q′] which is defined as the Fermi energy at
which the defect formation energy of the charge state q
(Ef(X

q)) equals that of the charge state q′ ([Ef(X
q′)]),

[q/q′] =
Ef(X

q; εF = 0)− Ef(X
q′ ; εF = 0)

q′ − q
, (3)

where, Ef(X
q, εF = 0) is the defect formation en-

ergy of Xq at the VBM. The thermodynamic or adi-
abatic transition levels correspond to sufficiently slow
processes in which the system fully relaxes to its new
ground state. Hence the formation energies in Eq. (3)
are evaluated for the relaxed charged defects. For in-
stantaneous transitions occurring on time scales much
shorter than lattice relaxations, such as in optical exci-
tations, the atomic configuration is frozen. These op-
tical transition levels are obtained from the formation
energies for the different charge states with the same

atomic configuration.17 In general, specific finite-size cor-
rections for optical (vertical) transitions from charged ini-
tial states are required to account for the frozen-in screen-
ing response of the ions.54,55 In phosphorene, however,
the screening is purely electronic since the Born effective
charges vanish for symmetry reasons. The corrections
therefore reduce to the difference of the standard charge
corrections according to the initial and final charge state,
respectively.

III. RESULTS AND DISCUSSION

A. Defect structure

The relaxation of the neutral vacancy defect leads to
two different configurations depending on the initial sym-
metry. Starting from the pristine phosphorene supercell
with one atom removed and preserving the mirror sym-
metry leads to the 5-5-6-6 ring structure.22,56 However,
when breaking the symmetry by perturbing a neighbor-
ing atom to the vacancy, the structure relaxes to the
lower energy 9-5 ring configuration22 shown in Fig. 1(a).
The observed distortion for the neutral vacancy in phos-
phorene is similar to the reconstruction surrounding the
vacancy in graphene, which leads to the formation of a
new bond saturating two of the three dangling bonds
with a single dangling bond remaining for geometric rea-
sons57,58 and giving rise to a five- and nine-membered
ring structure. However, Guo and Robertson26 reported
that the negative vacancy in phosphorene does not dis-
play the 9-5 ring structure of the neutral and the positive
vacancy. We did not observe such discrepancy and find
that the 9-5 ring structure is the lowest in energy. We
note that if the symmetry is not broken during the relax-
ation process, the structure relaxes to the higher energy
metastable 5-5-6-6 structure.26 The discrepancy may be
due to the use of different functional as they use screened
exchange (sX) hybrid density functional.59

The calculated vacancy defect formation energy for the
5-5-6-6 structure is 1.95 eV, whereas the 9-5 structure
has a lower energy of 1.59 eV (PBE). The calculated
defect formation energies for both structures match those
reported in the literature.22,56,60 The transition from 5-
5-6-6 to 9-5 ring has a shallow energy barrier. When we
perturb the atoms near the defect by 0.08 Åin 5-5-6-6 ring
structure, the structure relaxed to the 9-5 ring structure.
As this small perturbation moves the structure to the
lowest energy indicates that the energy barrier between
the two structures is very low. Also, Kundu et al.61 show
in their study that the energy barrier is 5 meV between
the 5-5-6-6 structure and 9-5 ring structure. Therefore,
in the equilibrium state, the defect always shows up in
9-5 ring structure.

The new bonds which form the 9-5 rings have bond
length of 2.33 Å, which is larger than the bond length in
pristine phosphorene of 2.24 Å. The relaxed structures
of the neutral and +1 charged P vacancy are essentially
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TABLE II. Calculated defect formation energy for neutral
vacancy defect with the two ring structure. The ring structure
depends upon the broken and the unbroken symmetry

Structure PBE SCAN
9-5 1.64 eV 1.72 eV
5-5-6-6 1.95 eV 2.28 eV

identical. However, the ring structure around the nega-
tively charged defect is further distorted; the 4 bonds on
the left side of the ring shrink while the ones on the right
increase in length. The changes in bond lengths are less
than 0.1 Å, hence, the 9-5 ring structure is maintained.

Next, we calculate the formation energies of the
charged vacancy defects and the charge transition lev-
els and characterize the electronic structure of the lower
energy 9-5 ring structure.

B. Energetics

We compare the corrected defect formation energies
for the vacancy in 96 and 140-atom simulation cells with
interlayer vacuum spacings of 10, 20, and 30 Å. For the
neutral defect in the 96 and 140-atom cells, the formation
energies changes by less than 10 meV when the vacuum
spacing increases from 20 to 30 Å. For the charged cases,
the energy correction removes the linear divergence of
the uncorrected formation energy with increasing vac-
uum spacing. The corrected formation energies of the
charged vacancy in the 96 and 140-atom cells differ by
70 and 5 meV, respectively, for vacuum spacings of 20
and 30 Å.

The corrected formation energies for the neutral and
negatively charged vacancy show a similar convergence
with respect to supercell size, indicating that the energy
correction removes the in-plane electrostatic interactions
between the charged defects. The formation energy of
the neutral vacancy changed from 1.64 eV for the 96
atom cell to 1.59 eV for the 140 atom cell. The forma-
tion energy for the positively charged vacancy exhibited
a stronger dependence on the in-plane cell size due to the
defect state being below the VBM, resulting in the excess
charge being delocalized in the 2D material, which is not
accounted for by the correction scheme. Overall, we es-
timate that the defect formation energies are converged
to within about 0.1 eV for the supercells of 96 atoms and
vacuum spacings of 20 Å and use this supercells for the
characterization of the vacancy.

Fig. 2 shows the formation energies of the charged va-
cancy obtained with the PBE and SCAN functional and
compares the resulting thermodynamic(turquoise and
bittersweet lines) and optical (purple) charge transition
levels to the band edges obtained with the PBE, SCAN,
and HSE06 functional using vacuum level as the common
reference. The vacancy exhibits a [0/−1] charge transi-
tion inside the bandgap at 0.65 and 1.04 eV above the

[-1    0]

[+1/0] [0/-1]
 [0   -1]

Energy (eV)

FIG. 2. (Color online) Defect formation energies of the
charged vacancy defects in phosphorene as a function of Fermi
level calculated with the PBE and SCAN functional. The re-
sulting thermodynamic (turquoise and bittersweet) and op-
tical(purple) charge transition levels are compared with the
valence and conduction band edges from PBE, SCAN, and
HSE06 using the vacuum level as a common reference. The
vacancy only shows a [0/−1] charge transition inside the
bandgap, close to the conduction band minimum. The dif-
ferences in energy between the thermodynamic and the opti-
cal transition levels corresponding to absorption 0→ −1 and
emission −1→ 0 indicate large Franck-Condon shifts for the
deep acceptor level of the vacancy.

VBM for the PBE and SCAN functional, respectively.
The [0/−1] charge transition occurs close to the conduc-
tion band minimum (CBM), indicating that the vacancy
in phosphorene acts as a deep acceptor. The [+1/0]
charge transition falls well inside the valence band region,
indicating that positively charged vacancies do not occur
in monolayer phosphorene. For the 5-5-6-6 ring structure,
which is not the ground state, the charge transition lev-
els are outside the band gap region. Optical transitions
occur on time scales too fast for structural relaxations.
Therefore, the energy difference between the neutral and
negatively charged vacancy without relaxations provides
an estimate of the optical CTLs for absorption [0→ −1]
of −4.1 eV and emission [−1 → 0] of −4.4 eV relative
to the vacuum level. The large observed shift in the op-
tical CTL relative to the thermodynamic CTL in Fig. 2
indicates sizable Franck-Condon shifts and a combined
Stokes shift of 0.3 eV for the phosphorene vacancy that
could be measured by photoluminescence.

The intrinsic phosphorene vacancy defect could be neu-
tral or negatively charged depending upon the Fermi
level position. This could lead to two possible excita-
tion and emission processes. When the defect is neg-
atively charged, such as in n-type doped phosphorene,
an electron could be excited from the filled defect state
to the CBM absorbing a photon of 0.38/0.57 eV energy
(SCAN/HSE06), and the emission would occur when an
electron jumps from the CBM to the defect state with the
emitted photon energy of 0.09/0.28 eV (SCAN/HSE06).
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FIG. 3. (Color online) DOS for (a) the neutral and (b) the negatively charged vacancy projected onto the s and p orbitals
of the atoms nearest to the vacancy defect calculated with the SCAN functional. The grey shaded regions indicate the DOS
of pristine phosphorene. The energies are plotted with respect to the vacuum level. The dashed line indicate the Fermi level.
(c)–(f) Isosurfaces of the charge density for the defect levels labeled A, B, and C (top and bottom view of the slab). (g,h) The
top and bottom view of the simulated STM image for peak B in the density of states. The STM images are nearly identical
for the defect level in the bandgap of the neutral and negatively charged vacancy.

Similarly, when the defect is charge neutral, such as in
undoped or p-doped phosphorene, an electron could be
excited from the VBM to the empty defect state, cre-
ating a hole in the VBM and absorbing 1.13/1.32 eV
energy (SCAN/HSE06), and the emission would occur
when an electron moves from the defect state to fill the
VBM hole emitting a photon of 0.84/1.03 eV energy
(SCAN/HSE06). The SCAN functional predicts that
this entire process takes place in the infrared and the mi-
crowave regime depending upon the nature of the defect
charge. The more accurate band edges from the HSE06
functional indicate that the emission and absorption oc-
cur in the infrared region.

With the Stokes shift in the infrared region, phospho-

rene could have applications in biosensing and solar con-
centrators. Doped graphene quantum dots based fluores-
cence biosensor have shown remarkable biosensing ability
that have potential applications in biomedical applica-
tions.62 Also, tandem solar concentrators with two dif-
ferent absorption onsets, one in the near infrared region
and the other in the visible region have demonstrated
improved power conversion efficiency for collecting sun-
light.63
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C. Density of States

To characterize the electronic structure of the vacancy,
we calculate the electronic density of state (DOS) and
charge density. Fig. 3(a,b) shows the DOS projected
onto the s and p orbitals of the P atoms neighboring the
vacancy for the negatively charged and neutral defect,
illustrating that the defect state predominantly exhibits
px and py orbital character. For the neutral vacancy, the
singly occupied defect level is spin-polarized. The occu-
pied state (A) occurs inside the valence band while the
empty state (B) remains in the bandgap. For the neg-
ative vacancy, the defect level (C) becomes doubly oc-
cupied and is inside the bandgap. Fig. 3(c-e) illustrates
the charge density of the defect orbitals corresponding to
peaks A, B, and C. The defect charge density is strongly
localized on the p states of the P atoms surrounding the
vacancy and extends in the x and y directions, validat-
ing the DOS results. The DOS is shown with respect
to the vacuum level. Calculating the vacuum level for
the neutral case is straightforward; however, care must
be taken when calculating the vacuum energy for the
charged cases. First we obtain the vacuum level in the
pristine supercell. Then we subtract the contribution
from the electrostatic artifact obtained from FNV cor-
rection scheme to remove the unphysical quadratic po-
tential and account for the alignment term due to the
background charges.

Comparing defect orbitals obtained from DFT with
scanning tunneling microscopy (STM) dI/dV images can
help verify a defect’s type and nature.64 Fig. 3(f,g) shows
the simulated STM images from the top and the bot-
tom of the monolayer obtained from the projected charge
density between 0.25-0.4 eV above the VBM that cor-
responds to the peak B in the density of states. The
top view shows a characteristic asymmetry in the simu-
lated STM image for the defect state inside the bandgap
of the neutral vacancy with the 9-5 ring structure that
can help experimental validation. The STM images are
nearly identical for the negatively charged vacancy. The
image shows that the vacancy defect state is dominated
by a p orbital localized on the neighboring P atom, sim-
ilar to its charge density.

Importantly, the energy of the peaks for the defect
states in the DOS differ from the CTLs since the DOS
and band structure illustrate the one-electron Kohn-
Sham energies while the true CTLs correspond to total
energy differences of different charge states that include
the many-electron contributions to the energy from ex-
change and correlation and the charge correction. There-
fore, the DOS cannot accurately predict the position of
CTLs.

The choice of exchange-correlation functionals affects
the position of the band edges and CTLs. In this study,
PBE and SCAN predict similar defect formation energies
leading to the qualitatively same conclusions. Similarly,
we do not expect the usually more accurate HSE06 func-
tional to change the conclusion of our results. In our

previous study of the vacancy in 2D MoS2, the HSE06
functional predicts a larger bandgap than SCAN but re-
tains the [0/−1] CTL at the same position relative to the
vacuum level.65 If assuming a similar behavior in phos-
phorene, the [0/−1] CTL would occur about 1.2 eV above
the VBM.

We compare our structure and charge transition level
with two previous studies. Guo and Roberson26 reported
a [+1/−1] CTL within the bandgap. However, the ap-
plied charge correction66,67 did not account for the vary-
ing dielectric profile and large vacuum spacing specific to
2D materials. Gaberle and Shluger27 reported a [0/−1]
CTL at 0.55 eV above the VBM, which closely agrees
with our result of 0.7/1.04 eV for PBE/SCAN. For charge
correction, they extrapolate the defect formation energy
to the infinite supercell.68 The difference in the CTL en-
ergy may be due to the choice PBE0-TC-LRC hybrid
functional and the charge correction method.

IV. CONCLUSIONS

We computed the relaxed strucure and defect forma-
tion energies for charged single vacancies in monolayer
phosphorene, utilizing the charge correction scheme de-
veloped by Freysoldt and Neugebauer to restore the ap-
propriate electrostatic boundary conditions. We find that
the symmetry broken 9-5 ring configuration is the ground
state structure for the neutral and charged vacancies.
The neutral vacancy has a formation energy of 1.7 eV
and undergoes a charge transition to the negative state
at a Fermi level of 1.04 eV above the valence band max-
imum within the bandgap. Hence, phosphorene’s sin-
gle vacancy acts as a deep acceptor that could passivate
dopants in n-type phosphorene and reduce the carrier
concentration and mobility. We predict that the de-
fect level in the bandgap exhibits p-orbital character that
can be revealed by scanning tunneling microscopy. The
optical charge transition levels display sizeable Frank-
Condon shifts and a large Stokes shift of more than
0.3 eV, providing possible opportunities for biosensing
and photovoltaics applications.
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