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Abstract—In this article, we develop a learning-based secure
control framework for cyber-physical systems in the presence
of sensor and actuator attacks. Specifically, we use a bank of
observer-based estimators to detect the attacks while introduc-
ing a threat-detection level function. Under nominal conditions,
the system operates with a nominal-feedback controller with the
developed attack monitoring process checking the reliance of the
measurements. If there exists an attacker injecting attack sig-
nals to a subset of the sensors and/or actuators, then the attack
mitigation process is triggered and a two-player, zero-sum differ-
ential game is formulated with the defender being the minimizer
and the attacker being the maximizer. Next, we solve the under-
lying joint state estimation and attack mitigation problem and
learn the secure control policy using a reinforcement-learning-
based algorithm. Finally, two illustrative numerical examples are
provided to show the efficacy of the proposed framework.

Index Terms—Attack estimation, cyber-physical security, dif-
ferential games, mitigation, reinforcement learning (RL).

I. INTRODUCTION

YBER-PHYSICAL systems (CPSs) are systems that

integrate sensing, control, and actuation components
via a communication network. Cyber-physical security has
attracted considerable attention in recent years [1]-[7]
with a prominent focus on securing against adversarial
attacks [8]-[11]. More specifically, recent work has focused on
the effects of specific types of attacks, for example, deception
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and denial-of-service attacks [12]; false data-injection
attacks [13], [14]; and replay attacks or covert attacks affecting
system stability, performance, and/or state recovery.

Recently, increasing attention has been focused on the
detection and identification of attacks [15]-[20], with sev-
eral notions, such as detectability and identifiability of an
attack [13], [19] and sparse detectability and sparse strong
detectability [9] introduced in the literature. Chong et al. [10]
introduced the notion of observability under attacks and
pointed out that in order to characterize the resilience of a
system against sensor attacks, the system must be observable
under attacks, which requires the number of uncorrupted sen-
sors to be larger than twice the number of the attacked sensors.
Using [10], an adaptive switching framework was developed
in [9] to address the problem of secure state estimation in
the presence of sparse sensor attacks. Mo et al. [21], [22]
formulated a binary random state detection problem as a min—
max optimization, where an attacker can manipulate less than
half of the sensors. In [11], a satisfiability modulo theory
approach was presented to harness the complexity of secure
state estimation under sensor attacks.

Further research on cyber-physical security has been done
addressing various classes of attacks. In particular, Zhu and
Martinez [23] considered replay attackers who maliciously
repeated the messages sent from the operator to the actuators,
and analyzed the system performance degradation under an
attack-resilient receding horizon control law. Yuan et al. [24]
considered denial-of-service attacks and developed a coupled
design framework that incorporated a cyber configuration pol-
icy and robust control. Furthermore, considerable attention
has focused on false data-injection attacks and several results
have been obtained on secure state estimation and attack miti-
gation strategy under such attacks [13], [18], [25], [26]. An
observer-based, event-triggering consensus control problem
was investigated in [25] for a class of discrete-time multiagent
systems with lossy sensors. The remote state estimation
problem was studied in [26] in the presence of resource
constraints. For adversarial sensor and actuator attacks,
Jin et al. [8] developed an adaptive control architecture with
guaranteed uniform ultimate boundedness of the closed-loop
system when the attack signals are time varying and partial
asymptotic stability when the attack signals are time invari-
ant; Kanellopoulos and Vamvoudakis [27] developed a secure
control algorithm that consists of a proactive and a reactive
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defense mechanism, where the proactive mechanism utilizes
a stochastic switching structure to alter the parameters of
the system, while hindering the attacker’s ability to conduct
successful reconnaissance to the system and the reactive mech-
anism detects potentially attacked components, by leveraging
online data to compute an integral Bellman error.

To address cyber-physical security in CPS, several machine-
learning techniques have been introduced in [28]-[31].
Reinforcement learning (RL) is a machine-learning tech-
nique that enables the learning of optimal control actions by
interacting with the environment [32], [33]. It refers to a class
of methods that design adaptive policies that can learn the
solutions in real time to user-prescribed, optimization-based
problems [34], [35]. By considering different cyber-physical
layers, several game-theoretic methods have been proposed
in [36] and [37], which consider the interaction between the
defender and the attacker. Without any knowledge of the
system model, Vamvoudakis et al. [38], Gao et al. [39], and
Modares et al. [40] proposed RL-driven methods to learn the
optimal solutions under persistent adversaries. The strategies
proposed in [7], [10], and [11] can be adapted to the solution
of attack estimation problems. However, most of these results
have a static nature; that is, they do not update and adapt the
control policy to ensure that the CPS can continue to perform
well under attacks. This can affect the safety of the CPS and it
can potentially subvert system stability or deteriorate system
performance.

Although An and Yang [9], [41]; Chong et al. [10]; and
Mousavinejad et al. [16] proposed several observer-based
or filter-based attack monitoring strategies, they have not
used a threat-detection level function to characterize each
estimator. Moreover, because of the scalar property of the
threat-detection level functions, there is no need to know the
values nor the structure of such estimators. In this article, we
develop a learning-based secure framework for CPSs in the
presence of sensor and actuator attacks. Specifically, we use a
bank of observer-based estimators to detect the attacks while
introducing a threat-detection level function. Furthermore, our
work provides a new direction for the secure control problem
in the presence of sensor and/or actuator attacks, which is dif-
ferent from [8], [9], and [17] that require the attacked system
to run under a secure model by switching to a secure con-
trol strategy. Thus, if there is no attack, then the optimization
is reduced to the nominal performance function. Once the
attacker affects the performance of the system, a two-player,
zero-sum differential game is formulated and a joint state esti-
mation and attack mitigation problem is solved using RL. The
advantage of using an RL-driven attack mitigation strategy is
that the attack signal applied to the system is not required to be
adjustable. This article considerably expands our conference
work [42] by providing detailed proofs along with additional
results on actuator attacks as well as providing additional
discussions and several numerical examples.

The remainder of this article is organized as follows. In
Section II, we present the problem formulation and provide
the necessary mathematical background for this problem. In
Section III, we present a real-time attack monitoring strat-
egy and discuss conditions under which it is effective. In
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Section IV, a learning-based mitigating algorithm is developed
using a two-player, zero-sum differential game framework. In
Section V, we discuss the practicality of our approach and pro-
vide two numerical examples to illustrate the efficacy of the
framework. Finally, we draw conclusions and discuss future
research directions in Section VI.

The notation used in this article is fairly standard.
Specifically, R” denotes the n-dimensional Euclidean space,
for a matrix A € R™", we write A > 0 and A > 0 to denote
that A is positive definite and positive semidefinite, respec-
tively. For a vector x € R”, xT denotes its transpose, ||x||
denotes the Euclidean norm, ||M|| denotes the induced matrix
norm for a real matrix M € R™" and ||x||1% denotes the
quadratic form xT Px for a real symmetric and positive semidef-
inite matrix P. Furthermore, Card(S) denotes the cardinality
of a set S, [5[0, 0c0) denotes the Banach space of square-
integrable Lebesgue measurable functions on [0, 00); that is,
for all v() € Ly[0,00), [;° Iv(1)]|*°dt < oo, and H™"(Q)
denotes the Sobolev space over 2 C R" consisting of func-
tions in L,(£2), whose weak derivatives of order up to m are
also in L,(€2). Finally, Supp(-) denotes the support of a vector,
that is, the number of its nonzero components.

II. PROBLEM FORMULATION AND PRELIMINARIES
A. Modeling Cyber-Physical Systems and Attack

The physical plant is modeled in a continuous-time state-
space form given by

%(f) = Ax(r) + Bii(r), x(0)=xp, t>0 (1)

where x € R" is the state vector and # € R™ is the con-
trol input applied to the system. We assume that the pair
(A, B) is controllable and define B 2 [Bi,...,By] € R™™M,
For the physical system (1), we denote the set of sensors by
S ={1,...,q} and the set of actuators by A = {1,...,m}.
Thus, (1) can be rewritten as

() = Ax(t)+ Y _Biig(t), x(0)=x0, =0 (2)
i=1

j=1...,n, I=1,...,q 3)

where u; is the control signal associated with the ith actu-
ator, and y; is the measured output associated with the jth
sensor. The physical plant operation is supported by a com-
munication network through which the sensor measurements
and actuator data are transmitted and correspond to y(#) and
u(t), respectively.

Since the communication network may be unreliable, the
data exchanged between the plant and the controller may be
altered. Here, we will assume that there are no packet losses
and delays occurring in the communication network. Instead,
we focus on data corruption due to malicious cyber attacks.
In the communication network, the system given by (2)
and (3) sends the g output signals y = [y{,...,y;]" € RY
to a controller and the controller sends the control signals
u = [u?, A u,Tn]T € R™ to the m actuators in (2). However,
due to the vulnerability of the communication channels, the
ith output that is received by the controller is corrupted to

yi(t) = x;(0),
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yi with y = [&T,...,~Z]Te R4. Furthermore, the ith con-
trol input that is received by (1) is corrupted to u; with
i=1li,... u5]Te R™

Under nominal conditions, that is, # = u and y = y, (2)
and (3) are controlled via an optimal-feedback control law

u(t) = —Ky(t) “4)

where K € R™*7 is a feedback control gain that is to be
determined by optimizing the performance measure

J(xo, u(-)) = / [xT(©)0ox(0) + " (ORu(m)]dr  (5)
0

where Q > 0 and R > 0 are symmetric sign-definite weighting
matrices with (A, v/Q) observable. In this case, the optimal-
feedback control gain K in (4) can be characterized via a set
of coupled Lyapunov and Riccati equations coupled by an
oblique projection [43]-[46].

For (2) and (3), we consider a scenario in which the commu-
nication layer at a given instant of time 7y > 0, system (2) with
an unknown initial state xq is subjected to a stealthy attack and
the attacker is able to manipulate an unknown subset of the
sensors S; € S and actuators A, C A. In particular, for (2)
and (3), the sensor attacks are modeled as

Vi) =yj®) +ayj(®), Jj€Sa (6)

where a, (1), t > to represents the attack signal against the jth
sensor. We assume Card(S,) = p < ¢, which implies that p
sensors have been corrupted by the attacker. If S, = {ji, ...,

. AT T 1T
- = ) )
Jp} €S and ay [“y,ﬁ e, ayyjp] , then

y(©) = y(1) + Dyay(1) (N

where D, is a ¢ x p matrix that depends on &, and whose
entries (ji, 1), ..., (jp,p) are equal to 1 and the remaining
entries are equal to 0. Next, we model the actuator attacks as

i‘i([) =u;(t) + au,i(t)’ ie A, (8)

where a, ;(t), t > fy, represents the attack signal against the
ith actuator. We assume Card(A,) = w < m, which implies
that w actuators have been corrupted by the attacker. If A, =

. . A T T
{iy,...,iw) S Aand a, = [aw-1 e au,iW]T, then

u(t) = u(t) + Dyay(1) €))

where D, is an m x w matrix that depends on 4, and whose
entries (i1, 1), ..., (iy, w) are equal to 1 and the remaining
entries are equal to O.

Next, some standard assumptions are made on system (2)
and (3) under the attacks given by (7) and (9).

Assumption 1: System (2) is controllable under w attacks
and observable under s attacks.

Assumption 2: The sensor attack vector ay(2), t > fo, in (7)
and the actuator attack vector a,(f), t > fy, in (9) only alter a
fixed, albeit unknown, subset of the sensors and the actuators,
respectively.

Remark 1: In order to monitor and mitigate the effects of
potential attacks, Assumption 1 implies that the attacker is not
able to compromise all of the actuators and sensors, that is,
Supp(ay(t)) < g and Supp(a,(t)) < m, whereas Assumption 2
implies that Supp(ay(?)) and Supp(a,(t)) are constant over any
time ¢t > 0.
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B. Some Preliminaries

Following the result from [18] and [47], the actuator attacks
given by (9) and the sensor attacks given by (7) will eventu-
ally corrupt the output measurements that are received by the
controller. Thus, the compromised output measurements are
given by

¥ =y +v()

where v(-) € RY captures the overall attack signal on the
actuators and sensors of the system and is given by

(10)

V(1) = x4(2) + Dyay(t)
Xa(t) = Axa(t) + BDyay (1)

(1)
(12)

where x,(0) =0, a,(r) e RP, t > 19, and a,(t) € R", 1 > 1,
are obtained from (7) and (9), respectively. Note that (11)
and (12) describe the dynamics of the attacker. For (11)
and (12), we consider the following two cases.

1) For v(r) =0, t > 1y, the attack signal is an ineffective
attack. That is, the attacker does not affect our control
objective in minimizing (5). In this case, ay, = 0, a, =0,
or Dyay, = —x, # 0, a, # 0, and hence, the attacker has
no dynamics.

2) For v(r) # 0, t > 1y, the attack signal is an effective
attack. That is, the attacker can destabilize the system
or significantly deteriorate the system performance.

Using the arguments in [10], [41], [48], and [49] controlla-

bility and observability under an attack mode can be obtained,
which are intrinsic characteristics of the system [11]. Then,
to satisfy Assumption 1, we given the following two lem-
mas, which provide necessary and sufficient conditions for
the attacked system to be controllable and observable under
attacks.

Lemma 1 [41]: For every set Y € {Y C A : Card(Y) =

max{w, m — w}, assume

rank([B_y AB_y AIB_y])=n.  (13)

Then, system (2) is controllable under w attacks, where B_~ is
the matrix obtained from B by setting all the columns indexed
by the set YT to zero.

Lemma 2 [10]: System (2) is observable under s-attacks
if and only if 25 < ¢ and, for every J C S with
Card(J) > g — 25, the pair (A, Cy) is observable, where C 7
is a matrix obtained by stacking all the vectors C;,i € J, and
C; denotes the vector with the ith component 1 and the other
components 0.

In this article, we let Supp(v) = s < ¢ and assume that
the values of w and s are unknown with known upper bounds
denoted by w and s, respectively. Then, the control objective
of this article is to check the reliance of the measured outputs
in real time using our attack monitoring process and design a
suboptimal control policy that guarantees resilience to the sen-
sor and actuator attacks while minimizing system performance
given by (5) in the absence of attacks.

III. ATTACK MONITORING

In this section, we develop a monitoring framework using
the attacked outputs from at least ¢ — 25 elements. For ease
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of exposition, we let 7 = {ji,...,/;} C S denote a subset of
the outputs from (10) with g — 25 < Card(J) = [ to collect
the partial outputs y 7(f) = [Sijl @®,..., jlel(t)]T, t > 0, and let
x7(), t = 0, denote the state estimate that uses the partial
outputs y 7 (1), t > 0.

A. Threat-Detection Level Function

First, for y7(t), t > 0, where J C S, an observer-based
detector is designed as

7(t) = Az (1) + Bu(d) + Ly (57 (1) = $7(1))

270)=320), >0 (14)

y7(@) = Crxz(1) (15)

where x(0) is an estimate of the unknown initial state xo and
L7 is a gain matrix. Using Lemma 2, the pair (A, Cy) is
observable, and hence, there exists a matrix Ly such that
Ag S (A —LgC ) is Hurwitz. For every J with Card(J) =
[ > g—2s, we let the control layer of the system operate simul-
taneously with (14) and (15) and let X(0) = xo — x(0). Thus,
we obtain () estimates %7 (1), > 0, with a common initial
condition x(0) for all estimators. Defining X 7 (¢) 2 x(1)—x7(0)
and using (1), (14) and (15), it follows that:

);Cj(t) =Agxg7(@) —Lyvs(t), X7(0) =%(0), t >0 (16)

where v7(f) denotes the attacked signal corresponding to

the y 7 (1)
Next, define the threat-detection level function

Y7 = (0Erg (1) (17)

-

for each estimate x7(¢),7 > 0, where E > 0 is a positive-
definite weighted matrix and r 7 () € R? is the residual of the
measured outputs y 7(f) characterized by the subset 7 C S
and given by r 7 (1) 2 (1) =7 () = X7 (t)+v(1), 1 > 0. Given
an upper bound Y € R for (17), that is, a threshold for the
attack-free case with an unknown initial condition, if Y 7(f) >
Y, > 0, then a violation of the threat level is triggered, and
if Y70 < Y, t > 0, then the nominal control policy (4) does
not change. In other words, if Y7 (r) < Y.t > 0, then the
system executes a nominal mode of operation; otherwise, the
threat detector triggers an alarm.

Remark 2: Since the system initial condition is unknown,
we let Y > Yy, where Yo = max 7 rg (0)E8r7(0) and
rg7(0) = e*70%(0). In this case, |Gy, 12, < 1. where
Gry; () 2 — (sl — Aj)_le + I is the transfer function of
the system characterized by (16) and y; is a positive con-
stant. If ||[v||lc < y»2, indicating that the worst case stealthy
attack is upper bounded, then Yy < y; v‘ij 7 <N y22. Thus,

¥2 < +/(1/y1)Y implies Yo < Y.

B. Min—-Max Optimal Control Problem

Next, we use the threat detection level given by (17) to
construct a min—max optimal control problem to sort out
a subset of attack-resilient sensors. Consider the following
minimization problem:

O =

arg min
{(T:TJCS and Card(J)=l}

Ag () (18)
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Fig. 1. Obtain the attack-resilient set O by solving the min—max optimal
control problem.

subject to

Ag(t) = ITs® —Yp®].

max
{PPcJ and Card(P)=qg—25<l}
Then, we have the following observations.

1) Given the set J, we have A7(f) > 0, t > fy. Thus,
given all (’f) estimates, we can always find a set J that
achieves the smallest threat detection level and is the
same as all of its subsets P C J.

2) Although the attack-resilient set O(r) is a function of
the time ¢, Assumption 2 removes the time dependence
on the set O(f) because Assumption 2 indicates that the
set O(¢) in (18), which achieves the minimum at the
triggered time, will not change.

3) If more than one subset achieves the minimum, then we
determine the attack-resilient set O by choosing the one
with the largest number of sensors.

The detailed framework is shown in Fig. 1. The following
proposition shows that the attack-resilient state estimation can
be generated using the set O.

Proposition 1: Consider systems (2) and (3) with sensor
attacks given by (7) and actuator attacks given by (9), and
assume that Assumptions 1 and 2 hold. Then, when the threat
detection level is triggered at some time ¢, we have O = O(t),
where O(¢) is given by (18), and the attack-resilient state esti-
mation X(-) is given by X(z) = X (¢), where X (t), t > 0, is
the attack-resilient state estimate generated by the detector (14)
and (15) with the set O.

Proof: Since (1) is s-attack observable, it follows from
Lemma 2 that for every set J with Card(J) > g — 2s, the
pair (A, C) is observable. Thus, using similar arguments as
in [10] and [47], it can be shown that vy () = 0,¢ > 0, and
hence, x(0) = X (0) and x(r) = xo(¢), t > 0. [ |

Theorem 1: Consider the attacked system (2) and (3), and
assume that Assumptions 1 and 2 hold. Then, for every
unknown initial condition x9 € R and input u(r), + > 0,
the estimate of the attack vector D(-) is given by

D(t) = y(t) — x(1)

and asymptotically converges to the real attack signal
v(t),t > 0.
Proof: See Appendix A. |

19)

C. Summary of the Attack Monitoring Approach

Our proposed method describing the attack monitoring
process is summarized in Algorithm 1.

Authorized licensed use limited to: Georgia Institute of Technology. Downloaded on January 31,2022 at 17:21:49 UTC from IEEE Xplore. Restrictions apply.



4652

Algorithm 1 Attack Monitoring Strategy
1: Verify Assumption 1 holds for system (1).

2: repeat
3: Physical layer runs with the nominal control law (4).
4 Control layer collects all the outputs and using (14)

and (15) generates all the (‘l’) estimators for every set J
with Card(J) =1 > g — 2s.

5: Control layer checks the threat detection level for each
set J in (17).

6: until One set J triggers an alarm with Y7 (1) > Y at
time ¢.

7: Determine the attack-resilient set O using (17)-(18) and
reconstruct an estimate of the attack by (19).

Remark 3: Note that the estimation algorithm that permits
the initial state reconstruction under adversarial attacks is
proposed in [10] using a multiple model setup. If the initial
condition of system (2) is available, then Algorithm 1 can run
with an arbitrary bound. However, in the cases where the initial
condition is unknown, the threat detection level is introduced
and a threshold-based detection mechanism is developed to
sort out a subset of attack-resilient sensors.

IV. ATTACK MITIGATION

After an attacker triggers an alarm using our developed
attack monitoring approach, the next step is to develop an
attack mitigation framework to mitigate the attacks. In this sec-
tion, the attack mitigation framework is developed by solving
a joint attack-resilient state estimation and attack mitigation
problem using an RL-driven, zero-sum differential game with
the defender being the minimizer and the attacker being the
maximizer.

A. Two-Player, Zero-Sum Differential Game

In this section, a two-player, zero-sum differential game
problem is formulated and the solution to this game is
obtained. First, the attacked system with (10) can be rewrit-
ten as

() = Ax() + Blu(®) — Kv(®)]
= Ax() + Bu(t) — BKv(t), x(0) =x, t>0 (20)

where v(-) is given by (11) and (12). Using the observer-based
detector (14) and (15) for the attack-resilient set O gives

fo(t) = ARo (1) + Bu(t) + LoCoio (), t>0 (21)

where X0 (0) = x(0). Now, using (20) and (21), with Xp (r) =
x() —xp(1), t > 0, it follows that:

Xo (1) = Axo(t) — BKv(1) — LoCoio(r)

= (A —-LoCp)xo(t) —BKv(), t>0 (22)

where X»(0) = X(0). Then, augmenting the states X (¢), ¢ > 0,
and X (1), t > 0, the augmented state £(7) = [)%O () Xp OIS
R?" satisfies

£(1) = AE(1) + Bu(t) + Dv(p),

£(10) =&, 1=0(23)

IEEE TRANSACTIONS ON CYBERNETICS, VOL. 51, NO. 9, SEPTEMBER 2021

where

A= A LoCo
T 10 A—-LpCo|

and & = [£7(0) T (O1".
Next, augmenting the performance (5) with an attack atten-
uation level y € R, as a differential game problem yields

J (&0, u(-), v(-) = / [6T(1) Q& () + u' (v)Ru(7)
t
- ysz(r)v(r)]dt, 1> 0(24)

where O = diag[Q, Xpl, Xo € R™", y > 0, and Q and R
are as defined in (5). The attack mitigation problem of finding
a secure control policy while optimizing (24) is equivalent to
solving the two-player, zero-sum game given by (23) for all
£ € R?" and

V(@) = minmax [ [¢7(00¢(0) + u (ORu)
uy v() Ji

—VZvT(r)v(r)]dr, >0 (25

where V* (&) is the optimal value function and u*(¢) and v* (&)
denote the optimal control and attack policies, respectively.

Finally, given system (23) with a performance func-
tional (24), the Hamiltonian function in terms of the secure
control policy u and the attack policy v is defined as

H(Ve,u,v) 26708 + u"Ru—y*v™y

+ Ve(AE + Bu+ Dv) (26)

where Ve = 0V/0& is the Fréchet derivative of the value
function V at £&. Now, the stationary conditions for optimality
0H/ou =0 and 0H/0v = 0 yield
* 1 —1 T T * 1 Ty T
Lemma 3: Consider the attack mitigation problem formu-
lated as a two-player, zero-sum game (23) with the cost
functional (24) and let y € R4. If there exists a positive-
semidefinite matrix Z € R>>*?" satisfying the algebraic
bounded real Riccati equation

27)

ATZ 4+ 7zA+ 0~ Z(BR*‘BT - y*zmﬂ)z =0 (28)

then the control and attack policies (u*, v*) given by (27)
generate a saddle point solution in the sense that

J (&0, u*, v) < J (o, u*,v*) < T (o, u, v*) (29)
with an optimal value function V*(&) = J (&), u*,v*) =
£5Z&.

Proof: See [50, Sec. 9.2]. |

B. RL-Driven Mitigation Algorithm

In this section, we develop an RL-driven mitigation method
to approximate the optimal value function and the con-
trol and attack policies in (27). To that end, at each
iteration i, we define the control input and attack vectors
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as u' and V', respectively. Then, (23) with u’ and v’ can be

rewritten as

E(1) = AE() + Bu' (1) + D' (1) + B(u(r) — u' (1))
+ D@ =), §O) =&, =0

where u! (t),t > 0 and i (1), t > 0, are the control and attack
policies to be updated. Here, v(f),# > 0, is not known, and
hence, cannot be updated. Thus, to learn the secure control
policy, we use b(¢),r > 0, in (19) to replace the unknown
attack signal v(7),t > 0.

Exploiting results from [40], V' can be found by solving
"H(Vé, u, vi) = 0 for the control input u' and the attack v'.
Then, the learning-based secure control and attack policies are
iteratively updated by

(30)

utl = argminH( g, u, vi'H) = R_IBTVéT 3D
u

1

pitl = arg maxH(Vé, i, v) = Z_DTVS 32)
vV

Next, differentiating Vi(é) along the solutions of (30) and
using (31) and (32) yields

Vi) = VEED)(AE®) + Bu' (1) + Dv' (1) + VEE®))
x B(u(t) — u' (1)) + VEE@)D(v() — v/ (1))
—£T(1) Q&) — T (ORU' (1) + y2 T (1) (1)
— 20T OR () — u' (1))
+ 22T O (v () — V' ().

(33)

Now, integrating (33) over the time interval [z, t 4+ &t], where
8t is the sampling period, we obtain

ViE @+ 80) — VIE®)
1468t i X . .
- [ [ @@ @R @ + T Jar
t

81 )
- 2/ [u““)T(r)R(u(r) — (1))
t
y 20T (1) (u(7) — v'(r))]dr

Next, we define N samples satisfying 0 < t; = jét, j =
1,...,N, and then we use these data samples to iteratively
solve (34) for «/T! and vi*!, which converge to the control
and attack policies #* and v* given in (27). For a sufficiently
large number of data samples, (34) can be solved using a least-
squares method. In particular, to solve (34), we construct three
approximators consisting of one critic and two actors as

(34)

ViE@) = W{%(&(t)) 35)

aﬁ“@(r)) = W;_Tw(s(r)) (36)

D &) = Wily () (37)

where ¢(&)= [¢1(&) ,..., ¢, (E)T € R, (&) = [¢1(8)

o o ®IT € R and yr(§) = [y (§) ..., Y1, ()T € RB

are suitable basis functions, W{ € R is a constant weight
R . o . .

vector, Wz_[W21 Y W2 ] € R2*™ and W; = [W3 Poeens

W3 ]e R53%4 are constant weight matrices, and /1, [, and /3

are the number of basis functions.
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Then, we let #i! = u and D' = 9, and given &' and 7', define
Ei é [Elt”éri,l]T = u_iti, §i é [Sciv’éL;]T =V _ﬁi'
Thus, taking R = diag[ry, ..., r,] and substituting (35)—(37)
into (34) yields

Wil (£t + 81)) — B (ED))]
t+6t
= / (€T Q&) — T @R @) + y2 T (@) (o) Jde
t

8t N
—2Y n f Wil (E(r)Eidr
=1 t

q
+2y22/
=17

t+5t

Wity E@)éldr +u'(n), t=0  (38)

where p/(f), t > 0, is the Bellman approximation error, VAVé %
is the kth column of Wz, and W’ j is the jth column of Wi
Note that u/(f),r > 0, is contlnuous and if the approxima-
tion is performed over a compact set €2, then u (t),t >0, is
bounded [40].

Finally, we rewrite (38) as

7 + 1) = WTo'(r) (39)
where /(1) = [ [ - £T(1)Q&(x) — & (D)Ri(r) + y?
DT () (0)ldr € R, Wi = [WiT, WiT, ..., Wil Wil ...,
WéTq]T c R11+12><m+l3><q’ Oi(t) — [O{T(t) 9i£m+q(t)]T
e RNFThxmtlsxa and 6l(r) PEC + 5r>) — ¢E®),
0i(r) = 2rk ft”f(p(s(r))ék‘dz for k € {2,...,m+ 1}, and
0i() = —2y2 [ 'Y (&(r))¢ldr forj e {m+2 . 14+m+q).

Furthermore we assume that the data samples are collected
with N > | + b x m + [3 x g (the number of 1ndependent
entries in W) points in the state space and #' and ' computed
over the time interval [t, ¢ + 6], j=1,...,N.

Assumption 3: There exist N € N and A > 0 such that for
al N> N

EWe®OT = M+ xm+l3xq

where ©@ = [0i(1)), ..., 0 (ty)] € RUOFxmtbxgxN

Using Assumption 3, the weight Wi in (35)—(37) that min-
imizes the approximation error Z]N:1 pLiT(tj)pLi(tj) is given
by

Wi = (@(i)@mr)’l@(i)n(i)r (40)
where IO = [7i(t)), ..., 7 (ty)] € RN,

Lemma 4: Consider the two-player, zero-sum game
problem defined in (25) given the dynamics (23). Then,
the approximate control and attack policies (31) and (32)
converge to the optimal control and attack policies (27) at the
rate of O(1 /2i), while the value function in (34) converges
to (25) at the rate of O(1/2%). Furthermore, the closed-loop
system (23) and (27) has an asymptotically stable equilibrium
point.

Proof: See Appendix B. [ |

Theorem 2: Consider the augmented system (23) and
assume that Assumption 3 holds. Then, for ¢ > 0, there
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Algorithm 2 Attack Mitigation Strategy

1: Run the attack monitoring process of Algorithm 1 until
Y7(t) > Y is triggered at some time ¢. Select a suffi-
ciently small constant ¢ > 0 and an integer N satisfying
Assumption 3.

2: repeat

3: Data collection: Define the N different samples as t; =
jdt, j=1,..., N, obtain £(), it(t;), and D(#), and then,
form ©® and 1.

4: Policy search: Compute the solutions to (40).

s until |77 — &) < e.

6: Apply u(f) = @'(?) to the attacked system (2) instead of
(4) and use D(¢) as an output amendment to (10).

exist integers * > 0 and /* > 0, such that for i > * and
min{ly, l, 3} > I*

Ve -vie| <e
e —w @) <e
e - @) <

where £ belongs to a compact set Q € R,
Proof: See Appendix C. |

C. Summary of the Attack Mitigation Approach

Algorithm 2 gives the proposed attack mitigation method.

Remark 4: Note that in [9] the performance function needs
to be redesigned after it removes the tampered-feedback sig-
nals. However, in our work, the performance function given
by (24) corresponds to an Hy, norm bound with y denot-
ing the attack attenuation level. If x»(0) = x¢ and v(r) =
0,1t > 0, then (24) is reduced to the performance criterion (5)
reflecting the absence of adversarial attacks. In addition, we
optimize (24) only when we detect the attacks.

Remark 5: Note that (28) gives the condition for selecting
y in (24) and, solving (28), which is nonlinear in Z, requires
a priori knowledge of the system matrices in (23). Inspired
by [40], an RL-driven mitigation method without using the
exact knowledge of system dynamics is developed in this
section.

Remark 6: Note that the nominal controller (4) associated
with the compromised outputs (10) is used as an exploring
control policy to collect online data over the time interval
[0, f]. Based on these data samples, we execute Algorithm 2
to mitigate the attacks.

V. ILLUSTRATIVE NUMERICAL EXAMPLES

In this section, two illustrative numerical examples are pro-
vided to show the effectiveness of the proposed framework.
The first example is an aircraft system in the face of sensor
attacks. The second example is a multivehicle system under
actuator attacks.

IEEE TRANSACTIONS ON CYBERNETICS, VOL. 51, NO. 9, SEPTEMBER 2021

A. Example 1: Aircraft System

Consider the lateral directional dynamics of a transport
aircraft system adopted from [54] given by

&) —0.037 0.0123 0.00055 —1.0 [ a@
gy | | o 0 1.0 0 B(1)
Sp(0) —6.37 0 023 0.0618 ||8p@0)
Sr() 1.25 0 0016  —0.0457 | | 5r(0)

0.00084  0.000236

+| 0 O lup. 120

0.08 0.804 |“ 1=

—0.0862 —0.0665
nn=p0n. c=[0 1 0 0

y2(1) = 8p(1),
y3(0) = 8gr (1),

where «(t), B(1), Sp(t), and Sg(¢r) are the sideslip angle in
deg, the roll angle in deg, the roll rate in deg/s, and the yaw
rate in deg/s of the aircraft, respectively, and the control input
u®) = [tr(@®), ta()]F, t > 0, involves the rudder deflection in
deg and the aileron deflection in deg, respectively. Note that
the system has ¢ = 3 sensors with S = {1,2,3} and m = 2
actuators with A = {1, 2}.

Using Lemmas 1 and 2, it follows that Assumption 1 holds
with w = 0 and § = 1. The initial values for the state variables
are randomly selected around the origin and are assumed to
be unknown. With the weighting matrices set to Q = I4 and
R = I, the nominal output-feedback control gain is obtained
by using the recursive algorithm developed in [45] is given by

—-0.36 —1.53 -7.6l
K:[ 5%}

G=[0 0 1 0
cG=[0 0 0 1]

1.27 3.54

Next, suppose that over the time interval r = 10 s and r = 25
s, an attacker has access to sensor two and launches an attack
signal ay > () = 1.2¢c0s(0.81) +4.2 cos(2¢) sin(8p (1)), 10 <t <
25. In this case, S, = {2}, A, = @, Dy = [0, 1, 0],
Dy = Ox1, ay = ayp, and a, = 0. By (11) and (12),
the aircraft system is subjected to the adversarial attack
v() = [0,ay,0]T, 10 < t < 25. Although we do not know
which sensor is attacked, there are three real-time monitors
running from ¢ = 0 and driven by the subsets of the sensors,
namely, J1 using {y2(5), y3(t)}, J2 using {y1(?), y3()}, and J3
using {y;(7), y2(#)}. In this case

Lo - [—0.0196 1.2424  0.6878  —0.0375
S = | —0.5839  8.1866 —2.6322 1.1285

L. = [0.0179 0.8919 0.0335  0.0171
S = | —0.8129  —4.3449  —4.0095 0.9244

Lo — [1.3843  0.6445 —8.9198 1.4413
I = 10.1023  0.9999 1.1718  —0.2391 |

Since the initial values are unknown, we set X(0) = X7, (0) =
x7,(0) = x7,(0) = [0.0055, 0.2767, 0.1829, 0.2399]T and set
YT =2.2377 and E = b,.

Using Algorithm 1, the threat detection levels of the three
monitors are shown in Fig. 2. It can be seen from Fig. 2 that the
attack-resilient set is O = 7>, which illustrates the efficacy of
our attack monitoring strategy, and the attack mitigation pro-
cess is triggered at r = 10.1 s, which reflects the sensitivity of
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Fig. 2. Threat detection level for the three monitors under the attacks.
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Fig. 3. System performance in the face of adversarial attacks and with
Algorithm 2 engaged.

threat detection function. Then, Algorithm 2 is initialized with
y = 10 and X = I4. Here, for the critic given by (35) we con-
sider second-order and fourth-order polynomials of the states
and the two actors (36) and (37) are characterized by first-order
and third-order polynomials of the states. With §r = 0.01 and
e = 1078, the learning process is executed and then the con-
troller is updated starting at # = 10.1 s and continuing to the
end of the simulation. The system performance in the face of
sensor attacks and with Algorithm 2 engaged is depicted in
Fig. 3. It can be seen from Figs. 2 and 3 that when the detec-
tor triggers an alarm, the secure control learning framework
ensures that the attacked system converges to zero.

B. Example 2: Multivehicle System

Consider a network of three vehicles moving in a plane with
the dynamics of each described by a single integrator as [55]

G =ui(t), GO =¢o, t>0, i=123

4655

O—@—0

Fig. 4. Communication network for three vehicles.

where ¢; € R is the state of the ith vehicle. To achieve asymp-
totic consensus, we assume that there is a nearest-neighbor
interconnection topology between the three vehicles given in
Fig. 4 and the signals representing the exchange of relative
information have the form

@ =Y (G0 —§®), i=123
JjeN;

where V] = {2}, N3 = {1, 3}, and N5 = {2}, and each vehicle
is controlled by a control law with the form [56]

S KON S 1] 6
" K'[Zi(f)]_ < Al’Cl][Zi(l‘)}

where K; e R1*2 [C; e R, and A; e R, i=1,2,3.
Finally, defining x 2 [¢1, &2, {3]T and u = [ur, ur, uz]¥, the
multivehicle system is represented by

1 0 O
xt)=10 1 O0]u@®, x0)=x, >0
0 0 1

ci=[1 0 0]
G=[0 1 0]

yi() = x1(5),
y2(0) = x2(0),

30 =x@0, CG=[0 0 1]
where xo = [¢10, 20, £30]T, with the controller (4) given by
¢1(0)
K MK 0 0 0 0 “8
u@® =—| 0 0 K» AKs O 0 52 o
0 0 0 0 K3 Asks]||®?
- A YO
z3(1)
[(1+ ADK —AN Ky 0 y1(®)
=—| —AKy (I +2A2)K> —A2 Ko y2(2)
L 0 —A3K;3 (I + A3)K5 | Ly3(0)

Using Lemmas 1 and 2, it follows that Assumption 1 holds
with w = 1 and s = 0. The weighting matrices in (5) are set
aAsQ0=0L01+L®Q and R = I3 ® Ry, where Q; = 10,
0> =25, R; = 1, ® denotes the Kronecker product, and L is
the Laplacian matrix for the network. Now, solving a standard
LQR problem with performance given by (5) yields

Ki=3.1623, A;=0.6736, i=1,2,3.

Next, suppose that over the time interval + = 1 s and
t = 2.5 s, an attacker has access to the signal z;(¢) that
is transmitted to vehicle 1 and launches an attack signal
ay1(t) = —4.2cos(10f), 1 < t < 2.5, which corrupts the
control signal u;(¢). In this case, S, = @, A, = {1},
Dy = 031, Dy, = [1, 0, 0]", @y = 0, and a, = ay,.
The multivehicle system is subjected to the adversarial attack
v(t) satisfying v(f) = BDyua,(t), 1 < t < 2.5. Along with
the system, there are three real-time monitors running from
t = 0 and driven by the subsets of the sensors, namely,
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Fig. 6.  System performance in the face of adversarial attacks and with

Algorithm 2 engaged.

Ji using {y2(2), y3(1)}, J2 using {y1(1), y3(t)}, and J3 using
{y1(9),y2(1))}. In this case, the gains Ly,,Ly,, and L, are
designed so that A 7,,A 7, and A7 are Hurwitz and having
eigenvalues {—1.4465, —2.3460, —5.6460}. Since the initial
values are unknown, we set ¥(0) = X7,(0) = x7(0) =
%7,(0) =[0.4,0.8,1.2]" and set T = 6.2393 and E = I.

Using Algorithm 1, the threat detection levels of the three
monitors are shown in Fig. 5. It can be seen from Fig. 5 that the
attack-resilient set is O = J7 and the attack mitigation process
is triggered at = 1.01 s. Then, Algorithm 2 is initialized with
y = 13 and X = I3, and the same basis functions as Example
1 are used for the critic (35) and the two actors (36) and (37).
The learning process is executed with ¢ = 1078 and then the
controller is updated starting at + = 1.0l s and continuing to
the end of the simulation. The system performance in the face
of sensor attacks and with Algorithm 2 engaged is depicted in
Fig. 6. This reflects the efficacy of the secure control learning
framework.

VI. CONCLUSION

In this article, we developed a learning-based secure control
framework for CPS in the presence of sensor and actuator
attacks. The attack mitigation problem is addressed using a

IEEE TRANSACTIONS ON CYBERNETICS, VOL. 51, NO. 9, SEPTEMBER 2021

secure estimation approach and a game-theoretic architecture
is provided for solving the underlying joint state estimation
and attack mitigation problems. The implementation algorithm
is based on an RL-driven attack mitigating architecture. Future
research will focus on exploiting the possibility of the defender
and the attacker adapting to their respective control and attack
policies.

APPENDIX A
PROOF OF THEOREM 1
Using Proposition (1), one has x(r) = xp(¢), t > 0, where
O is given by (18). From (10), we have v(¢) = y(r) — Cx(¢),
t > 0, and thus, (19) can be obtained. Finally, we have

X7(t) =Agk (1) —Lyvs(0), >0 (41)

where x 7(0) = x(0).

Now, note that A7 is a Hurwitz matrix and all the
observers are initialized at common initial condition x(0).
Thus, using [10], there exist positive constants ¥ > 0 and
a > 0 such that the solution to (41) satisfies

|x() = 20| < we™* X)), 1> 0.

Finally, defining e,(f) = D(¢) — v(¢),t > 0, and using (2)
and (19), it follows that:
lev @Il = 3 — Cx() = v |
= |y - G |
< |x@ — Cx@)|

< ke[ CIIXO)I, 7= 0.

Thus, we obtain the asymptotic convergence of the estimated
attack D(?) to the real attack signal v(r), t > 0. This completes
the proof.

APPENDIX B
PROOF OF LEMMA 4
First, given u' and v, we solve (31)-(33) for V",' ut and
vi+1, Since dynamics (23) are linear, we define Vi = &TPig
and using (28), we obtain

T(P') = A"P'+ PA+Q—PBR'BTP

+ y 2P'DD'P =0 (42)
with T(Z) = 0. Now, let 7 : R™" — R"*"
TPy =P— (T'(P))”'T(P). (43)

Then, (31) and (32) are equivalent to the Newton iteration [52]
P =T(P) (44)

with uiJrl — _(1/2)R718TP1'+1€_-’ vi+1 —
(1/2)y 2DTP+1g [40].

Next, we let co > [|(T"(PO) "I, n = [(T"(PO)) ' T(PY)]
and define 7 = coKn < (1/2), where K satisfies ||T'(P1) —
T'(Py)|| < K||P1 — P2||. Using Kantorovtich’s theorem [53]

and the result from [52], we obtain

2i
(1-VT=2R)" o1 )

iy <2 <
h 2 h2
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fori=0,1,2,... This implies that the value function in (34)
converges to (25) at the rate of 0(1/2i). It follows that the
updated control and attack sequences u'*! and v*! con-
verge to the optimal control and attack policies u* and v*
given by (27) at the same rate. Furthermore, it follows from
Lemma 3 that, with the optimal control and attack poli-
cies (27), the closed-loop system (23) has an asymptotically
stable equilibrium point. This completes the proof.

APPENDIX C
PROOF OF THEOREM 2

Let &' and 7' be given and let V(&) be the solution to

0=¢&"0¢t +iRii' — y*0'TD! + Vi (AE + Bii' + Di') (46)

with V#(0) = 0. Furthermore, let

~l+1(§) IBTvlT (47)

i) = DTV (48)
The following lemma is needed to complete the proof.

Lemma 5: For every i > 0 and all £ € Q

lim V') = Vi)
ly,lh,l3—>00
llm I}H_I(E) — ~i+1 (g)
I1,lh,l3—~00
llm f)H_l(E) — ~i+1(§)~
l,lh,l3—>00

Proof: Using (46)—(48), it follows that:
VIE( + 81) — VIE®)
t+5t . X .
= [ [ s - iR + T Jor
t

6t . N ) )
_ 2/ I:,:l(l-f-l)T(t)Ré.l(t) _ yzl’}(l—Fl)T(t)s’;l(r)]dt.(49)
t

Next, we expand the three sets of basis functions in (35)—
(37). As shown in [35] and [51], given an arbitrary € > O,
there exists /19 > 0 such that for [ > max{/y, /1o}

V(&) — WTE@)| < g (50)

where V~Vi = [WiT, W;IT]T denotes a constant weight vector,
&) =115 ooy b1 P15 .oy G no
a linearly independent and continuous function vector, W;1 €
RIT—II‘H

denotes

is an expanded weighting vector, and {qgj(-)};lzll 11

denote an expanded basis functions for {¢.,'(-)}]I.':1
Analogously, there exists lrp > 0 such that for 5 >
max{ls, [}

. o €

@ €0y - Wi < 5 (51)
where VVé = [Wé’],...,ﬁ/ ] denotes a constant weight
matrix with Wé,j = [W‘T WéTj] 1T, j =1 ,..., m,
o) = [p1€) ,..., o,(8), P, +1(8) ..., ¢13(5)]T denotes

a linearly independent and continuous function vector,

4657

W!

2, € RG=A+D>m js an expanded weighting matrix, and

{(,0]-(~)}j:12 41 denote an expanded basis functions for {(pj(~)};2: 1
Finally, there exists /30 > 0 such that for I3 > max{l3, [30}

i i
where Wy = [W3’1,...,

Pt &) —

W e < 5 (52)

V~V§ q] denotes a constant weight

matrix with Wé’j = [ij, WéT]l 1 = 1,....¢q
W(g)]T denotes

V@) = W), ¥ (), %H(E)

a linearly mdependent and continuous functlon vector,

W iy € RGB-B+D%¢ s an expanded weighting matrix,

and {I/IJ()}J Is+1 denote an expanded basis functions for

WY,

Next, define Ty(&) = [¢,11(8), ... o (®]IT, Ty(€) =
1),y @17, and Ty@ = W@, ...
i (€ )]T and note that

WITG(E(1) = WiTd (1) + W Y (E(1)
W5 G(E(1) = W3l o(E(D) + Wi, Ty (E(0)
Wi (5 (1) = Wi (5 (1) + W), Yy (5 (1)
where Wi = [WETUQ ’ © WéTmlz ]T and ﬁl;ﬁ% =
[WgT]I W’T ]T Now, using (35),~(37), and

subtractmg (38) from (49), it follows that, for all samples

W) = W [Yp (€t +81) — Tp(E ()]
m 4o .
SEDICY B R AL
k=1 7l

tj +5t

Wiy (E(m)éjdr  (53)

+2y22/

where j=1,...,N. 4
Next, the weights W' in (39) are obtained using a least-
square method, and by Assumption 3, it follows that:

€
t 54
Z’“‘ J = N+ 2mE, 1 2483) >4

where E; = 2§tmaxi—,. m{rkfli} > 0 and E3 =
2y?8tmaxj—y,. 4{¢/} > 0. Thus, by continuity of the
expanded basis function Y (&), it follows that, for all £(#) €
Q, k=1,2,...,N, and large enough N

]W;; sz)(s(t))\ <, :rg{éfN(VVfl Ty (§ (1)

2e €
< =< 69)
(4+2mEy +2q83) ~ 2
Hence, for I7 > max{l, [jo} and & € Q
Vie) - V©| = [V©) - WTe®)| + W 1o @)
€ €
=< 3 + 3 <e. (56)

Authorized licensed use limited to: Georgia Institute of Technology. Downloaded on January 31,2022 at 17:21:49 UTC from IEEE Xplore. Restrictions apply.



4658

Similarly, it can be shown that for all £ € Q

e -t e < [ e - W] + [ W e
§§+§§e (57)

e i@ < i - We)| + [ Wine|
which proves the lemma. u

Now, the proof of Theorem 2 follows by mathematical

induction. Specifically:

1) For i = 0, we have \70(5) = V(&), and hence, it fol-
lows that &' () = u'(¢) and D'(¢) = v!'(£). Now,
convergence follows from Lemmas 4 and 5.

2) Suppose that for some i > 0 and all § € €,
limy, 15,1500 Vitle) = VIEL©), Timy, 1500 11(€) =
W (§), and limy, 1, 1,00 D(8) = V().

Then, given Vi=1(&), ii'(£), and D'(&), consider the relationship
between Vi (£) and Vi(§), the relationship between i't! (&) and
ut1(£), and the relationship between DF!(&) and vit!(g).
First, using #'(£) and D/(£) to solve (46), Vi(&) is obtained,
and using (34) and (49), it follows that:

ViE) - Vi®)|
/ (T (&R’ (&) — 0T ()R (§))dT
t

=<

+y2

/ (W TERV(E) — DT(ERD (§))dr
t

fm<u(i+l)T($)R§i _ ﬁ(i+1)T(§)REi>dr
t

+ 2

+ 2]/2 / (V(H—I)T(E)gl _ f)(l+1)T(€)§l>dT . (59)
t
Next, using induction, we have
o0
lim / (T &R (E) =TGR (€))dr| =0
l1,h,l3—00| J;
o0
lim / (WTERV(E) — DT )RV (£))dz| = 0.
l1,l,lz3~>00| J;
Now, since  limy, j, 1,00 i (§) = u'(§)  and

limy, 1, 500 V'(§) = V'(§), and using (31), (32), (47),
and (48), it follows that for all § € 2, limy, 1, ;300 ||uiJrl &) —
aHE)) = 0, limy, 1, 100 [VF(E) — DF1(€)]| = 0. Finally,
we obtain

lim Oo|v"(s) - Vi®|=o. (60)

l1,b, 3~

In addition, since
Ve -vie| s Ve -7e|+ Ve - vel 6

and, by Lemma 5, limy, 1, 15 o0 |VI(§) = VI(£)| = 0, it follows
that:

lim  V'(§) = V'(§)
I1,b,lz3—>00
Now, it follows from Lemma 4 that limy;, 5, ;; 0 Vi(’g‘) =

V*(&), which verifies the first result of Lemma 5.
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Next, using similar arguments used to prove
limy, 1, 13500 V() = VY&) and Lemma 5, and using
mathematical induction, it follows that:

1562543
l llilniooﬁi+l(g) — Vi+l($).
1,462,143

Then, using Lemma 4, it follows that limy, ;, ;;— 00 u”l(g) =
w (&), limy, p, 100 VF1(E) = V*(&). Thus, we obtain
that for all £ € Q, limy o0t (€) = u*(€) and
limy, 4, 1,00 f}i“(%‘) = v*(&). This completes the proof.
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