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Abstract— We present a comprehensive defense software for
cyber-physical systems, comprising both proactive and reactive
mechanisms. Specifically, the demonstrated tool allows a human
operator to remain aware of the system’s health and operation,
while an autonomous subsystem applies a switching rule based
on the principles of Moving Target Defense, rendering the
system more unpredictable but stable nonetheless. Finally, the
man-machine interaction implements a trust metric, that allows
either the autonomous mechanism or the human agent to have
more control over the system based detection and mitigation
history. We describe the interface of the security software, while
the case of an autonomous aircraft is used to showcase the
efficacy of the software.

I. INTRODUCTION

Due to the increasing complexity and their widespread
use in various domains, cyber-physical systems (CPS) have
become a prime target for various attacks whose aim goes
beyond the cyber domain [1]. This, in turn, has lead to
an increased need for security tools that retain intuitive
interfaces that enable a security analyst to have complete
awareness of the system’s operation. Autonomous defense
systems typically include detection and mitigation algorithms
operating in a reactive fashion, i.e., by responding to the
injected signal by the attacker. Different from this approach,
proactive defense mechanisms seek to make the system
intrinsically harder to affect. One such approach, Moving
Target Defense (MTD), rests on the idea that by dynamically
shifting certain system parameters, it becomes prohibitive
for the attacker to achieve reconnaissance of the system.
This increased unpredictability is considered as a deterrent
for the adversaries. While security for CPS has been an
active research topic in recent years, there is still need
for the development of tools that integrate human analysts
with autonomous defense mechanisms guaranteeing optimal
cooperation between human and machine.

Related Work

A survey of results on attack detection on smart grids is
presented in [2], where the algorithms remain model-based.
Our previous work in [3] introduced an Integral Bellman-
based detection system for sensor and actuator attacks that
may be used in tandem with reinforcement learning methods
in a model-free fashion [4]. The theoretical foundations
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of proactive defense methods were presented in [5], while
our previous work in [3] employed the same principles
towards a switching-based MTD framework. The cooperation
between man and machine based on trust metrics has been
investigated extensively. In [6] the authors investigate the
structural parameters that affect trust in a static model. In
[7], the authors take a dynamic approach and detect trust
changes based on the number of times that the human was
forced to intervene. Our tool integrates the method proposed
in [8], where a Bayesian model was used to track fluctuations
in trust between human agents and autonomous systems.

Contribution: The contributions of the present work
comprise of a tool that is able to simulate various attacks and
test the robustness of an Autonomous System (AS), based on
MTD, together with a human-in-the-loop, which can be an
analyst in training or part of an already deployed defense sys-
tem. In accordance with MTD, we design multiple controllers
for every admissible combination or ‘modes’ of actuators.
Furthermore, to ensure appropriate levels of collaboration
between the human and AS, a trust metric is proposed. The
trust metric data is then used to advise the human to either
take or return control to the AS through the UL

Notation: The notation used here is standard. A\(A) is
the maximum eigenvalue of the matrix A and A(A) is its
minimum eigenvalue. | - | denotes the appropriate vector
norm. The transpose of a matrix is denoted as (-)T. The
cardinality of a set is denoted by card(-). Furthermore,
randi(-) represents a random integer chosen within a range
and rand(-) represents a randomized, normalized vector.
Finally A,v and v represent the ‘logical and’, ‘logical or’
and ‘exclusive or’ respectively.

II. USER INTERFACE (UI) DESCRIPTION

The tool is an application user interface (UI), as seen in
Figure 1, that provides information on trajectory tracking
via the “System State Trajectory Data” Graphs 1 and 2, the
time history of most recently used modes with the “System
Active Mode” graph and the “Autonomous System (AS)
Integral Bellman Error” Graph, based on [3]. Additionally a
trust metric is introduced as seen in the “Trust Performance”
Graph.

The user is also provided with real-time data as seen in the
top left corner of the UI, and currently active actuators data
in the bottom left corner, under “Active Actuator for System
States”. Each actuator will be lit green (supported by ‘+1°) if
active, red (supported by ‘-1°) if timed out (based on potential
attack) or transparent (supported by ‘0’) if available for use.
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Fig. 1.

The bottom right corner of the UI holds the “Detect
Attack” Button for the user to click, and the two lights below
it indicate whether AS and the Human made the correct
detection based on a green/red color respectively.

The feature next to the “Detect Attack” Button is the
opportunity for the user to take control of the system. Specif-
ically, for this ADMIRE aircraft system [9], the control is
only applicable for the angle of attack (AOA) of the aircraft.
The respective buttons below the AOA input, allow the user
to take control by directing the aircraft to a certain AOA.
Correspondingly, the “Under Human Control” or “Under AS
Control” lights will turn green when the respective entity is
in control of the aircraft’s AOA.

The last few features of the UI are the ability for the user
to switch on/off the attacks on the system via the “ALLOW
ATTACKS” button and a warning mechanism of “Suggested
Action” to advise on when the user should take/give up
control, whose mechanism will be discussed in further detail
in the following section.

III. TOOL BREAKDOWN

The underlying components of the Ul are based on the
provided Algorithm 1 and consist of the following steps Vt:

1) Generate attacks on system.

2) Get desired trajectory from user input of UL

3) Apply control to the system via the control system that
accounts for both human and AS input.

4) Update trust metrics of Human and AS based on
propagated dynamics and UI input of detection of

attacks.
Following [3], we consider the following linear
continuous-time system,
a(t) = Ax(t)+ Bu(t), t =0,
y(t) = Cz(), (D

where z:(t) € R™ is the state, u(t) € R™ is the potentially
attacked input of the system, y(¢) € R? is the output, A €
R™*™ is the plant matrix. The set of matrices {B;}, B; €
R™ ™ Vi comprises different actuator combinations which

can be switched in real time, while C' € RP*" is the output
matrix. Formally defined, B; belongs to the set of candidate
actuating modes, while we also define those modes B, which
determine the system fully controllable [3]. The currently
active mode from B, is labelled as s(t).

A. Attack Generator (Step 1)

Each attack on the system, generated at regular predefined
intervals, has a ‘dwell’ time, indicating the duration of the
attack, and a ‘rest’ time, indicating the time before attacks
on a specific mode. Considering this for all card(B.) = N,
modes, the dwell time and rest time are defined as,

tDwell(t) = {tDi (t) | i€ {1, ey Nm}},
trest(t) = {tr,(t) [ i € {1,..., Nim}},
where tp, (t) and t g, (t) are the attack and rest duration times
for the i*" mode at time ¢ and are defined as,
tDi(t) =tDi(t7T)7T(tDi(t7T) >O)+Dsetia 2)
tr,(t) =tp,(t—T)—T(tgr,(t—T) >0) + Rer,, (3
where Dy, derived by the equation below, is the opportunity
to set off an attack on the 7" mode, based on a number of
factors to be discussed. Similarly, R, also operates in the
same manner, but its conditions depend on whether the attack
on the i** mode is ending.
randi([TDL ) TDH])a
if randi([1, No]) > 1 A s(t — dt) =i
A (tp, (= T) > 0) < Now)
(t—T) <0 nAtg,, (t—T)<0,

Dseti =

/\tDs(t)

0, otherwise,

R . randi([TRL7TRH]), if 0 <tDi(t—T) gT,
o, otherwise,

where N, > 1 is some integer constant used to control the
chance of attacks occurring to at least 50% or higher. And
Nhax 18 given by (4), noting that Ny, is user specified with
the purpose of limiting the attacks on the system so as to
not overwhelm the human.

Nima
Nmax = { 1
N,

N lim < N, ms
otherwise.

“4)

Finally, the attacked control input u,(t) and its type wu(t)
are given by (5) and (6), where u(t) = 1 implies wu, () will
replace original control w(t) and wu:(t) = 2 implies wug(t)
will add to u(t) and f, is a scale factor for the size of the
attack.

o) = fa rand([R™]), tD.(ss0) (t) >0, 5)
‘ 0, otherwise,

i (t) = randi([1, 21), tp,, 4, (t) >0, ©)
o, otherwise,

where rand([R™]) creates a normalized random vector of
the same size of u(t). For the tool demonstration seen
throughout this paper, values of N, = 3, Njim = 2 and
fa = 1 were used.
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B. Desired Trajectory (Step 2)

The desired trajectory is only considered when the human
is controlling the system. For the system developed by [9],
requiring only the desired angle of attack AOAj,p, as a
human input, would yield the desired trajectory given by
Tret(t) = [AOAinpe 0 0 0 0]".

C. Control System (Step 3)

The Control System is broken into two main parts of
human control and AS control. The AS control is taken from
[3]. The AS control is further broken into two parts of the
proactive mode switching and AS detection.

1) Proactive Switching and AS Control: Each switching
mode corresponds to an optimal feedback controller, u} (t) =
—K,;x Vx, where,

K,:= R;'B!'P, (7)
and each matrix P; is found as a solution to a Riccati
equation,

0=A"P,+ PLA— P.BIR;'BIP, + Q;. (8)

The proactive switching is then conducted according to a
probability given as,

( VE’* —1l—eclog (671 Zi\]:"f e‘/:))
pi =¢€ ) (9)

where V* = z(to)TP;x(to) is known to be the optimal cost
associated with each controller [4], with ¢ € R denoting
the weight on unpredictability. The following theorem deter-
mines sufficient conditions of stability of the system under
proactive switching [3].

Theorem 1. The switched system (1) with active controller
gain K; given by (7) has an asymptotically stable equilibrium
point for every switching sequence if the average dwell time
in each mode is bounded by,

AP,
0g (MaXy pe (1. card(B.)} 2(F)
A(QP+PPBPR;1B;£PP) ’
(P

D >

Milpe(1,... card(B.)}
with an arbitrary chatter bound Sy > 0.
Proof. The proof is presented in [3]. |

2) AS Detection: The AS detection policy operates ac-
cording to the following condition [3].

le@)] = €inres (),

where e; s are thresholds for each mode given as,

(10)

t
€ihres () = 2H@HJ | Riwi (r)ldr + A(R:) @], (11)
t—ot

where w is the acceptable level of variation/noise in the
detection level. The signal e(t) is given by,

e(t) = ‘%t(w(t—&))—‘?i(x(t))
- Jt_T(x(t)TQix(t) +uT(t) Ryw (t)dr. (12)

901

For the AS Detection effects, the policy is only functional
when the AS is in control of the system in order to provide
the human with some opportunity to detect attacks.

Then, assuming AS is in control and detects a potential
attack via (10), an alarm for the current mode is set as,

T if (10 t) <0,
as(t)(ﬁ) _ { out» 1 ( ) A as(t)( )

13
as(t), otherwise, (13)

where Ty, € R* is a constant timeout specified for the
attacked mode and a,()(t) is the current mode’s alarm,
which is explained in the following Reactive Switching
subsection. During this timeout time, the mode cannot be
used. In order to do so, the switching described earlier needs
to be modified to consider ‘reactive’ switching (which again
affects both AS and human control).

3) Reactive Switching: The reactive aspect of switching
is quantified by,

a(t) ={a;(t) | ie{l,..., Nn}},

where a;(t) < 0 implies no attack detected (so mode is
available to be switched to) while a;(t) > 0 implies mode
cannot be switched to due to detected attack.

Furthermore, the proactive-reactive switching takes place
at the specified interval 7". At the end of this interval, prior to
conducting the switching itself, the alarm vector is adjusted
for elapsed time after the timeout as,

ai(t) = ag(t — 6t) — T(a;(t — 6t) > 0). (14)

Thus, every mode with a;(¢) > 0 will be ignored in the mode
switching until its respective timeout is complete (which
eventually results in a;(t) < 0).

4) Human Control and Detection: For the human control,
a reference signal tracker control system was designed.
Assuming human is controlling system (by way of the tool),
the optimal control u(¢) is described as [10],

uy (t) = Gizer(t) — Kin(t), (15)
Gi=—(C(A—-B;K;)"'B))"!, Vie{l,...,N,,}. (16)

Unlike the AS detection, that is only considered whenever
AS is in control of the system, the human detection works
at all times and is given by,

buin(t) = Tow, du(t)>0 A ui(t)>0 A agyy(t — 6t)<0,
*(®) asp (t — 0t), otherwise,

where dy(t) is the human detection signal that is set to a
value greater than 0 whenever the human presses the ‘Detect
Attack’ button in the tool.

5) Including Attacks in Control: The attacks specified by
(5) and (6) are finally included in the control vector u(t) as,

ui(t), u(t) =0,
u(t) = < ug(t), w(t) =1, (17)
up(t) +ua(t), wilt) =2,

where u} (t) depends on human or AS control as previously
specified.
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D. Trust Evaluation (Step 4)

Much of the trust metric was taken from [11], but with a
few modifications. Following directly from [11], there exist
two metrics for the ‘mutual’ trust, by means of human’s trust
on AS (Ty_, 4) and AS trust on human (74—, ), given by,

Tyoa(t)=A1Ty_a(t —T)+ B1Pa(t) — BoPa(t —T)
+ Fs(t)(D1Fa(t) — DaFa(t —1T)), (18)

Tasp(t)=ATa gt —T)+ C1Pu(t)— CoPu(t—T)
+ Fs(t)(E1Fy(t) — EoFy(t —T)), (19)

where Ay, As, B, By, Cy,Cs, D1, Dy, E1, E5 are constant
coefficients while P4 and Py are the performance of the
AS and human respectively. Unlike [11], the fault rates
F4 and Fpy indicate the error rates of AS and human on
detecting attacks respectively. Additionally, it must be noted
that T, 4 and T4, g are updated every 7T seconds, in
accordance with the tool’s update rate and F,(¢t) will be
discussed later along with the fault rates.

Then, P4(t) and Py (t) are defined as,

Palt) = (1 =kaA)Pa(t —=T)+kaPa,,., he(t) <O,
4 (1= kg)Pa(t —T) + ki Pa,.., he(t) >0,
(20)
he(t) = 0, implies system under AS control,
T, implies system under human control,

where h.(t) informs on which entity is controlling the
system. Furthermore, ka,ky € (0,1) are performance co-
efficients for autonomous and manual mode respectively,
and Py, ,Pa,,. € [0,1] are the minimum and maximum
performance of the AS. In general, P4(t) increases near
to P4, when AS is in control and drops close to P4
when human is in control. This is also seen in Figure
2 where for the most recent 33 seconds, the AS is in
control and its T, 4 increases, while the opposite hap-
pens when human is in control in the most recent 50-
33 seconds. Here, and through out the paper, it is noted
that Ay=A>=B1=Bo=C1=Cy=F1=Fy=1, D1=D>=0.75
with k4=0.075, kg =0.1 and P4__ =1, P4, =0.
Then, the Pg(t) follows exactly from [11] as

) (5)

B
where 5 € (0,1) is the difficulty of the task, P, and
Py, € [0, 1] are human performance limits and () is given

by,
r(t)z( )r(tT)Jr

where 7 > 0 is the time constant which evaluates the effect
of past utilization by human.

The overall effect of Py (t) can be seen again in Figure
2, where only the performance affects trust (no attacks). The
overall pattern of T4, 7 is different to T, 4 in that it rises

max

min

1—r(t)
1-p

Pl =(Pa~Pa) (

(he(t) > 0)

1
1-=
-

(22)

T
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immediately and falls back to ~0 regardless of if human or
AS is in control, which is due to 3 set to 0.3, which implies
human performance is best around 30% of the entire time-
sharing between human and AS, and drops elsewhere. Here,
and throughout the paper it is noted that 7=>5, Py, =1 and
Py, =0.

Given the nature of the two performance metrics, the trust
limits (seen as black lines in Figure 2) were implemented
different to [11], especially with respect to 14—, . These
limits evaluated when the system should switch between
human and AS, with a good example being the 0 second
mark on the “Trust Performance” Graph in Figure 2, where
the bright red “Suggested Action” warning on the left side
of the UI asks human to take control of the system, set off
by T's— g dropping below the lower limit.

Specifically, there exist two types of limits: Overtrust and
Undertrust, which occur when either human or AS take too
much / little control of the system respectively. Formally, the
undertrust and overtrust, via a ‘switch control” variable s.(t),
are set as,

L,  Tyoa(t)>Tagoan
V(he(t) SOATaog(t) <Tasmi,),
se(t) =< =1, Taoa(t) <Th-ay
V(he(t) >0ATasg(t) <Tasmiy) s
0, otherwise,

(23)

where s.(t)=1 and s.(t)= — 1 imply setting off a warning
in the Ul, as seen under “Suggested Action” in Figure
2, to switch to human and AS control respectively, while
$¢(t)=0 implies no change required (no warnings set off).
Furthermore, the limits for Ty, 4 are [Ty a1, THoau]
and for Ty, are [Tap i, Tasm,, ] respectively. Fol-
lowing [11], TH_, 4 has one upper and lower limit, where
Tra(t) > Tha, in (23) implies human overtrusting
AS (human needs to take control) and T, 4(t) < Tr— a4y
implies human undertrusting AS (AS needs to take control).
Similarly, T, i (t) < Ta—pm,, under AS control implies
AS undertrusting human (human needs to take control) and
Ta-u(t) < Tasm,, under human control implies AS
overtrusting human (AS needs to take control). These limits
can be seen in Figure 2 as [Ty 4,1, Tu—au] = [0,1] and
(Tastia, Tasmiy] =[0,0].

The fault rates were then implemented based on detection
of attacks. In accordance with how the limits are defined
above, F(t) from (18), (19) is defined as,

whose purpose is to flip the sign to ensure that the fault rates
correctly affect the trust metrics based on who is in control.
Then for the fault rates themselves, the following AS fault
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Fig. 2. Tool in Action, simulated with no attacks

fa,a(t) and human detection fault fq z(t) are defined as,

0, helt) >0 (u(t) <0 A asm(t) <0),
faa(t) =< =1, w(t) >0 A agq(t) >

1,  w(t)>0xa, t)(t)

=1, w(t) >0Ady(t) >
far(t) =191, wl(t)<O0Ady(t)>

0 otherwise,

where a +1 fault implies that the AS/Human failed at
correctly detecting the attack and a —1 fault implies a correct
detection. The fault rates were then determined via a moving
average method. Since the method is the exact same for
both human and AS failure rates, without loss of generality
we only demonstrate it with AS fault rate. The moving
average up to time ¢ is defined via a set of ‘windows,’
each with fixed time T, average wa,(f), and weighting
ea,(t) = exp((k — wy(t))/c) where ¢ > 0 is a constant
to scale the effect of the weighting. For the purposes of this
simulation, ¢ = 6 was used. Then w4, (t) is defined as,

wa, (t=T)(o(t)—1)+fa,a(t)

t
0<m<17

wa, (t) = o(t) ’
(0 wa, (t—T), otherwise,
(24)
t mod T,
where, o(t) = POt 4.
T
The AS fault rate is then evaluated as,
W (T
r (t) _ Ldk= 5 : WAy (t)eAk (t) (25)
A - w’!l (t) t :
2pliea(t)

It is noted again that the human fault rate Fy(t) is found in
the exact same way, except with using fg ;) in (24).
Lastly, Figure 3 can be observed for the effect of attacks
while in human control, using target AOA of 10 degrees, and
corresponding correct and incorrect human detections. The
observed state fluctuations are due to the human analyst’s
inability to detect the attacks while the AS is inactive.
Furthermore, the user clicked the “Detect Attack’ button at
12 seconds, after which the attacks reduced, and a slight

AS Integral Belman Error

Target Angle of Attack
(ROR) (deg)
Right Canara Detect Attack

Left Canard

Right Outer Elevon
” Human Detection

R
gh AS Detection

UnAsc«lO

gz L /|
1TV LW L

Fig. 3. Tool in Action with human controlling system to maintain 10
degrees of Angle of Attack (AOA), simulated with attacks (which shows
both human errors and detections, as the state graphs constantly fluctuate
due to the attacks)

increase in human trust (upon making the correct detection)
was seen.

IV. TooL IMPLEMENTATION

The UI of the tool itself was implemented in MATLAB
App Designer, with the underlying algorithms implemented
in MATLAB.

Algorithm 1: Main Algorithm
(called every T' seconds from tool UI)

1: procedure

2: Given an initial state x(p), interval time 7' and
system (A, {B;}, C).

3: for t =t+t,t+20t....,t+ndt=t+T

4: {ua(t),us(t)} = Algorithm 2.

5: Read ‘Target Angle of Attack’ Ul field into
Zrer(t), if he(t) > 0

6: {u(t),s(t), as@(t), Bsry} = Algorithm 3.

7: Propagate Dynamics with Eq.(1).

8: {Tr—a(t), Tamu(t),sc(t)} = Algorithm 4.

9: end for

10: end procedure

Algorithm 2: Attack Generator

1: Input: s(t — 0t), Nym.

2: Result: wu, (), u(t).

3: procedure

4 Given N, tpwen(t — T'), trest(t — T') and some N,,.
5: if t modT >0 and t mod T < 4t

6 for i =1,.
7
8
9
10:
11:

12:

903
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13:
14:

return w, (t), us(t).
end procedure

Algorithm 3: Control System

]

AN

Input: A, {B;},C,x(t), xwes(t), ua (t), ue(t), he(t), s(t).
Result: u(t), S(t), Qs(t) (t), Bs(t)~
procedure
Given Q);, R; for all modes.
if t ==t = Initialize at time %
Find all permutations (modes) of actuators and
derive the subset of controllable pairs (A, B;) of B..
fori =1,... card(B.) = Ny,
P —— EQ(S) {A B’L?QZ7R }
K; — {R;,B;, P;}.
pi =2 {a(to), Pi}.
G, 299 14 B K
end for
end if
if t mod T > 0 and t mod T' < §t = Proactive and
Reactive Switching

for i =1,... card(B.) = Ny,
ai(t) <X gt — st).
end for
Pick according to p; an available mode.
else
ai(t) = ai(t — 6t)
end if
if he(t) >0 = Human Control
N Eq.(15 .
Ul () 2 (G, K a(t), zrer(B)]i = 5(8)).
else > AS Control and Detection
u;‘(t)(t) = —Ks(t)x(t).
Eq.(12) * x
e(t) == {Q Ri,x(t),ul, (1), V(¢
ot), Vi ()li = s(t)}-
Eq(ll) _ 3.
es(t),[hres(t) {Ri, Us(t)( ), W, Ali = s(t)}.

Eq.(13)
Qs(t) (t) ey Qs(t) (t)
end it;; )
u(t) St (), ua(8), ue (1))
return S(t)a u(t) a’s(t)( )7 Bz s(t)-
: end procedure

Algorithm 4: Trust Evaluation

BN

S

Input: v, (t)’ Qs (t) (t)a he (t)v dy (t)
Result: TH_)A(t), TA—»H (t), Sc(t).
procedure
Given constants required (Al, A2, B1,...,8,7)
from (18) - (22) and trust limits

TH—»A,h TH—»A,ua TA—)H,lAa TA—>H,ZH'
Given TH—)A(tO), TA_,H(tQ), PA(tQ), PH(to), T(to),

JFa@)

9: Py (t) <220 o (Py(t—T),r(t —T), he(t)}.

10: Fa(t) Eq . {{wa, (to)}, {ea, (to)}}-

in: fﬂﬂ“;gHmmwmwm

12: Trroa(t) <X ATy 4 (t —T), Pa(t), Pa(t —
T), Fa(t), Fa(t — T), F,(1)}.

13: Tacor(t) <2 ATy (¢ —T), Py (t), P (t —
T), Fy(t), FHE(qt(2—3)T) (1)

14: sc(t) — {Tu—a(t),Tassu(t), he(t)}.

15: , return TH—»A( ),TA_,H(t), Sc(t).

16: else

17: drfsfturn Toa(ke), Tasm(ke),sc(k).

18: ena 1

19: end procedure

V. CONCLUSION AND FUTURE WORK

This work presented a fully realized proactive and reactive
defense tool for CPS analyst augmentation and training,
based on the principles of MTD and of Bellman-based detec-
tion mechanisms. We explored in detail the various routines
of the software, both in their theoretical foundation and in
their implementation. Finally, trust metrics were proposed in
order to fully integrate this autonomous security tool with
the human security analyst in a dynamic, intelligent fashion.
Future efforts will focus on implementing the tool in actual
CPS and showcasing its efficacy with experimental data.
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