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ABSTRACT: Factors thought to influence deep cycle turbulence in the equatorial Pacific are examined statistically for their

predictive capacity using a 13-yr moored record that includes microstructure measurements of the turbulent kinetic energy dissi-

pation rate. Wind stress and mean current shear are found to be most predictive of the dissipation rate. Those variables, together

with the solar buoyancy flux and the diurnal mixed layer thickness, are combined to make a pair of useful parameterizations. The

uncertainty in these predictions is typically 50% greater than the uncertainty in present-day in situ measurements. To illustrate the

use of these parameterizations, the record of deep cycle turbulence,measured directly since 2005, is extended back to 1990 based on

historical mooring data. The extended record is used to refine our understanding of the seasonal variation of deep cycle turbulence.
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1. Introduction

The equator is a prime location for air–sea property fluxes.

Especially active are the regions of low sea surface tempera-

ture in the eastern equatorial Pacific andAtlantic basins. In the

context of climate, it matters greatly whether heat and other

scalars absorbed in these regions are released quickly back to

the atmosphere or carried into the deep ocean. To predict

these transports, wemust understand the turbulence that mixes

the upper equatorial oceans.

While direct measurements of turbulence have been relatively

sparse, other quantities that influence turbulence (e.g., wind stress)

have been measured routinely for several decades. Much could be

learned if we could reliably estimate turbulence properties based on

those existing measurements. Here we use direct turbulence mea-

surements to identify the environmental variables that are most

predictive of turbulence amplitude and to calibrate and test turbu-

lenceparameterizationsbasedon thoseroutinelymeasuredvariables.

The turbulence measurements were made on the equator at

1408W, in the Pacific cold tongue. The Tropical Atmosphere

andOcean (TAO)mooring array (McPhaden 1995; McPhaden

et al. 1998) has been deployed in the equatorial Pacific for

several decades, measuring surface fluxes and subsurface

temperature. Since 1990, the mooring at 1408W has also mea-

sured currents. Moored turbulence measurements at this lo-

cation have been available since September 2005 (Perlin and

Moum 2012; Warner and Moum 2019). Here we use those

measurements to test and calibrate proxies for turbulence

based on the surface fluxes and subsurface profiles of currents

and temperature.We then use the proxies to extend the history

of turbulence back through the 1990s.

In section 2, we review the physics of mixing in the Pacific cold

tongue region, focusing on the deep cycle of equatorial turbu-

lence. Section 3 describes the observations we employ. Statistical

relationships between deep cycle turbulence and variables rou-

tinely measured on tropical moorings are described in section 4.

This leads to two useful methods for parameterizing the turbulent

kinetic energy dissipation rate, as described in section 5. Section 6

discusses uncertainties in thesemethods.As an example of the use

of these parameterizations, we examine the annualmixing cycle in

section 7. A discussion and summary is given in section 8.

2. The deep cycle of turbulence in the eastern
Pacific cold tongue

Most of the ocean is capped by a surface mixed layer (ML), a

layer of strong turbulence and uniform distributions of tem-

perature T, salinity, and other properties extending for a few

tens of meters beneath the surface. Directly below the ML,

water properties are stratified and turbulence is generallymuch

weaker. A well-known exception is found in the cold tongue

region of the eastern equatorial Pacific, where the water below

theML is strongly turbulent despite stable thermal stratification.

This combination can result in extraordinarily strong property

exchanges with the ocean interior (Moum et al. 2009).

Turbulence in this stably stratified flow is made possible

by the Equatorial Undercurrent (EUC), which flows east-

ward at ;1 m s21 at a depth of ;100m. Above the EUC

core, the current is sheared at a rate;1022 s21, providing an

energy source that can overcome the stable stratification

and drive turbulence. This requires that the squared shear,

S2 5 (›U/›z)2 1 (›V/›z)2, exceed the squared buoyancy

frequency N2 5 aTg›T/›z, by a factor of approximately 4. In

the foregoing expressions, ›U/›z and ›V/›z represent ver-

tical derivatives of the mean zonal and meridional currents,
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respectively, aT is thermal expansion coefficient and g is the

gravitational acceleration.1 Equivalently, we expect to en-

counter turbulence when the gradient Richardson number,

Ri 5 N2/S2, is less than a critical value near 1/4 (e.g.,

Smyth 2020).

A second contributor to shear above the EUC core is the

South Equatorial Current (SEC). Driven by the trade winds,

the SEC generally flows to the west, opposite to the EUC,

thereby enhancing the shear and extending it toward the sur-

face. During the Tropic Heat II cruise in 1987 (Moum et al.

1992), winds were variable and it was clear that turbulence

between the ML base and the EUC core responds to wind

changes on time scales of a few days. Turbulence was strongest

when the wind was antiparallel to the EUC, the optimal di-

rection for enhancing the shear.

Much of the time, the upper flank of the EUC is in a state of

marginal instability (hereafter MI; Thorpe and Liu 2009), a

quasi-equilibrium between the forcing of the shear by the trade

winds, which reduces Ri, and turbulent mixing, which increases

Ri. The result is that Ri fluctuates around the critical value;1/4.

An important property of MI turbulence is that it has two in-

trinsic time scales (S21 and N21) but no intrinsic length scale, a

challenge for parameterization. Moreover, the MI state is sen-

sitive to small perturbations, making quantitative predictions

doubly difficult. Recent descriptions of MI are provided in

Smyth et al. (2019) and Smyth (2020).

The MI equilibrium state is often perturbed in the late af-

ternoon when the daytime surface current spreads downward.

The daytime surface current is propelled by the trade winds

and is stabilized by solar radiation. That radiation is absorbed

over the top few meters of the ocean, stratifying the water

column and thereby allowing a strong shear to develop there

(Price et al. 1986; Pham et al. 2017; Hughes et al. 2020). In the

afternoon, this stabilizing effect is steadily reduced as the solar

elevation decreases. A few hours before sunset, instability

develops. No longer trapped at the surface, the current is en-

trained downward. Ultimately, it adds to the shear of the EUC,

triggering enhanced turbulence that lasts from midevening

until morning (Smyth et al. 2013; Pham et al. 2013).

Tied as it is to the diurnal cycle of the solar heat flux, this

turbulence regime is called the ‘‘deep cycle’’ (hereafter DC;

Gregg et al. 1985; Moum and Caldwell 1985; Lien et al. 1995).

DC turbulence is found in a layer that extends vertically from

the base of the surface ML to just above the EUC core, called

the deep cycle layer (DCL). Our goal is to parameterize tur-

bulence properties averaged over this layer.

Most previous attempts to parameterize equatorial turbu-

lence have been based on nondimensional functions of Ri

alone, with dimensions supplied by a multiplicative constant

(Pacanowski and Philander 1981; Peters et al. 1988; Large et al.

1994). We know, however, that turbulence in the presence

of a given Ri can take a wide range of amplitudes (Peters et al.

1988; Moum et al. 1989; Smyth 2020), and therefore that the

Ri-dependent parameterizations are not generally valid. Zaron

and Moum (2009) addressed this problem using dimensional

reasoning much as we do here, but the result depended on

variables that are not Galilean invariant and therefore cannot

be generally valid. Here, we confine our attention to Galilean-

invariant variables. We also focus exclusively on turbulence in

the deep cycle.

Using a simple layer model, Smyth et al. (2017) suggested a

nocturnal mean value of dissipation in the deep cycle:

«5
t � S
r
0

, (1)

where r0 is a characteristic water density. The full vector forms

of wind stress t 5 {tx, ty} and shear S 5 {›U/›z, ›V/›z} are

included as a dot product since the component of wind stress

aligned with the shear is the most effective at generating un-

stable shear and thus turbulence. Here, we set aside the mod-

eling assumptions of Smyth et al. (2017) and instead test a wide

range of variables for correlation with deep cycle turbulence

averaged over the full diurnal cycle.

3. Observations

The dataset we use here is both intrinsically interesting and

extensive enough to support statistical parameterization test-

ing. The parameterizations are chosen with a view to potential

uses with other datasets. The surface stress and heat flux (both

solar and total) are obtained from the TropFlux reanalysis

dataset (Praveen Kumar et al. 2013) and are daily averages at

four points located 0.58 from 08, 1408W. Subsurface data, in-

cluding profiles of T, U, and V, are daily averages from the

TAO mooring at 08, 1408W (McPhaden 1995; McPhaden

et al. 1998).

Currents are measured via a surface-mounted acoustic

Doppler current profiler and are reliable only below about

30m depth. When current speeds are needed at shallower

depths, they are inferred using the surface wind stress and the

surface mixed layer depth together with near-surface current

meters following the method of Pham et al. (2017).

Since September 2005, the TAO mooring at 08, 1408W has

been supplemented by deployments of xpods, which use fast-

response thermistors to collect thermal microstructure data at

nominal depths between 29 and 119m, from which the tem-

perature variance dissipation rate xT is inferred (Moum and

Nash 2009). Data are stored as 10-min averages. Along with the

vertical temperature derivativeTz, xT is input to the formulas of

Osborn andCox (1972) andOsborn (1980) to obtain an estimate

of the turbulent kinetic energy dissipation rate, «x (Moum and

Nash 2009; Perlin and Moum 2012; Warner and Moum 2019).

For this study, the xpod results are binned into daily aver-

ages to match the TAO and TropFlux data. Statistically, the

dissipation rate is dominated by rare, powerful events, even at

this level of averaging (Fig. 1). Gaps in the xpod record are due

to problems with the mooring (also reflected in the ML, MI,

and EUC records) or with the instrument itself.

The dissipation rate is also averaged vertically over the

DCL. Following Pham et al. (2017), the deepest extent of the

1 Saline stratification is weak in this region and is sparsely mea-

sured, so we neglect it for this discussion; for further details, see

Pham et al. (2017).
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ML on a given day is defined approximately by a temperature

drop of 0.16K from the surface temperature. The base of the

deep cycle is identified as the deepest level where Ri , 1/4

(e.g., Lien et al. 1995). See appendix A for further details.

4. Which variables govern the deep cycle?

Parameterization of turbulence statistics is a challenge of

long standing. Our goal here is to predict average values of «x,

the turbulent kinetic energy dissipation rate detected by xpod,

within the DCL, on the basis of daily-averaged data recorded

at the TAO mooring array, specifically surface fluxes and

current and temperature profiles.

The present understanding of DC physics suggests that

the turbulence is governed primarily by its two principal

energy sources, 1) the vertical shear of the horizontal

mean currents S in the DCL, and 2) the wind stress t. The

shear provides the proximate energy source for turbu-

lence. The wind plays a dual role: it is the original energy

source for the SEC and the EUC, and it drives the day-

time surface current that triggers strong turbulence each

evening (section 2).

We assume that the dissipation rate characteristic of deep

cycle turbulence, i.e., the average of « over the deep cycle layer

and over a time period of one day or longer, depends on the

following primary governing variables:

d The friction velocity u*5
ffiffiffiffiffiffiffiffiffi
t/r0

p
, or its vector counter-

part t/r0.
d The shear in the deep cycle S.
d Jswb is the solar buoyancy flux. This could be replaced by the

net flux Jnetb , but Jswb has the advantages of being single-signed

and of representing the diurnal variation of the buoyancy

flux; an important influence on the deep cycle (section 2).
d hML 5 2zML is the nocturnal maximum thickness of the

surface mixed layer (appendix A). Other potentially impor-

tant length scales include hDCL 5 zML 2 zMI, the thickness of

the DCL, and hEUC 5 2zEUC, the depth of the EUC core.

All quantities are daily averages, and depth-dependent vari-

ables are also averaged over the DCL.

From « and its main governing variables u*, S, J
sw
b , and hML,

Buckingham’s Pi theorem (Kundu et al. 2016) guarantees that

we can construct exactly three independent dimensionless

combinations. We choose these to be

P
1
5

«

jJswb j; P
2
5

Su2

*
jJswb j; P

3
5

u3

*
h
ML

Jswb
. (2)

The combination Su2

* may usefully be replaced by the vector

dot product S � t/r, isolating the parallel components of wind

and shear.

This limited selection of governing variables is easily

expanded. To include a dependency on N, the buoyancy

frequency in the deep-cycle layer, we add a fourth nondi-

mensional combination

P
4
5
N2

S2
5Ri (3)

and, optionally, replace S by N in the definition of P2.

Similarly, if we think nocturnal surface cooling is important

(perhaps because convective plumes in the ML can trigger

turbulence in the DCL), we can add the mean nocturnal

buoyancy flux Jcoolb 5 Jnetb 2 Jswb via

P
5
52

Jcoolb

Jswb
(4)

and, optionally, replace Jswb with Jcoolb in the other nondimen-

sional combinations. The other relevant length scales, hDCL 5
zML 2 zMI and zEUC are incorporated by adding

P
6
52

z
EUC

h
ML

; P
7
52

h
DCL

z
ML

, (5)

and, optionally, replacing hML inP3. The same can be done with

the individual components of the wind stress {tx, ty} and the

shear {Sx, Sy}5 {›U/›z, ›V/›z} can be included in the same way.

Figure 2 shows all of these candidate governing variables as

30-day averages. In many of the variables, the dominant fluc-

tuation is annual, but Jswb is primarily semiannual as the sun

crosses the equator twice a year. Several variables show dis-

ruptions associated with the super–El Niño events of 1997/98

and 2015/16. In what follows, we will use statistical methods to

extract the relationships of the variables, and their nondi-

mensional combinations, with «x.

The Spearman rank correlation coefficient RS indicates the

relative likelihood of a functional relationship between two

variables, assuming that the relationship is one-to-one but not

necessarily linear (Press et al. 1992). First, we test the rank

correlation of each potential governing variable with «x
(Fig. 3). The correlation is also illustrated using bin medians of

the daily values. The correlation is largest for wind stress

(Figs. 3a–c), specifically the zonal component (Fig. 3b), for

which Rs 5 0.43.

A weaker correlation exists between «x and shear (Figs. 3d–

f), mainly its zonal component Sx. The correlation with N2 is

smaller (Fig. 3g) and those with the solar and net buoyancy

FIG. 1. Black lines indicate xpod nominal depths and daily av-

eraged dissipation rate, combined as zx 1 «x/a, where the scaling

constant a 5 2 3 1026 m s23. Colored curves indicate the DML,

MI, and EUCdepths as specified in the legend.Depths aremonthly

averages smoothed with a binomial filter for clarity.
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fluxes are smaller still (Figs. 3h,i). Among the length scales, the

correlations with «x are all small. We retain the choice of the

diurnal mixed layer thickness hML (Fig. 3k) as our length scale,

not because it influences «x but because it can be measured

when velocity data are not available.

We therefore expect that the nondimensional combinations

involving wind stress and shear identified in (2) will capture

most of the variability. This is confirmed by examining the rank

correlations among the P values themselves (Fig. 4). As sug-

gested above, Su2

* has been replaced by S � t/r0 in the definition
of P2. We therefore expect that P2 and P3 (Figs. 4a,b), whose

rank correlations with P1 are much greater than those of P4–

P7 (Figs. 4c–f), will have the best predictive capacity.

5. Predicting the deep cycle

Guided by the above results, we consider approximations of

the general form

«abP 5A
a,b

jJswb j
�

S � t
r
0
jJswb j

�a� u3

*
h
ML

jJswb j
�b

. (6)

The multiplicative factorAa,b is chosen such that the arithmetic

means of «abP and «x (over days when both values are available)

are equal. The exponents a and b will be determined next.

The simplest cases of (6) involve only P2 or only P3, i.e.,

either a 5 0 or b 5 0. If both exponents are nonzero, the ap-

proximation requires more measurements, but it has the po-

tential to bemore accurate. In this case, that turns out not to be

true; no combination of nonzero a and b makes a better ap-

proximation than the simpler cases with a 5 0 or b 5 0 (see

details in the appendix B). We therefore focus on the latter.

Small values of the exponent lead to a relatively conserva-

tive approximation. The proxy fails to match the largest and

smallest values of «x, but errors are limited. In contrast, a large

exponent promotes large variations, which capture extreme

events but are also prone to large errors.

FIG. 2. (a) Turbulent kinetic energy dissipation rate as measured by xpod (black) and by

two proxies [(7) and (8)]. (b) Wind stress and components as shown in legend, (c) shear and

components, (d) squared buoyancy frequency (blue) and squared shear magnitude (red),

scaled so that equality indicates Ri5 1/4, (e) solar (red) and net (blue) surface buoyancy flux,

and (f) mixed layer base (red) and EUC core (blue). Subsurface variables are averaged over

the DCL. All variables are shown as 30-day averages for clarity. Note that the signs of tx in

(b) and Sx in (c) are reversed.
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We therefore examine cases where only one exponent is

nonzero and seek values for that exponent that are neither too

large nor too small. After careful examination (appendix B),

we identify two cases that merit further testing: {a, b} 5 {2, 0}

and {0, 2}, i.e.,

«20P 5A
20
jJswb j

�
S � t
r
0
Jswb

�2

; A
20
5 0:0414 (7)

and

«02P 5A
02
jJswb j

�
u3

*
h
ML

Jswb

�2

; A
02
5 73:9: (8)

The latter version has the advantage of being usable without

the need for current measurements. Specifically, it requires

only wind stress, solar buoyancy flux, and ocean density profiles

FIG. 3. Scatterplots of «x vs potential governing variables. Gray dots represent daily values. Blue circles are the median values in evenly

spaced bins of the abscissa. Annotations indicate the Spearman rank coefficient RS.
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that resolve the mixed layer. This greatly expands its applica-

bility to historical mooring data, which only occasionally in-

cludes well-resolved current profiles.

6. Sources of uncertainty

For both (7) and (8), there is a visible correlation between

the daily-averaged measured values and the proxy, albeit with

significant scatter (Figs. 5a,b). The 15-day averaged data

maintain the correlation but show less scatter. [The 15-day

period is chosen to facilitate comparisonwith Perlin andMoum

(2012), see below.] In quantitative terms, the Pearson linear

correlation coefficients for daily and 15-day values are 0.28 and

0.57 for (7) and 0.14 and 0.46 for (8), respectively.

A rough relative error estimate, valid for 67%of values for both

(7) and (8), is a factor of 6 for daily averages and a factor of 3 for

estimates averaged over 15 days. (These were arrived at by sorting

the error values shown in Figs. 5c,d.) Averaged over longer times,

the proxies becomemore reliable, as will be illustrated in section 7.

Several factors could account for this level of uncertainty.

d We could be neglecting some factors that influence the deep

cycle. For example, no account is taken of the detailed form

of the velocity and temperature profiles, nor of any potential

effect of salinity gradients.
d There is arbitrariness in our definition of the layer over which

deep cycle physics is active.
d The algebraic form (6) of the proxies considered is only a

subset of the infinite range of functional forms allowed by

Buckingham’s theorem.

d We have assumed that deep cycle turbulence is local in time,

i.e., that the turbulence in a given time period is fully

determined by environmental conditions within that same

period. In fact, history effects are likely to be important,

especially on short-term (e.g., daily) averages. For ex-

ample, the parameterization (8), which excludes the direct

influence of shear, may err due to shear changes that

originate in wind shifts but are communicated to the EUC

over many months by equatorial waves.
d The xpods and the TAO sensors are spaced differently in the

vertical. This could affect the resulting values of « differently

under different conditions.
d Uncertainty in the xpod measurements themselves is a fac-

tor. Comparison between estimates of « from xpod and

from a microstructure profiler at the same depth, averaged

over 15 days, agree to within a factor of 2 in 12 cases out of

17 (Perlin and Moum 2012, their Fig. 5), comparable to the

factor of 3 uncertainty found here.

7. Application: Seasonal variation of deep cycle
turbulence

We next apply (7) and (8) to the seasonal variation of the

deep cycle. This includes the annual cycle as well as its shorter-

period (e.g., semiannual) harmonics. It is well established that

turbulence in the deep cycle decreases to a minimum in boreal

spring (Moum et al. 2013). Observations (Moum et al. 2013;

Liu et al. 2016) and large-eddy simulations (Pham et al. 2017)

have also hinted at a second minimum in boreal fall, though

FIG. 4. Scatterplots ofP1 vs (a)–(f)P2–P7, respectively. Gray dots represent daily values. Blue circles are themedian values in log-spaced

bins of the abscissa. Annotations indicate the Spearman rank coefficient RS.
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that feature has not been examined explicitly. Using the ad-

ditional observational data now available, together with the

proxies (7) and (8), we can confirm that the second minimum

exists (Fig. 6a,b, black curve) and consider its causes.

The semiannual variation of the deep cycle is evident in «x
and in both proxies (7) and (8). The fall minimum is both

shorter and less pronounced than the springtime minimum. If

we include only the subset of days for which «x and the proxies

are all available (Fig. 6a), the confidence limits on the means of

«20P and «02P are comparable to those of «x. Agreement is ade-

quate except in the month of May, when «02P exceeds «x by a

factor of 5. This is due to an episode of unusually shallowML in

May 2010 (appendix B, Fig. B2).

When the entire interval 1990–2020 is included (Fig. 6b), the

confidence limits on the proxies are thin compared with the

observations because (7) and (8) are applied to a much longer

data period. Specifically, the number of days included in the

monthly averages of «x range from 93 (August) to 231

(December). For the proxy (7), the corresponding number of

days is 804–848, and for (8), 726–877. With this longer time

series, the anomalously high value in May is largely removed.

The amplitude of the seasonal cycle is noticeably smaller in

the proxy estimates, and in «20P the August maximum is shifted

to July. These remaining discrepancies could indicate a flaw in

the proxies, but they could also reveal a genuine difference in

mixing between the time periods when the different instru-

ments were deployed. Specifically, the seasonal mixing cycle

may have been relatively weak in the 1990s, perhaps linked

with the positive phase of the interdecadal Pacific oscillation

(England et al. 2014).

FIG. 5. Comparison of measured vs proxy values of «: (left) «20P and (right) «02P . (a),(b) Gray dots and blue circles

represent daily values and 15-day averages, respectively. Annotations show the linear correlation coefficient. (c),(d)

Probability distribution functions for the ratio of measured/proxy dissipation rates. Vertical lines show the first and

fifth sextiles.
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The fall minimum in DC turbulence is associated with a

slackening of the trade winds (Fig. 7b) which coincides with a

reduction of the shear in the DCL (Fig. 7c). The product of

these two vector quantities dominates the proxy «20P , defined in

(7). That product shows a distinct minimum in October

(Fig. 7d). A secondary factor is a slight increase of solar heating

(Fig. 7e), which appears in the denominator of «20P . The proxy

«02P , defined in (8), does not involve the shear directly, and its

dependence on the ML thickness has little influence. Instead,

«02P is governed almost entirely by wind stress, whose decrease

in boreal fall is modest (Fig. 7b). Despite this, «02P successfully

reproduces the fall minimum in «x because the wind stress

appears cubed in (8).

In summary, the semiannual variation of the deep cycle is

mainly accounted for by changes in the wind stress. The direct

effect of solar heating is small, though it likely plays a role in

driving the wind stress variation.

It is interesting to compare these turbulence dissipation rate

estimates with the surface buoyancy flux by rearranging the

formula of Osborn (1980) for the turbulent buoyancy flux:

«netb 52Jnetb /G, with G 5 0.2 (Smyth 2020). The equivalent dis-

sipation rate «netb (Fig. 6b, green curve) is the turbulent dissi-

pation rate that would be required to carry the net surface

buoyancy flux exactly. The net surface buoyancy flux has the

effect of warming the ocean in all months. It does so most

strongly in March and least strongly in July.

In these terms, the turbulence is approximately out of phase

with the surface buoyancy flux, i.e., it is weak when surface

warming is strong, and vice versa. The difference between «netb

and the deep cycle dissipation rate is a measure of the net

warming of the ML. This warming is partly reflected in actual

temperature change and partly balanced by horizontal advec-

tion, which generally carries ML heat toward the western

Pacific warm pool (McPhaden and Picaut 1990).

Moum et al. (2013) performed a similar analysis, focusing on

the sea surface temperature and using a smaller dataset than

we have today. Consistent with Moum et al. (2013), Fig. 6b

suggests strong warming of theML in boreal winter and spring.

We find that the warming period lasts onemonth longer than in

the earlier Moum et al. result: from February to June inclusive.

In July and August, DC turbulence removes heat from the ML

faster than the sun can replenish it, leading to a net cooling.

Both proxies indicate that this summertime cooling is less

dramatic than is suggested by the xpod measurements. This

may be because, even now, the xpods have been operational

over only three realizations of the month of August (2007,

2008, and 2015) and those Augusts may have been unusually

turbulent relative to the longer period of 1990–2020.

8. Summary and discussion

We have explored methods for extracting information about

equatorial deep cycle turbulence from historical mooring rec-

ords that extend long before turbulence measurements were

regularly included. Using xpod measurements made on the

equator at 1408W since September 2005 as our ‘‘ground truth,’’

we have derived (7) and (8), two functional combinations of

wind stress, current shear, solar heat flux and mixed layer

thickness that can be used to infer the turbulent kinetic energy

dissipation rate in the equatorial deep cycle. The proxies are

applied to daily-averaged data, then the results are averaged

over longer times to reduce random discrepancies. For daily

FIG. 6. Measured and parameterized dissipation rates binned as monthly means. Gray shading shows the 95%

bootstrap confidence limits on the mean for eachmonth. (a) Only days where both «x and the proxies are available.

(b) All days. The green curve in (b) shows the net surface buoyancy flux scaled for comparison with the dissipa-

tion rates.
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averages, a typical discrepancy between the proxies and «x is a

factor of 6, whereas for 15-day averages the difference is re-

duced to a factor of 3 (comparable to the uncertainty in

«x itself).

The proxies discussed here are based on basic variables like

wind stress and shear, rather than more complex constructs

that would isolate tropical instability waves (TIWs) and other

specific sub- and mesoscale phenomena. Future versions might

include variables such as the kinetic energy associated with

TIWs (e.g., Liu et al. 2016), and might thereby make improved

predictions of turbulence. The proxies are based on the known

physics of the equatorial deep cycle. Adaptations for more

general turbulent flow regimes remain to be explored.

The proxies have been applied to 28 years ofmooring data to

refine our understanding of the seasonal mixing cycle in the

eastern Pacific cold tongue. In addition to the previously

identified minimum in boreal spring, there is a second mini-

mum in boreal fall, with intervening maxima in December and

July–August. The maximum dissipation rates exceed the

minima by a factor of 4. The proximate cause of the fall min-

imum is a slight slackening of the trade winds, to which the

turbulent dissipation rate is highly sensitive.

In an upcoming study we will use the same techniques to ex-

plore variations in the deep cycle related to El Niño–Southern
Oscillation, extending the results of Warner and Moum (2019).

These techniques will also be applied to other near-equatorial

mooringswhere direct turbulencemeasurements are not available

in order to gauge the areal extent of deep cycle turbulence and

thus assess its impact on the global climate.
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northward components. (d) Dot product of shear and scaled wind stress. (e) Locations of ML

base and EUC core. (f) Shortwave and net surface buoyancy fluxes. Shaded areas indicate

95% confidence limits on the mean. In (e) and (f) these are too small to be visible.
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cag/global/time-series, and theONI is at https://psl.noaa.gov/data/

correlation/oni.data. Processed data are available upon request

from W. Smyth and J. Moum.

APPENDIX A

Bounding the Deep Cycle Layer

The DCL is bounded above by the base of the ML and from

below by the shallowest depth below which Ri. 0.25. TheML

base is identified as the shallowest depth at which T 5 T0 2
0.168C, T0 being the shallowest temperature measured. This

criterion was shown by Pham et al. (2017) to approximate the

deepest nocturnal extent of the diurnally varying ML based on

daily averaged temperature profiles.

The base of the DCL is the shallowest depth at which Ri,

computed from daily averaged temperature and velocity, is

equal to or less than 0.25. Although averaging the velocity

profile often leads to an overestimate of Ri (which would

suggest that the critical value Ri 5 0.25 be replaced by some

arbitrary higher value), in this case the shear is dominated by

the EUC, which varies little in the course of a day, and Ri is

therefore adequately resolved in daily-averaged data (Pham

et al. 2017, appendix A).

Daily averaged temperature and velocity profiles are inter-

polated onto a 5m vertical grid using cubic splines and their

derivatives are computed as second-order centered differ-

ences. The depths satisfying the criteria for the bases of theML

and the DCL are found via linear interpolation between

neighboring grid points.

APPENDIX B

Optimal Values for a and b

We seek optimal values for the exponents a and b in (6).

We begin by comparing «x with «abP , computed using example

values a, b5 0, 1, 1.5, 2, 2.5, 3. We compare both probability

distribution functions (PDFs) and estimates of the root-

mean-square error (Fig. B1). If the proxy were perfect, the

FIG. B1. Probability distribution functions of the dissipation rate («x, light bars) and the proxy («
ab
P , dark bars). In each frame,A represents the

coefficient Aa,b in the general proxy Eq. (6). The error parameter e is the root-mean-square difference between daily averages of «x and «abP ,

divided by 1026m2 s23. The parameter p, computed as minus the logarithm of the output of the Kolmogorov–Smirnov test (Press et al. 1992)

applied to «x and «abP , is small if the PDFs are similar. Blue borders highlight the cases chosen for further analysis.
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distributions would be identical and the error estimate would

be zero.

First consider the case b5 0. Sample results for a5 0, 1, 1.5,

2, 2.5, and 3 appear in the leftmost column of Fig. B1. The root-

mean-square error, scaled by 1026m2 s23, is labeled e. This

measure of error is smallest when a5 1.5 and e5 1.059. In this

case, the distribution of the proxy «p (dark bars) is much

thinner than that of «x (light bars), i.e., the approximation is

relatively conservative in consequence of the smallness of a.

Increasing a to 2.0 gives only a slight increase in the error (e5
1.061) but better agreement in the width of the pdf. Increasing

in a further to 2.5 improves the pdf at the cost of a more sig-

nificant increase in e. We therefore select the case a5 2, b5 0

for further consideration.

When a 5 0 (top row in Fig. B1), the smallest error is ob-

tained by setting b 5 1, but once again this is an overly con-

servative approximation. The best match in the pdf is found

when b 5 2.5, but at the cost of increased e. As a compromise

value, we select b 5 2, which gives e 5 1.164.

Cases in which both a and b are nonzero are generally less

promising. They have the practical disadvantage of requiring

measurements of both the shear and the ML thickness. An

example of these is the case {a, b} 5 {1.5, 1}. Though it does

well in terms of our error metrics e and p, we find in practice

that the improvement is negligible and the added complication

is therefore not justified.

In summary, we identify two cases: {a, b} 5 {2, 0} and {0, 2},

for further testing. When these are compared with the time

series of «x (Fig. B2) the match is generally good, though oc-

casional large discrepancies are evident. The effects of differ-

ent {a, b} are also visible. In most cases the discrepancies

involve very low dissipation rates that contribute little to

longer-term averages. However, in May 2010, the ML was

unusually shallow, causing (8) to overestimate «x by nearly two

orders of magnitude (asterisk above Fig. B2b). The implica-

tions of this are discussed in the main text.
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