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Although AI holds promise for improving human decision making in societally critical domains, it remains

an open question how human-AI teams can reliably outperform AI alone and human alone in challenging

prediction tasks (also known as complementary performance). We explore two directions to understand the

gaps in achieving complementary performance. First, we argue that the typical experimental setup limits the

potential of human-AI teams. To account for lower AI performance out-of-distribution than in-distribution

because of distribution shift, we design experiments with different distribution types and investigate human

performance for both in-distribution and out-of-distribution examples. Second, we develop novel interfaces

to support interactive explanations so that humans can actively engage with AI assistance. Using virtual

pilot studies and large-scale randomized experiments across three tasks, we demonstrate a clear difference

between in-distribution and out-of-distribution, and observe mixed results for interactive explanations: while

interactive explanations improve human perception of AI assistance’s usefulness, they may reinforce human

biases and lead to limited performance improvement. Overall, our work points out critical challenges and

future directions towards enhancing human performance with AI assistance.
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1 INTRODUCTION

As AI performance grows rapidly and often surpasses humans in constrained tasks [4, 23, 27, 48, 57],
a critical challenge to enable social good is to understand how AI assistance can be used to enhance
human performance. AI assistance has been shown to improve people’s efficiency in tasks such as
transcription by enhancing their computational capacity [16, 35], support creativity in producing
music [15, 41, 45], and even allow the visually impaired to łseež images [22, 68]. However, it remains
difficult to enhance human decision making in challenging prediction tasks [28]. Ideally, with AI
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Typical setup Proposed setup

training val test training val test

In-distribution

e.g., age >= 25

Out-of-distribution

e.g., age < 25

The test set follows the same distribution as the 

training set and may over-estimate AI performance.

The training set consists of in-distribution examples, while the test set 

includes both in-distribution and out-of-distribution examples. Humans are 

more likely to offer complementary insights for out-of-distribution examples.

Fig. 1. An illustration of the typical setup and our proposed setup that takes into account distribution

types. For instance, in the recidivism prediction task we can use defendants of younger ages to simulate

out-of-distribution examples, assuming our training set only contains older defendants referred as in-dis-

tribution examples. The fractions of data are only for illustrative purposes. See details of in-distribution vs.

out-of-distribution setup in ğ3.2.

assistance, human-AI teams should outperform AI alone and human alone (e.g., in accuracy; also
known as complementary performance [2]). Instead, researchers have found that while AI assistance
improves human performance compared to human alone, human-AI teams seldom outperform AI
alone in a wide variety of tasks, including recidivism prediction, deceptive review detection, and
hypoxemia prediction [3, 7, 20, 21, 32, 33, 37, 43, 54, 65, 66, 73].

To address the elusiveness of complementary performance, we study two factors: 1) an overlooked
factor in the experimental setup that may over-estimate AI performance; 2) the lack of two-way
conversations between humans and AI, which may limit human understanding of AI predictions.
First, we argue that prior work adopts a best-case scenario for AI. Namely, these experiments
randomly split a dataset into a training set and a test set (Fig. 1). The training set is used to train the
AI, and the test set is used to evaluate AI performance and human performance (with AI assistance).
We hypothesize that this evaluation scheme is too optimistic for AI performance and provide limited
opportunities for humans to contribute insights because the test set follows the same distribution
as the training set (in-distribution). In practice, examples during testing may differ substantially
from the training set, and AI performance can significantly drop for these out-of-distribution
examples [10, 25, 46]. Furthermore, humans are better equipped to detect problematic patterns in AI
predictions and offer complementary insights in out-of-distribution examples. Thus, we propose to
develop experimental designs with both out-of-distribution examples and in-distribution examples
in the test set.
Second, although explaining AI predictions has been hypothesized to help humans understand

AI predictions and thus improve human performance [13], static explanations, such as highlighting
important features and showing AI confidence, have been mainly explored so far [2, 21, 33]. Static
explanations represent a one-way conversation from AI to humans and may be insufficient for
humans to understand AI predictions. In fact, psychology literature suggests that interactivity is a
crucial component in explanations [40, 50]. Therefore, we develop interactive interfaces to enable a
two-way conversation between decision makers and AI. For instance, we allow humans to change
the input and observe how AI predictions would have changed in these counterfactual scenarios
(Fig. 6). We hypothesize that interactive explanations improve the performance of humans and
their subjective perception of AI assistance’s usefulness. Although out-of-distribution examples
and interactive explanations are relatively separate research questions, we study them together
in this work as we hypothesize that they are critical missing ingredients towards complementary
performance.

To investigate the effect of out-of-distribution examples and interactive explanations on human-
AI decision making, we choose three datasets spanning two tasks informed by prior work: 1)
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recidivism prediction (COMPAS and ICPSR) (a canonical task that has received much attention
due to its importance; COMPAS became popular because of the ProPublica article on machine
bias [1], and ICPSR was recently introduced to the human-AI interaction community by Green
and Chen [20, 21], so it would be useful to see whether same results hold in both datasets); 2)
profession detection (BIOS) (the task is to predict a person’s profession based on a short biography;
this task is substantially easier than recidivism prediction and other text-based tasks such as
deceptive review detection, so crowdworkers may have more useful insights to offer for this task).
We investigate human-AI decision making in these tasks through both virtual pilot studies and
large-scale randomized experiments. We focus on the following three research questions:

• RQ1: how do distribution types affect the performance of human-AI teams, compared to AI
alone?

• RQ2: how do distribution types affect human agreement with AI predictions?
• RQ3: how do interactive explanations affect human-AI decision making?

Our results demonstrate a clear difference between in-distribution and out-of-distribution. Consis-
tent with prior work, we find that human-AI teams tend to underperform AI alone in in-distribution
examples in all tasks. In comparison, human-AI teams can occasionally outperform AI in out-
of-distribution examples in recidivism prediction (although the difference is small). It follows
that the performance gap between human-AI teams and AI is smaller out-of-distribution than
in-distribution, confirming that humans are more likely to achieve complementary performance
out-of-distribution.
Distribution types also affect human agreement with AI predictions. In recidivism prediction

(COMPAS and ICPSR), humans are more likely to agree with AI predictions in-distribution than
out-of-distribution, suggesting that humans behave differently depending on the distribution type.
Moreover, in recidivism prediction, human agreement with wrong AI predictions is lower out-of-dis-
tribution than in-distribution, suggesting that humans may be better at providing complementary
insights into AI mistakes out-of-distribution. However, in BIOS, where humans may have more
intuitions for detecting professions, humans are less likely to agree with AI predictions in-distri-
bution than out-of-distribution. This observation also explains the relatively low in-distribution
performance of human-AI teams in BIOS compared to AI alone.
Finally, although we do not find that interactive explanations lead to improved performance

for human-AI teams, they significantly increase human perception of AI assistance’s usefulness.
Participants with interactive explanations are more likely to find real-time assistance useful in
ICPSR and COMPAS, and training more useful in COMPAS. To better understand the limited utility
of interactive explanations, we conduct an exploratory study on what features participants find
important in recidivism prediction. We find that participants with interactive explanations are
more likely to fixate on demographic features such as age and race, and less likely to identify the
computationally important features based on Spearman correlation. Meanwhile, they make more
mistakes when they disagree with AI. These observations suggest that interactive explanations
might reinforce existing human biases and lead to suboptimal decisions.

Overall, we believe that our work adds value to the community in the emerging field of human-AI
collaborative decision making in challenging prediction tasks. Our work points out an important
direction in designing future experimental studies on human-AI decision making: it is critical to
think about the concept of out-of-distribution examples and evaluate the performance of human-AI
teams both in-distribution and out-of-distribution. The implications for interactive explanations
are mixed. On the one hand, interactive explanations improve human perception of AI usefulness,
despite not reliably improving their performance. On the other hand, similar to ethical concerns
about static explanations raised in prior work [2, 20, 21], interactive explanations might reinforce
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existing human biases. It is critical to take these factors into account when developing and deploying
improved interactive explanations. Our results also highlight the important role that task properties
may play in shaping human-AI collaborative decision making and provide valuable samples for
exploring the vast space of tasks.

2 RELATED WORK AND RESEARCH QUESTIONS

In this section, we review related work and formulate our research questions.

2.1 Performance of Human-AI Teams in Prediction Tasks

With a growing interest in understanding human-AI interaction, many recent studies have worked
on enhancing human performance with AI assistance in decision making. Typically, these decisions
are formulated as prediction tasks where AI can predict the outcome and may offer explanations,
e.g., by highlighting important features. For instance, the bailing decision (whether a defendant
should be bailed) can be formulated as a prediction problem of whether a defendant will violate
pretrial terms in two years [27]. Most studies have reported results aligning with the following
proposition:

Proposition 1. AI assistance improves human performance compared to without any assistance;

however, the performance of human-AI teams seldom surpasses AI alone in challenging prediction

tasks [3, 5, 7, 20, 21, 32, 33, 37, 43, 54, 65, 66, 73].1

This proposition is supported in a wide variety of tasks, including recidivism prediction [20,
21, 37], deceptive review detection [32, 33], income prediction [54], and hypoxemia prediction
[43], despite different forms of AI assistance. To understand this observation, we point out that
Proposition 1 entails that AI alone outperforms humans alone in these tasks (human < human +
AI < AI). Lai et al. [32] conjectures that the tasks where humans need AI assistance typically fall
into the discovering mode, where the groundtruth is determined by (future) external events (e.g., a
defendant’s future behavior) rather than human decision makers, instead of the emulating mode,
where humans (e.g., crowdworkers) ultimately define the groundtruth.2 We refer to prediction tasks
in the discovering mode as challenging prediction tasks. Example tasks include the aforementioned
recidivism prediction, deception detection, hypoxemia prediction, etc. These tasks are non-trivial
to humans and two corollaries follow: 1) human performance tend to be far from perfect; 2) the
groundtruth labels cannot be crowdsourced.3 In such tasks, AI can identify non-trivial and even
counterintuitive patterns to humans. These patterns can be hard for humans to digest and leverage
when they team up with AI. As such, it is difficult for human-AI teams to achieve complementary
performance.
A notable exception is Bansal et al. [2], which shows that human-AI team performance sur-

passes AI performance in sentiment classification (beer reviews and Amazon reviews) and LSAT
question answering. Their key hypothesis is that human-AI teams are likely to excel when human
performance and AI performance are comparable, while prior studies tend to look at situations

1Our focus in this work is on understanding the performance of human-AI teams compared to AI performance and do not

recommend AI to replace humans in any means. In fact, many studies have argued that humans should be the final decision

makers in societally critical domains for ethical and legal reasons such as recidivism prediction and medical diagnosis

[21, 33, 38, 59, 60].
2In fact, it is unclear what complementary performance means in the emulating mode if humans define the groundtruth as

human performance is by definition 100%. A more subtle discussion can be found in footnote 4.
3Whether a task is challenging (in the discovering mode) also depends on characteristics of humans. For instance, sentiment

analysis of English reviews might not be challenging for native speakers, but could remain challenging for non-native

speakers.
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Complementary performance. An ideal outcome of human-AI collaborative decision mak-
ing: the performance of human-AI teams is better than AI alone and human alone.
Comparable performance. The performance of human alone is similar to AI alone, yielding
more potential for complementary performance as hypothesized in Bansal et al. [2]. There
lacks a quantitative definition of what performance gap counts as comparable. We explore
different ranges in this work.

Table 1. Definitions of complementary performance and comparable performance.

where the performance gap is substantial. It naturally begs the question of what size of perfor-
mance gap counts as comparable performance, whether comparable performance alone is sufficient
for complementary performance, and whether other factors are associated with the observed
complementary performance (we summarize the definitions of complementary performance and
comparable performance in Table 1 to help readers understand these concepts). For instance, it
is useful to point out that sentiment analysis is closer to the emulating mode.4 We will provide a
more in-depth discussion in ğ7.
Our core hypothesis is that a standard setup in current experimental studies on human-AI

interaction might limit the potential of human-AI teams. Namely, researchers typically follow
standard machine learning setup in evaluating classifiers by randomly splitting the dataset into a
training set and a test set, and using the test set to evaluate the performance of human-AI teams
and AI alone. It follows that the data distribution in the test set is similar to the training set by
design. Therefore, this setup is designed for AI to best leverage the patterns learned from the
training set and provide a strong performance. In practice, a critical growing concern is distribution
shift [19, 55, 58]. In other words, the test set may differ from the training set, so the patterns that
AI identifies can fail during testing, leading to a substantial drop in AI performance [10, 25, 46].
Throughout this paper, we refer to testing examples that follow the same distribution as the training
set as in-distribution (IND) examples and that follow a different distribution as out-of-distribution
(OOD) examples.

Thus, our first research question (RQ1) examines how distribution types affect the performance
of human-AI teams, compared to AI alone. We expect our results in in-distribution examples to
replicate previous findings and be consistent with Proposition 1. In comparison, we hypothesize
that humans are more capable of spotting problematic patterns and mistakes in AI predictions
when examples are not similar to the training set (out-of-distribution), as humans might be robust
against distribution shift. Even if human-AI teams do not outperform AI alone in out-of-distribution
examples, we expect the performance gap between human-AI teams and AI alone to be smaller
out-of-distribution than in-distribution. Inspired by the above insights on comparable performance,
we choose three tasks where humans and AI have performance gaps of different sizes so that we
can investigate the effect of distribution type across tasks.

2.2 Agreement with AI

In addition to human performance, human agreement with AI predictions is critical for understand-
ing human-AI interaction, especially in tasks where humans are the final decision makers. When
AI predictions are explicitly shown, this agreement can also be interpreted as the trust that humans

4Although labels in sentiment analysis are determined by the original author, sentiment analysis is generally viewed as

a natural language understanding task that humans are capable of. AI is thus designed to emulate human capability. In

the emulating mode, improving human performance is essentially aligning single-person decisions with the majority of a

handful of annotators. We argue that data annotation is qualitatively different from decision making in challenging tasks

such as recidivism prediction.
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Correct AI predictions Wrong AI predictions

Humans agree with Appropriate agreement Overtrust
Humans disagree with Undertrust Appropriate disagreement

Table 2. Definition of human agreement based on the correctness of AI predictions.

place in AI. Prior work has found that in general, the more information about AI predictions is
given, the more likely humans are going to agree with AI predictions [2, 14, 17, 33]. For instance,
explanations, presented along with AI predictions, increase the likelihood that humans agree with
AI [2, 17, 32]. Confidence levels have also been shown to help humans calibrate whether to agree
with AI [2, 73]. In a similar vein, Yin et al. [72] investigate the effect of observed and stated accuracy
on humans’ trust in AI and find that both stated and observed accuracy can affect human trust in
AI. Finally, expertise may shape humans’ trust in AI: Feng and Boyd-Graber [14] find that novices
in Quiz Bowl trust the AI more than experts when visualizations are enabled.
However, little is known about the effect of distribution types as it has not been examined in

prior work. Our second research question (RQ2) inquires into the effect of distribution types on
human agreement with AI predictions. We hypothesize that humans are more likely to agree with
AI in-distribution than out-of-distribution because the patterns that AI learns from in-distribution
examples may not apply out-of-distribution and AI performance is worse out-of-distribution than
in-distribution. Furthermore, given prior results that humans are more likely to agree with correct
AI predictions than wrong AI predictions [2, 33], it would be interesting to see whether that trend
is different out-of-distribution from in-distribution.

Additionally, we are interested in having a closer look at the effect of distribution types on human
agreement by zooming in on the correctness of AI predictions. Prior work has introduced three terms
to address these different cases of agreement [65]: appropriate trust [44, 47, 49, 51] (the fraction of
instances where humans agree with correct AI predictions and disagree with wrong AI predictions;
this is equivalent to human-AI team accuracy in binary classification tasks), overtrust [12, 53] (the
fraction of instances where humans agree with wrong AI predictions), and undertrust [12, 53]
(the fraction of instances where humans disagree with correct AI predictions). To simplify the
measurement, we only consider agreement with AI predictions in this work because disagreement
and agreement add up to 1. We define the fraction of instances where humans agree with correct

AI predictions as appropriate agreement and the fraction of instances where humans agree with
incorrect AI predictions as overtrust, and similarly the counterparts in disagreement as undertrust
and appropriate disagreement. Table 2 shows the full combinations of human agreement and AI
correctness. The term appropriate trust then is the sum of appropriate agreement and appropriate

disagreement. We hypothesize that patterns embedded in the AI model may not apply to out-of-dis-
tribution examples, humans can thus better identify wrong AI predictions in out-of-distribution
examples (i.e., overtrust is lower out-of-distribution). Similarly, our intuition is that appropriate
agreement is also likely lower out-of-distribution as AI may make correct predictions based on
non-sensible patterns. While we focus on how distribution types affect appropriate agreement and
overtrust, it also entails how distribution types affect undertrust and appropriate disagreement.

2.3 Interactive Explanations

A key element in developing AI assistance are explanations of AI predictions, which have attracted
a lot of interest from the research community [13, 18, 29, 34, 39, 42, 56]. Experimental studies in
human-AI decision making have so far employed static explanations such as highlighting important
features and showing similar examples, a few studies have also investigated the effect of explanations
with an interactive interface. However, literature in social sciences has argued that explanations
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should be interactive. For instance, Lombrozo [40] suggests that an explanation is a byproduct of an
interaction process between an explainer and an explainee, and Miller [50] says that explanations
are social in that they are transferable knowledge that is passed from one person to the other in a
conversation. We hypothesize that the one-way conversation in static explanations is insufficient
for humans to understand AI predictions, contributing to the proposition that human-AI teams
have yet to outperform AI alone.

It is worth pointing out that industry practitioners have worked towards developing interactive
interfaces to take advantage of deep learning models’ superior predictive power. For instance,
Tenney et al. [61] develop an interative interpretability tool that provide insightful visualizations
for NLP tasks. Similar interactive tools have been used to support data scientists in debugging
machine learning models and improving model performance [24, 26, 69]. While data scientists are
familiar with machine learning, laypeople may not have the basic knowledge of machine learning.
We thus focus on developing an interface that enables meaningful interactive explanations for
laypeople to support decision making rather than debugging. Our ultimate goal is to improve
human performance instead of model performance. In addition, there have been interactive systems
that provide AI assistance for complicated tasks beyond constrained prediction tasks [6, 70, 71].
Our scope in this work is limited to explanations of AI predictions where the human task is to
make a simple categorical prediction. Most similar to our work is Cheng et al. [8], which examines
the effect of different explanation interfaces on user understanding of a model and shows improved
understandings with interactive explanations, whereas our work focuses on the effect of interactive
explanations on human-AI decision making.

As such, our final research question (RQ3) investigates the effect of interactive explanations on
human-AI decision making. We hypothesize that interactive explanations lead to better human-
AI performance, compared to static explanations. We further examine the effect of interactive
explanations on human agreement with AI predictions. If interactive explanations enable humans
to better critique incorrect AI predictions, then humans may become less reliant on the incorrect
predicted labels (i.e., lower overtrust). Finally, we expect interactive explanations to improve
subjective perception of usefulness over static explanations because interactive explanations enable
users to have two-way conversations with the model.

2.4 Differences from Interactive Machine Learning and Transfer Learning

It is important to note that our focus in this work is on how distribution types and interactive
explanations affect human performance in decision making and our ultimate goal is to enhance
human performance. While other areas such as transfer learning and interactive machine learning
have conducted user studies where people interact with machine learning models, the goal is
usually to improve model performance. Specifically, interactive machine learning tends to involve
machine learning practitioners, while our work considers the population that does not have a
machine learning background [24, 31, 61, 67]. Similarly, transfer learning focuses on improving
models that would generalize well on other domains (distributions), whereas our work investigates
how examples in different distributions affect human performance [36, 62, 74]. Although improving
AI will likely improve human performance in the long run, we focus on the effect of AI assistance
on human decision making where the AI is not updated.

3 METHODS

In order to evaluate the performance of human-AI teams, we consider three important ingredients
in this work: 1) Prediction tasks: we consider three prediction tasks that include both tabular and
text datasets as well as varying performance gaps between human alone and AI alone (ğ3.1); 2)
In-distribution (IND) vs. out-of-distribution (OOD): a key contribution of our work is to highlight
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the importance of distribution shift and explore ways to design human-AI experimental studies
with considerations of in-distribution and out-of-distribution examples (ğ3.2); 3) Explanation type:
another contribution of our work is to design novel interactive explanations for both tabular
data and text data (ğ3.3). We further use virtual pilot studies to gather qualitative insights and
validate our interface design (ğ3.4), and then conduct large-scale experiments with crowdworkers
on Mechanical Turk (ğ3.5).

3.1 Prediction Tasks

We use two types of tasks, recidivism prediction, and profession prediction. Recidivism prediction
is based on tabular datasets, while profession prediction is based on text datasets.
• ICPSR [63]. This dataset was collected by the U.S. Department of Justice. It contains defendants
who were arrested between 1990 and 2009, and the task is to predict if a defendant will violate
the terms of pretrial release. Violating terms of pretrial release means that the defendant is
rearrested before trial, or fails to appear in court for trial, or both. We clean the dataset to remove
incomplete rows, restrict the analysis to defendants who were at least 18 years old, and consider
only defendants who were released before trial as we only have ground truth for this group.
We consider seven attributes as features in this dataset: Gender, Age, Race, Prior Arrests, Prior
Convictions, Prior Failure to Appear, and Offense Type (e.g., drug, violent). To protect defendant
privacy, we only selected defendants whose features are identical to at least two other defendants
in the dataset. This yielded a dataset of 40,551 defendants.

• COMPAS [1]. The task is to predict if the defendant will recidivate in two years. The features in
this dataset are Sex, Age, Race, Prior Crimes, Charge Degree, Juvenile Felony Count, and Juvenile
Misdemeanor Count. Both datasets have overlapping features such as Age and Race. There are
7,214 defendants in this dataset.

• BIOS [11]. This dataset contains hundreds of thousands of online biographies from the Common
Crawl corpus. The task is to predict a person’s profession given a biography. The original dataset
consists of 29 professions, and we narrow it down to five professions to make the task feasible
for humans, namely, psychologist, physician, surgeon, teacher, and professor.5 This yielded a
dataset of 205,360 biographies.
As Bansal et al. [2] hypothesize that comparable performance between humans and AI is critical

for complementary performance, our tasks cover varying performance gaps. The in-distribution
performance gap between AI alone and human alone in-distribution is relatively small (∼7%)
in recidivism prediction (68.4% vs. 60.9% in ICPSR and 65.5% vs. 60.0% in COMPAS), but large
(∼20%) in profession prediction (see Table 3 and ğ4 for a more detailed discussion on performance
gap). Note that human performance in ICPSR and COMPAS is derived from our experiments with
crowdworkers. Although they are not representative of judges (see more discussion in ğ7), they
outperform random baselines and can potentially be improved with AI assistance. In fact, human
performance in LSAT is also ∼60% in Bansal et al. [2], and crowdworkers were able to achieve
complementary performance. Finally, we include gender and race for recidivism prediction to
understand how humans might use the information, but they should not be included in AI for
deployment.

5To choose these five professions, we built maximum spanning trees with 4, 5, 6 nodes from a graph based on the confusion

matrix of a classifier trained with all biographies. Thus, the maximum spanning tree identifies the most confusing professions

for the AI.
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(łWhat-if scenario profilež) on the left of the screen (Fig. 6a(1)). Users can adjust features to
change the counterfactual profile (Fig. 6a(2)) via sliders, radio buttons, and select lists (Fig. 6a(3-5)).
For instance, users can investigate how a younger or older age affects the prediction by adjusting
a defendant’s age using the slider. In addition, we show all the features and their associated
weight on the right, sorted in descending order (Fig. 6a(6)).

• Interactive explanations for text classification (BIOS; see Fig. 6b). To enable the counterfactuals,
users can delete any word in the text and see how the prediction would change (removal can
be undone by clicking the same word again). For dynamic highlight, a slider is available for
users to adjust the number of highlighted words (Fig. 6b(1)). In addition, we provide a searchable
table to display all words presented in the text and their associated feature importance, sorted in
descending order (Fig. 6b(2)).
The searchable table allows users to the explore the high-dimensional feature space in BIOS, a

text classification task. While it may seem that showing coefficients in recidivism prediction is not as
useful, we highlight that these numerical values make little sense on their own. The counterfactual
profile enables users to examine how these numerical values affect prediction outcomes.

3.4 Virtual Pilot Studies

We conducted virtual pilot studies to obtain a qualitative understanding of human interaction with
interactive explanations. The pilot studies allow us to gather insights on how humans use interactive
explanations in their decision-making process, as well as feedback on the web application before
conducting large-scale randomized experiments.
Experimental design. We employed a concurrent think-aloud process with participants [52].
Participants are told to verbalize the factors they considered behind a prediction. During the user
study session, participants first read instructions for the task and proceed to answer a couple of
attention-check questions (see Fig. 21), which ensure that they understand the purpose of the user
study. Upon passing the attention-check stage, they undergo a training phase before proceeding to
the prediction phase. Finally, they answer an exit survey (see Fig. 24) that asks for demographic
information and semi-structured questions on the web application and interactive explanations. A
participant works on ICPSR and BIOS in a random order.

We recruited 15 participants through mailing lists at the University of Colorado Boulder: 7 were
female and 8 were male, with ages ranging from 18 to 40.8 To understand the general population
that does not have a machine learning background, we sent out emails to computer science and
interdisciplinary programs. Participants included both undergraduate and graduate students with
and without machine learning background. The user study is conducted on Zoom due to the
pandemic. The user study sessions were recorded with the participants’ consent. Participants were
compensated for $10 for every 30 minutes. A typical user study session lasted between an hour
to an hour and a half. Participants were assigned in a round-robin manner to interactive and
static explanations. For instance, if a participant was assigned to static explanations in BIOS, the
participant would be assigned to interactive explanations in ICPSR. As the user study sessions
were recorded on Zoom cloud, we used the first-hand transcription provided by Zoom and did a
second round of transcribing to correct any mistranscriptions. Subsequently, thematic analysis
was conducted to identify common themes in the think-aloud processes, and thematic codes were
collectively coded by two researchers.
Next, we summarize the key themes from the pilot studies and the changes to our interface.

8Note that the wide range in age is due to the available choices in our exit survey. Namely, the first option is 18-25 and the

second option is 26-40.
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Disagreement with AI predictions. Participants tend to disagree with AI predictions when the
explanations provided by the AI contradict their intuitions. For instance, although AI suggests
that the drug offense type is correlated with łWill violatež, P4 thinks that łdrug offense is not
something serious, a minor offensež and thus disagrees with AI and chooses łWill not violatež.
With a similar train of thought, P7 asks why AI suggests the violent offense type to be correlated
with łWill not violatež and thinks that it should be the other way around. A potential reason is
that people are more likely to restrain themselves after serious crimes as the consequence can be
dire, but it seemed difficult for the participants to reason about this counterintuitive pattern. The
above comments suggest that some patterns that AI identifies can be counterintuitive and thus
challenging for humans to make sense of.
Furthermore, participants disagree with AI predictions due to focusing too much on a few

patterns they learned from AI. For instance, if a participant learns that Prior Failure to Appear

positively relates to łWill violatež, they will apply the same logic on future examples and disagree
with the AI when the pattern and prediction disagrees. Quoting from P9, łThe current example
has no for Prior Failure to Appear and drug offense but the previous examples had yes for Prior
Failure to Appear and drug offensež. P9 then chooses łWill not violatež because of these two features.
This observation highlights the importance of paying attention to features globally, which can be
challenging for humans.
Finally, participants are more confident in BIOS than in ICPSR as they are able to relate to

the task better and understand the explanations provided by the AI better. They believe that the
biography text is sufficient to detect the profession, but much of the crucial information is missing
in ICPSR. P9 said, łthere was more background on what they did in their lives, and how they got
there and whatnot, so it helped me make a more educated decisionž. This observation also extends
to their evaluation of AI predictions, quoting from P12, łthe AI would be more capable of predicting
based on a short snippet about someone than predicting something that hasn’t happenedž.
Strategies in different tasks. Different strategies are employed in different tasks. Since BIOS is a
task requiring participants to read a text, most participants look for (highlighted) keywords that
distinguish similar professions. For instance, while both professor and teacher teach, participants
look for keywords such as łphdž to distinguish them. Similarly, in the case of surgeon and physician,
participants look for keywords such as łpracticež and łsurgeryž. In ICPSR, as there are only
seven features, most participants pay extra attention to a few of them, including Prior Failure to
Appear, Prior Convictions, Prior Arrest, and Offense Type. We also noticed during the interview that
most participants tend to avoid discussing or mentioning sensitive features such as Race. In ğ7,
we elaborate and discuss findings on an exploratory study on important features identified by
participants.
The effect of interactive explanations. Participants could be categorized into two groups ac-
cording to their use of the interactive console, either they do not experiment with it, or they play
with it excessively. Participants in the former group interact with the console only when prompted,
while the latter group result in a prolonged user study session. Some participants find the additional
value of interactive console limited as compared to static explanations such as highlights. They
are unsure of the ‘right’ way to use it as P12 commented, łI know how it works, but I don’t know
what I should do. Maybe a few use cases can be helpful. Like examples of how to use themž. Other
participants do not interact much with it, but still think it is helpful. With reference to P6, łI only
played with it in the first few examples. I just use them to see the AI’s decision boundaries. Once I
get it in training, I don’t need them when I predict.ž

Another interesting finding was that while some participants make decisions due to visual factors,
others make decisions due to numerical factors. P2 said, łthe color and different darkness were
really helpful instead of just having numbersž. In contrast, P4, who often made decisions by looking
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at the numbers, commented on one of the many justifications that the defendant łwill not violate
because the numbers are low.ž This observation suggests that our dynamic highlights may provide
extra benefits to static highlights.
Web application feedback. As some participants were unsure of how to use the interactive
console and make the most out of it, we added an animated video that showcased an example
of using the interactive console on top of the walk-through tutorial that guides a user through
each interactive element (see the supplementary materials). We also added a nudging component
describing how many instances they have used interactive explanations with to remind participants
of using the interactive console (see Fig. 6).

In addition to Zoom sessions, we conducted pilot studies on Mechanical Turk before deploying
them in large-scale tasks. Since some Zoom sessions took longer than we expected, we wanted to
investigate the total time taken for completing 10 training and 20 test instances. We noted from
the feedback collected from exit surveys of pilot studies that the training was too time consuming
and difficult. We thus reduced the number of training instances and improved the attention check
questions and instruction interfaces. See the supplementary materials for details.

3.5 Large-scale Experiments with Crowdworkers

Finally, we discuss our setup for the large-scale experiments on Amazon Mechanical Turk. First,
in order to understand the effect of out-of-distribution examples, we consider the performance of
humans without any assistance as our control setting. Second, another focus of our study is on
interactive explanations, we thus compares interactive explanations and static explanations.9

Specifically, participants first go through a training phase to understand the patterned embedded
in machine learningmodels, and then enter the prediction phase where we evaluate the performance
of human-AI teams. We allow different interfaces in the training phase and in the prediction phase
because the ideal outcome is that participants can achieve complementary performance without
real-time assistance after the training phase. To avoid scenarios where users experience a completely
new interface during prediction, we consider situations where the assistance in training is more
elaborate than the real-time assistance in prediction. Therefore, we consider the following six
conditions to understand the effect of explanation types during training and prediction (the word
before and after ł/ž refers to the assistance type during training and prediction respectively):
• None/None. Participants are not given any form of AI assistance in either the training phase
or the prediction phase. In the training phase, there are only two examples instead of 5-6 in
other conditions to help participants understand the task. In other words, this condition is a
human-only condition.

• Static/None. Participants are provided static assistance in the training phase. Important features
are highlighted in shades of pink/blue and AI predictions are provided. Participants are not

provided any assistance in the prediction phase.
• Static/Static. Participants are provided static assistance in both training and prediction.
• Interactive/None. Participants are provided interactive explanations during the training phase,
and no assistance in the prediction phase.

• Interactive/Static. Participants are provided interactive explanations in the training phase and
static assistance in the prediction phase.

• Interactive/Interactive. Participants are provided interactive explanations in both training and
prediction.

9A natural question is about the effect of explanations vs. AI assistance without explanations. We refer readers to prior

work on this question [21, 32, 33].
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Task
IND (typical setup) OOD (proposed setup)

Human AI Difference
between
humans
and AI

Human AI Difference
between
humans
and AI

ICPSR 60.9 68.4 −7.5 55.9 55.0 0.9
COMPAS 60.0 65.5 −5.5 54.5 56.1 −1.6
BIOS 63.5 84.1 −20.6 68.4 76.6 −8.2

Deception detection [32, 33] ∼51 ∼87.0 ∼ −36 Ð Ð Ð
LSAT [2] ∼58 65 ∼ −7 Ð Ð Ð
Beer reviews [2] ∼82 84 ∼ −2 Ð Ð Ð

Table 3. Performance comparison between human alone and AI alone. We also add numbers from prior work

to contextualize these numbers. Note that AI performance here is slightly different (≤1.2%) from that in Fig. 3,

because AI performance in this table is calculated from a subset of examples shown in None/None (human

alone) while the AI performance in Fig. 3 is calculated from the out-of-distribution test set of 180 examples.

We refer to these different conditions as explanation type in the rest of this paper. The repre-
sentative examples are the same during training in Interactive and Static. Participants are recruited
via Amazon Mechanical Turk and must satisfy three criteria to work on the task: 1) residing in the
United States, 2) have completed at least 50 Human Intelligence Tasks (HITs), and 3) have been
approved for 99% of the HITs completed. Following the evaluation protocol in prior work [20, 21],
each participant is randomly assigned to one of the explanation types, and their performance is
evaluated on 10 random in-distribution examples and 10 random out-of-distribution examples. We
do not allow any repeated participation. We used the software program G*Power to conduct a
power analysis. Our goal was to obtain .95 power to detect a small effect size of .1 at the standard .01
alpha error probability using F-tests. As such, we employed 216 participants for each explanation
type, which adds up to 1,296 participants per task. Note that our setup allows us to examine human
performance on random samples beyond a fixed set of 20 examples, which alleviates the concern
that our findings only hold on a dataset of 20 instances.

The median time taken to complete a HIT is 9 minutes and 22 seconds. Participants exposed to
interactive conditions took 12 minutes, while participants exposed to non-interactive conditions
took 7 minutes (see Fig. 23). Our focus in this work is on human performance, so we did not limit
the amount of time in the experiments. Participants were allowed to spend as much time as they
needed so that they were able to explore the full capacities of our interface. Participants were paid
an average wage of $11.31 per hour. We leave consideration of efficiency (i.e., maintaining good
performance while reducing duration of interactions) for future work.

4 RQ1: THE EFFECT OF IN-DISTRIBUTION AND OUT-OF-DISTRIBUTION

EXAMPLES ON HUMAN PERFORMANCE

Our first research question examines how in-distribution and out-of-distribution examples affect the
performance of human-AI teams. Recall that Bansal et al. [2] hypothesize that comparable perfor-
mance is important to achieve complementary performance. Table 3 compares the performance of
human alone and AI alone in the three prediction tasks both in-distribution and out-of-distribution
(we also add tasks from other papers to illustrate the ranges in prior work). The performance
gap between human alone and AI alone in ICPSR and COMPAS is similar to tasks considered in
Bansal et al. [2]. In BIOS, the in-distribution performance gap between human alone and AI alone
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IND (typical setup) OOD (proposed setup)
ICPSR COMPAS BIOS ICPSR COMPAS BIOS

AI performs better than human-AI
teams in in-distribution examples.

✓ ✓ ✓ Ð Ð Ð

Human-AI teams perform better than
AI in out-of-distribution examples.

Ð Ð Ð ✗ ✗ ✗

The performance difference between
human-AI teams and AI is smaller out-
of-distribution than in-distribution.

see the OOD columns ✓ ✓ ✓

✓: holds ✓ : holds in at least half of the explanation types
✗: rejected ✗ : rejected in all except one explanation type

Table 4. Summary of results on human-AI team performance.

is greater than the tasks in Bansal et al. [2] but much smaller than deception detection, and the
out-of-distribution performance gap between human alone and AI alone becomes similar to LSAT
in Bansal et al. [2]. As a result, we believe that our chosen tasks somewhat satisfy the condition
of łcomparable performancež and allow us to study human-AI decision making over a variety of
performance gaps between human alone and AI alone.
Note that AI performance here is calculated from the random samples shown in None/None

(human alone), and is thus slightly different (≤1.2%) from AI performance in Fig. 3, which is
calculated from the in-distribution and out-of-distribution test set of 180 examples each. To account
for this sample randomness and compare human performance in different explanation types for
these two distribution types, we need to establish a baseline given the random samples (we show
absolute accuracy in the supplementary material as the performance difference without accounting
for the baseline is misleading; see Fig. 12). Therefore, we calculate the accuracy difference on
the same examples between a human-AI team and AI, and use accuracy gain as our main metric.
Accuracy gain is positive if a human-AI team outperforms AI. In the rest of this paper, we will
use human performance and the performance of human-AI teams interchangeably. Since the results
are similar between ICPSR and COMPAS, we show the results for ICPSR in the main paper and
include the figures for COMPAS in the supplementary materials (see Fig. 13-Fig. 17).
Preview of results. To facilitate the understanding of our complex results across tasks, we provide
a preview of results before unpacking the details of each analysis. Our results indeed replicate
existing findings that AI performs better than human-AI teams in in-distribution examples. However,
human-AI teams fail to outperform AI in out-of-distribution examples. The silver lining is that the
performance gap between human-AI teams and AI is smaller out-of-distribution than in-distribution.
These results are robust across tasks (see Table 4 for a summary).
Human-AI teams underperform AI in in-distribution examples (see Fig. 7).We use t-tests
with Bonferroni correction to determine whether the accuracy gain for in-distribution examples
is statistically significant. Consistent with Proposition 1, our results show that accuracy gain is
negative across all explanation types (p < 0.001). In other words, the performance of human-AI
teams is lower than AI performance for in-distribution examples. This observation also holds across
all tasks, which means that AI may have an advantage in both challenging (ICPSR and COMPAS)
and relatively simple tasks (BIOS) for humans if the test set follows a similar distribution as the
training set (in-distribution).
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IND (typical setup) OOD (proposed setup)
ICPSR COMPAS BIOS ICPSR COMPAS BIOS

Agreement is higher in-distribution
than out-of-distribution.

see the OOD columns ✓ ✓ !

Agreement is higher when AI predic-
tions are correct (appropriate agree-
ment) than when AI predictions are
wrong (overtrust).

! ✗ ✓ ✓ ✓ ✓

When AI predictions are correct, agree-
ment (appropriate agreement) is higher
in-distribution than out-of-distribution.

see the OOD columns ✓ ✗ !

When AI predictions are wrong, agree-
ment (overtrust) is higher in-distribu-
tion than out-of-distribution.

see the OOD columns ✓ ✓ ✗

✓: holds ✓ : holds in at least half of the explanation types
✗: rejected ✗ : rejected in all except one explanation type

!: mostly supported in the reverse direc-
tion except one explanation type

! : reversed only in one explanation type

Table 5. Summary of results on agreement with AI. Recall that appropriate agreement refers to humans

agreeing with correct AI predictions, and overtrust refers to humans agreeing with incorrect AI predictions.

types. We focus on the effect of distribution types here and discuss the effect of explanation types
in ğ6. We observe a strong effect of distribution type across all tasks (p < 0.001), suggesting a clear
difference between in-distribution and out-of-distribution. Note that this reduced performance gap
does not necessarily suggest that humans behave differently out-of-distribution from in-distribution,
as it is possible that human performance stays the same and the reduced performance gap is simply
due to a drop in AI performance. We further examine human agreement with AI predictions to
shed light on the reasons behind this reduced performance gap.
In short, our results suggest a significant difference between in-distribution and out-of-distri-

bution, and human-AI teams are more likely to perform well in comparison with AI out-of-distri-
bution. These results are robust across different explanation types. In general, the accuracy gain
is greater in recidivism prediction than in BIOS. After all, the in-distribution AI performance in
BIOS is much stronger than humans without any assistance. This observation resonates with the
hypothesis in Bansal et al. [2] that comparable performance between humans and AI is related
to complementary performance. However, we do not observe complementary performance in
our experiments, which suggests that comparable performance between humans and AI alone is
insufficient for complementary performance.

5 RQ2: AGREEMENT/TRUST OF HUMANSWITH AI

Our second research question examines how well human predictions agree with AI predictions
depending on the distribution type. Agreement is defined as the percentage of examples where
the human gives the same prediction as AI. Humans have access to AI predictions in Static/Static,
Interactive/Static, Interactive/Interactive, so agreement in these explanation types may be inter-
preted as how much trust humans place in AI predictions (we use overtrust to refer to agreement
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overall agreement out-of-distribution than in-distribution in BIOS in Fig. 8. In ICPSR, appropriate
agreement for in-distribution examples is significantly higher than for out-of-distribution examples
in all explanation types except None/None (p < 0.01 in Interactive/None, Interactive/Static, and
Interactive/Interactive, p < 0.05 in Static/None and Static/Static). In COMPAS, no significant
difference is found between in-distribution and out-of-distribution.
These results suggest that appropriate agreement is stronger out-of-distribution than in-distri-

bution in BIOS. In other words, humans can recognize correct AI predictions better out-of-dis-
tribution than in-distribution. This could relate to that humans have higher confidence in their
own predictions when the text is longer. As a result, they are more likely to overrule correct AI
predictions. However, appropriate agreement is stronger in-distribution than out-of-distribution in
ICPSR, which relatively weakens the performance of human-AI teams compared to AI alone out-of-
distribution, and suggests that a reduced overtrust is the main contributor to the aforementioned
reduced performance gap. In comparison, it seems that in COMPAS, humans simply tend to agree
with AI predictions more in-distribution than out-of-distribution, without the ability to recognize
when AI predictions are correct.
Overtrust is lower out-of-distribution than in-distribution in ICPSR and COMPAS, but not

in BIOS (see Fig. 9). In comparison, when AI predictions are wrong, human agreement is signif-
icantly lower for out-of-distribution examples than in-distribution examples in all explanation
types (p < 0.001) in ICPSR. This also holds for some explanation types (p < 0.01 in Static/None,
Interactive/None, and Interactive/Static) in COMPAS. However, overtrust in in-distribution exam-
ples has no significant difference from out-of-distribution examples in BIOS except for None/None
(p < 0.01). These results suggest that in recidivism prediction, human decisions contradict wrong
AI predictions out-of-distribution more accurately than in-distribution, but it is not the case in
BIOS.
In summary, the contrast between appropriate agreement and overtrust is interesting as it

explains the different stories behind the reduced performance gap out-of-distribution compared to
in-distribution in ICPSR and in BIOS: the reduced performance gap in BIOS is mainly attributed
to the higher appropriate agreement out-of-distribution, while the reduced performance gap in
ICPSR is driven by the lower overtrust out-of-distribution. These results may relate to the task
difficulty for humans. Recidivism prediction is more challenging for humans and the advantage of
humans may lie in the ability to recognize obvious AI mistakes. In constrast, as humans are more
confident in their predictions in BIOS, it is useful that they avoid overruling correct AI predictions.
Such asymmetric shifts in agreement rates highlight the complementary insights that humans can
offer when working with AI assistance and suggest interesting design opportunities to leverage
human expertise in detecting AI mistakes.

6 RQ3: THE EFFECT OF INTERACTIVE EXPLANATIONS

In this section, we focus on the effect of interactive explanations in human decision making. We
revisit human performance and human agreement and then examine human perception of AI
assistance’s usefulness collected in our exit survey. Finally, for ICPSR and COMPAS, we take a
deep look at the most important features reported by humans in the exit survey to understand the
limited improvement in the performance of human-AI teams.
Preview of results. In general, we do not find significant impact from interactive explanations
with respect to the performance of human-AI team or human agreement with wrong AI predictions,
compared to static explanations. However, humans are more likely to find AI assistance useful with
interactive explanations than static explanations in ICPSR and COMPAS, but not in BIOS. Table 6
summarizes the results.
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For perception of real-time assistance, explanation type has a significant effect in COMPAS

(p < 0.001) and ICPSR (p < 0.001), but not in BIOS (p = 0.6). We also use Tukey’s HSD test to
determine whether there is a pairwise difference among explanation types. In COMPAS, Interac-
tive/Interactive achieves a significantly higher human perception of real-time assistance usefulness
than both Static/Static (p < 0.001) and Interactive/Static (p < 0.05) (see Fig. 16). Perception of Inter-
active/Static is also significantly higher than that of Static/Static (p < 0.001). We find similar results
in ICPSR except that the difference between Static/Static and Interactive/Static is not significant. In
BIOS, Interactive/Interactive has the highest human perception of AI assistance usefulness, but no
significant difference is found. These results suggest that with interactive explanations, human-AI
teams perceive real-time assistance as more useful, especially in recidivism prediction. A possible
reason is that human perception of usefulness depends on the difficulty of tasks. COMPAS is more
challenging than BIOS to humans as recidivism prediction is not an average person’s experience,
thus interactive explanations may have decreased the difficulty of the task in perception.
Exploratory study on important features. Finally, since there are only seven features in ICPSR

and COMPAS, we asked participants to identify the top three most important features that made
the biggest influence on their own predictions in the exit survey (see Fig. 24 for the wording of
all survey questions). We also identify important features based on Spearman correlation as a
comparison point. The top three are (łPrior Failure to Appearž, łPrior Arrestsž, łPrior Convictionsž)
in ICPSR, and (łPrior Crimesž, łAgež, and łRacež) in COMPAS. By comparing these computationally
important features with human-perceived important features, we can identify potential biases in
human perception to better understand the limited performance improvement.

Fig. 11a shows the percentage of participants that choose each feature as an important feature for
their decisions in ICPSR. We group participants based on explanation types: 1) without interactions
(Static/None and Static/Static) and 2) with interactions (Interactive/None, Interactive/Static, and
Interactive/Interactive). Humans largely choose the top computationally important features in both
groups in ICPSR. We use t-test with Bonferroni correction to test whether there is a difference
between the two groups. In ICPSR, we find participants with interaction choose significantly more
łAgež and łOffense Typež, but less łPrior Convictionsž (all p < 0.01). In fact, participants with
interaction are less likely to choose all of the top three features than those without. In COMPAS

(see Fig. 17), we find participants with interaction choose significantly more łRacež and łSexž, but
less łCharge Degreež (p < 0.001 in łRacež, p < 0.05 in łSexž and łCharge Degreež). These results
suggest that participants with interaction are more likely to fixate on demographic features and
potentially reinforce human biases,11 but are less likely to identify computationally important
features in ICPSR and COMPAS.

This observationmay also relate towhy interactive explanations do not lead to better performance
of human-AI teams. We thus hypothesize that participants with interaction make more mistakes
when they disagree with AI predictions, which can explain the performance difference between
Interactive/None and Interactive/Interactive in Fig. 7. Fig. 8 shows that users disagree with AI
predictions less frequently in Interactive/Interactive than in Interactive/None, and Fig. 11b further
shows that they are indeed more likely to be wrong when they disagree (not statistically significant).

7 DISCUSSION

In this work, we investigate the effect of out-of-distribution examples and interactive explanations
on human-AI decision making through both virtual pilot studies and large-scale, randomized
human subject experiments. Consistent with prior work, our results show that the performance of
human-AI teams is lower than AI alone in-distribution. This performance gap becomes smaller

11Race is indeed important in COMPAS, so this might be justified to a certain extent.
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out-of-distribution, suggesting a clear difference between in-distribution and out-of-distribution,
although complementary performance is not yet achieved. We also observe intriguing differences
between tasks with respect to human agreement with AI predictions. For instance, participants
in ICPSR and COMPAS agree with AI predictions more in-distribution than out-of-distribution,
which is consistent with AI performance differences in-distribution and out-of-distribution, but it
is not the case in BIOS. As for the effect of interactive explanations, although they fail to improve
the performance of human-AI teams, they tend to improve human perception of AI assistance’s
usefulness, with an important caveat of potentially reinforcing human biases.
Our work highlights the promise and importance of exploring out-of-distribution examples.

The performance gap between human-AI teams and AI alone is smaller out-of-distribution than
in-distribution both in recidivism prediction, where the task is challenging and humans show
comparable performance with AI, and in BIOS, where the task is easier for both humans and AI
but AI demonstrates a bigger advantage than humans. However, complementary performance
is not achieved in our experiments, suggesting that out-of-distribution examples and interactive
explanations (as we approach them) are not the only missing ingredients. Similarly, comparable
performance alone might not be a sufficient condition for complementary performance. While
results with respect to human-AI team performance and the effect of interactive explanations are
relatively stable across tasks, the intriguing differences in human agreement with AI predictions
between tasks demonstrate the important role of tasks and the complexity of interpreting findings
in this area. We group our discussion of implications by out-of-distribution experiment design,
interactive explanations, and choice of tasks, and then conclude with other limitations.
Out-of-distribution experimental design. The clear differences between in-distribution and
out-of-distribution suggest that distribution type should be an important factor when designing
experimental studies on human-AI decision making. Our results also indicate that it is promising
to reduce the performance gap between human-AI teams and AI for out-of-distribution examples,
as AI is more likely to suffer from distribution shift. Out-of-distribution examples, together with
typical in-distribution examples, provide a more realistic examination of human-AI decision making
and represent an important direction to examine how humans and AI complement each other.

However, it remains an open question of what the best practice is for evaluating the performance
of human-AI teams out-of-distribution.12 To simulate out-of-distribution examples, we use separate
bins based on an attribute (age for ICPSR and COMPAS; length for BIOS). Our setup is realistic in
the sense that it is possible that age distribution in the training data differs from the testing data and
leads to worse generalization performance in out-of-distribution examples in recidivism prediction.
Similarly, length is a sensible dimension for distributon mistach in text classification. That said, our
choice of separate bins leads to non-overlapping out-of-distribution and in-distribution examples.
In practice, the difference between out-of-distribution and in-distribution can be continuous and
subtle to quantify [30]. From an experimental point of view, it is challenging to investiage the effect
of out-of-distribution examples on a continuous spectrum, and out-of-distribution examples that
are very close to in-distribution examples may not be interesting to study. As a result, it makes sense
to zoom in on the challenging out-of-distribution examples and have a clear separation between
in-distribution and out-of-distribution. We believe that our design represents a reasonable first
attempt in understanding the effect of out-of-distribution examples and future work is required to
address the spectrum of out-of-distribution.
Notably, a side effect of our split is that out-of-distribution examples are more difficult than

in-distribution examples for humans in recidivism prediction (but not in BIOS; see Fig. 12). We

12Concurrently with this work, Chiang and Yin [9] investigates human reliance on machine predictions when humans are

aware of distribution shifts.
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encourage future work to examine to what extent this is true in practice and how this shift affects
human decision making. Furthermore, out-of-distribution examples might benefit from new feature
representations, which humans can extract, pointing to novel interaction with AI. Overall, many
research questions emerge in designing experiments and interfaces to effectively integrate humans
and AI under distribution shift.
Interactive explanations and appropriate trust in AI predictions. We find that interactive
explanations improve human perception of AI assistance but fail to improve the performance of
human-AI teams. While the idea of interactive explanations is exciting, our implementation of
interactive explanations seems insufficient. That said, our results suggest future directions for
interactive explanations: 1) detecting out-of-distribution examples and helping users calibrate
their trust in-distribution and out-of-distribution (e.g., by suggesting how similar an example is to
the training set); 2) automatic counterfactual suggestions [64] to help users navigate the decision
boundary as it might be difficult for decision makers to come up with counterfactuals on their
own; 3) disagreement-driven assistance that frames the decision as to whether to agree with AI
predictions or not and help decision makers explore features accordingly.
Meanwhile, we show that interactive explanations may reinforce human biases. While this

observation is preliminary and further work is required to understand the effect of interactive
explanations on human biases, this concern is consistent with prior work showing that explanations,
including random ones, may improve people’s trust in AI predictions [2, 20, 21, 33]. Therefore, it
is important to stay cautious about the potential drawback of interactive explanations and help
humans not only detect issues in AI predictions but also reflect biases from themselves. Future
work is required to justify these interactive explanations to be deployed to support human decision
making.
Choice of tasks and the complexity of interpreting findings in human-AI decision mak-

ing. Our work suggests tasks can play an important role and it can be challenging to understand
the generalizability of findings across tasks. We observe intriguing differences with respect to
human agreement with AI predictions between recidivism prediction and BIOS. A surprising
finding is that humans agree with AI predictions more out-of-distribution than in-distribution in
BIOS, despite that AI performs worse out-of-distribution than in-distribution. Furthermore, there
exists an asymmetry of human agreement with AI predictions when comparing OOD with IND:
the reduced performance gap out-of-distribution in recidivism prediction is because humans are
less likely to agree with incorrect predictions OOD than IND, but the reduced performance gap
in BIOS is due to that humans are more likely to agree with correct AI predictions OOD than
IND. This asymmetry indicates that humans perform better relatively with AI OOD than IND for
different reasons in different tasks. One possible interpretation of this observation is that humans
can complement AI in different ways in different tasks. To best leverage human insights, it may be
useful to design appropriate interfaces that guide humans to find reasons to respectively reject AI
predictions or accept AI predictions.

Moreover, by exploring taskswith different performance gaps, our results suggest that comparable
performance alone might not be sufficient for complementary performance, echoing the discussion
in Bansal et al. [2]. These differences could be driven by many possible factors related to tasks,
including difficulty levels, performance gap, and human expertise/confidence. Although these
factors render it difficult to assess the generalizability of findings across tasks, it is important to
explore the diverse space and understand how the choice of tasks may induce different results
in the emerging area of human-AI interaction. We hope that our experiments provide valuable
samples for future studies to explore the question of what tasks should be used and how findings
would generalize in the context of human-AI decision making.
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Our choice of tasks is aligned with the discovering mode proposed in Lai et al. [32], where AI can
identify counterintuitive patterns and humans may benefit from AI assistance beyond efficiency. In
contrast, humans define the labels in tasks such as question answering and object recognition in
the emulating mode, in which case improving performance is essentially improving the quality of
data annotation. We argue that improvement in these two cases can be qualitatively different.
We include recidivism prediction because of its societal importance. One might argue that

complementary performance is not achieved because crowdworkers are not representative of
decision makers in this task (i.e., judges) and recidivism prediction might be too difficult for humans.
Indeed, crowdworkers are not the best demographic for recidivism prediction and lack relevant
experieince compared to judges. That said, we hypothesized that complementary performance
is possible in recidivism prediction because 1) humans and AI show comparable performance, in
fact <1% out-of-distribution (as a result, the bar to exceed AI performance out-of-distribution is
quite low and the absolute performance is similar to LSAT in Bansal et al. [2]); 2) prior studies
have developed valuable insights on this task with mechanical turkers [20, 21] and mechanical
turkers outperform random guessing, indicating that they can potentially offer valuable insights,
despite their lack of experience compared to judges. Therefore, we believe that this was a reasonable
attempt, although it is possible that the performance of judge-AI teams would differ. As for the
difficulty of this task, it is useful to note that this task is challenging for judges as well. This difficulty
might have contribued to the elusiveness of complementary performance, but is also why it is
especially important to improve human performance in these challenging tasks where human
performance is low, ideally while preserving human agency.
To complement recidivism prediction, we chose BIOS because humans including mechanical

turkers have strong intuitions about this task and can potentially provide complementary insights
from AI. Indeed, mechanical turkers are more likely to override wrong AI predictions in BIOS than
in recidivism prediction. However, the performance gap between AI and humans in BIOS might
be too big to count as łcomparablež. As łcomparable performancež is a new term, it is difficult to
quantify and decide what performance gap constitutes comparable performance.
Model complexity and other limitations. In this work, we have focused on linear models
because they are relatively simple to łexplainž. However, a growing body of work has shown that
łexplainingž linear models is non-trivial in a wide variety of tasks [32, 54]. We speculate that the
reason is that the relatively simple patterns in linear models are still challenging for humans to
make sense of, e.g., why violent crimes are associated with łwill not violate pretrial termsž. Humans
need to infer the reason might be that the consequence is substantial in that scenario. We expect
such challenges to be even more salient for complex deep learning models. We leave it to future
work for examining the role of model complexity in human-AI decision making.

Our limitations in samples of human subjects also apply to our virtual pilot studies. University
students are not necessarily representative of decision makers for each task. Our findings may
depend on the sample population, although it is reassuring that both virtual pilot studies and
large-scale, randomized experiments show that humans may not identify important features or
effectively use patterns identified by AI.
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