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Abstract

Recent climate change in the Arctic has been rapid and dramatic, leading to numerous physical and societal consequences.
Many studies have investigated these ongoing and projected future changes across a range of climatic variables, but surpris-
ingly little attention has been paid to wind speed, despite its known importance for sea ice motion, ocean wave heights, and
coastal erosion. Here we analyzed future trends in Arctic surface wind speed and its relationship with sea ice cover among
CMIP5 global climate models. There is a strong anticorrelation between climatological sea ice concentration and wind speed
in the early 21st-century reference climate, and the vast majority of models simulate widespread future strengthening of
surface winds over the Arctic Ocean (annual multi-model mean trend of up to 0.8 m s™! or 13%). Nearly all models produce
an inverse relationship between projected changes in sea ice cover and wind speed, such that grid cells with virtually total
ice loss almost always experience stronger winds. Consistent with the largest regional ice losses during autumn and winter,
the greatest increases in future wind speeds are expected during these two seasons, with localized strengthening up to 23%.
As in other studies, stronger surface winds cannot be attributed to tighter pressure gradients but rather to some combination
of weakened atmospheric stability and reduced surface roughness as the surface warms and melts. The intermodel spread
of wind speed changes, as expressed by the two most contrasting model results, appears to stem from differences in the
treatment of surface roughness.
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1 Introduction

The Arctic is undergoing a dramatic transformation in
response to the warming climate, with serious societal and
environmental consequences. Diminishing sea ice in particu-
lar has directly contributed to an array of major changes in
the region, including greatly expanded marine access (Ste-
venson et al. 2019), heightened geopolitical tensions (Shea
2019), and coastal erosion severe enough to cause commu-
nity relocations (Barnhart et al. 2014; Marino and Lazrus
2015). A number of studies have investigated accompanying
changes in the atmospheric circulation of the Arctic, some
of which may abet warming and thawing, such as changes to
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cyclones, the Arctic Dipole pattern, remote teleconnections
from the tropics, and atmospheric rivers (Wang et al. 2009;
Vavrus 2013; Ding et al. 2014; Hegyi and Taylor 2018).

Surface winds are also an important element of high-lati-
tude circulation, and they are closely related to cyclones and
ocean wave heights. Most studies investigating Arctic wind
fields have focused on cyclones (Serreze et al. 1993; Sim-
monds et al. 2008; Serreze and Barrett 2008; Vavrus 2013),
but there are differences in the literature about how best to
define Arctic cyclones (Koyama et al. 2017; Oh et al. 2020).
By regulating ocean wave heights, wind velocities strongly
affect coastal erosion (Overeem et al. 2011), marine navi-
gation (Dobrynin et al. 2012), carbon cycling (Fritz et al.
2017), sea ice cover (Zhang et al. 2013), and sea ice drift
(Xiaoyong et al. 2020).

Despite their widespread impacts, surprisingly little
attention has been paid to how surface winds respond to the
warming climate and what practical effects these changes
will have. For example, erosion rates are known to depend
on wind velocity, shoreline permafrost, sea level, ocean heat
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content, and sea ice concentration, yet while the latter four
factors are unequivocally changing so as to promote coastal
inundation, the corresponding changes in Arctic winds are
less certain. A number recent studies have shown convincing
evidence of increasing surface wind speeds or wave heights
over the Arctic Ocean as the region warms (Spreen et al.
2011; Stegall and Zhang 2012; Wang et al. 2015; Zhang
et al. 2018; Waseda et al. 2018; Jakobson et al. 2019), and
these trends are expected to continue in the future (McInnes
et al. 2011; Dobrynin et al. 2012; Khon et al. 2014; Akse-
nov et al. 2017; Ruosteenoja et al. 2019). However, most of
these prior studies were limited by focusing only on a single
season or region of the Arctic, and they did not address the
cause of the strengthened winds.

A few exceptions are the investigations by Miodusze-
wski et al. (2018), Jakobson et al. (2019), and Alkama
et al. (2020). The first study used output from the Com-
munity Earth System Model’s Large Ensemble (CESM-
LE) (Hurrell et al. 2013; Kay et al. 2015) and reported a
robust future strengthening of Arctic surface winds under
greenhouse warming, especially during autumn and winter
and particularly for extreme wind speeds. Mioduszewski
et al. (2018) identified three causal factors: (a) the typical
reduction in ocean surface roughness caused by a transition
from ice-covered to open water (Wadhams 2000; Knippertz
et al. 2000), (b) reduced atmospheric stability and greater
vertical momentum mixing due to enhanced surface warm-
ing, and (c) a poleward shift of storm tracks and associated
baroclinicity (the influence of sea breezes, which can affect
wind speeds over marginal ice zones (Chechin et al. 2013,
2015), was not addressed). Jakobson et al. (2019) used the
NCEP CFSR Reanalysis to analyze variations and trends
in surface wind speed and sea ice during the observational
record (1979-2015). They found that warming and sea ice
retreat cause reductions in both atmospheric stratification
and surface roughness that favor stronger surface winds.
Alkama et al. (2020) applied a combination of atmospheric
reanalyses and climate model output from the Coupled
Model Intercomparison Phase 5 (CMIP5) to document rela-
tionships between sea ice concentration and surface wind
velocity during the historical record. Their analysis revealed
bidirectional causality, such that ice loss promotes stronger
winds (especially poleward) and vice versa, and it suggests
that future sea ice loss will foster enhanced surface winds.

This body of previous work lays the groundwork for the
present study, which investigates future trends in Arctic sur-
face wind speeds among CMIP5 models as the region warms
and sea ice diminishes. Based on prior results, we expect
that surface winds will become stronger as a function of ice
loss. Our research centers around three underlying questions:

(1) Is the hypothesized strengthening of future Arctic
winds robust among climate models?
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(2) What are the seasonal and spatial variations in wind
speeds and how do they relate to sea ice changes?

(3) If models do generally simulate stronger winds, then
what are the physical causes? If not, then what explains
the inter-model disagreement?

2 Data and methods

For this analysis, monthly-mean surface wind speed (at
10 m height), sea level pressure, and sea ice concentration
were obtained from the CMIPS5 collection of global climate
models (GCMs) (Taylor et al. 2012). For certain models,
supplemental variables were also used for diagnosis (tem-
perature at the surface and 850 hPa, and surface wind stress
in the zonal and meridional directions). We used 28 cli-
mate models (one ensemble member each) provided by 17
international modeling centers (Table 1). The models were
driven by projected radiative heating in their “future” simu-
lations covering 2006—2100 using the strong Representa-
tive Concentration Pathway 8.5 (RCP8.5) radiative forcing.
The wind and sea ice output was bilinearly interpolated to
a common 2°x 2.5° latitude x longitude grid to allow com-
parison among models, whose horizontal resolution ranges
from as high as 0.75°%0.75° to as coarse as 3.75°%3.75°.
In this paper, we define seasons as follows: winter=Decem-
ber—February, spring =March—-May, summer =June—August,
and autumn = September—November. Linear trends, correla-
tions, regressions, and inter-model agreement were used to
diagnose simulated future trends on an annual and seasonal
basis.

3 Results
3.1 Recent conditions

To place the future responses into context, we first present
the multi-model mean climatological patterns of Arctic sur-
face wind speed and sea ice concentration for annual-aver-
age conditions during the reference period, taken to be the
first decade of the CMIP5 future simulations (2006-2015).
Surface winds are almost uniformly weaker over mid-high
latitude land (40-90° N) than over ocean regions (Fig. 1a),
ranging from a terrestrial minimum of 3 m s~! to a marine
maximum of 9 m s~!. The overall pattern and magnitude of
wind speeds simulated by the CMIP5 models is realistic,
compared with those from NCEP-NCAR Reanalysis (Mio-
duszewski et al. 2018). Of particular relevance for this study
is the strikingly distinct difference between generally strong
winds over the open ocean and weaker winds where sea ice
is common (Fig. 1b) and high surface pressure is prevalent.
In fact, the lightest wind speeds over the Arctic Ocean are
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Table 1 Listing of the CMIP5 models used in this study

Model Country Horizontal Resolution

1. BNU-ESM China 2.8°x2.8°

2. CanESM2 Canada 2.8°x2.8°

3. CMCC-CESM Italy 3.75°%3.75°

4. CMCC-CM Italy 0.75°x0.75°

5. CMCC-CMS Italy 1.875°%1.875°

6. CNRM-CM5 France 1.4°x1.4°

7. CSIRO-ACCESS1-0 Australia 1.25°%1.875°

8. CSIRO-ACCESS1-3 Australia 1.25°%1.875°

9. CSIRO-MK3.6 Australia 1.875°%1.875°

10. ICHEC-EC-EARTH  Ireland 1.125°x1.125°

11. IPSL-CMS5A-LR France 1.875°%3.75°

12. IPSL-CM5A-MR France 1.25°%2.5°

13. IPSL-CM5B-LR France 1.875°%3.75°

14. IAP-FGOALS-s2 China 1.67°%x2.8°

15. MIROC-ESM Japan 2.8°x2.8°

16. MIROC-ESM-CHEM  Japan 2.8°x2.8°

17. MIROC-MIROCS Japan 1.4°x1.4°

18. MOHC-HadGEM2-CC United Kingdom 1.25°x1.875°

19. NIMR-KMA- South Korea 1.25°x1.875°
HadGEM2-AO

20. MPI-ESM-LR Germany 1.875°%x1.875°

21. MPI-ESM-MR Germany 1.875°%1.875°

22. MRI-CGCM3 Japan 1.125°%x1.125°

23. MRI-ESM1 Japan 1.125°x1.125°

24. NASA-GISS-E2-H United States 2.0°%x2.5°

25. NASA-GISS-E2-R United States 2.0°x2.5°

26. NOAA-GFDL-CM3 United States 2.0°x2.5°

27. NCAR-CESM1-CAMS5 United States 0.9375°x1.25°

28. INM-INMCM4 Russia 1.5°%2.0°

Horizontal resolution is converted into approximate degrees for the
spectral models. The order number of the models is listed to facilitate
identification in Fig. 3

collocated with the highest concentration of sea ice north of
the Canadian Archipelago. This strongly inverse relationship
between wind strength and sea ice coverage suggests that
the emergence of open water as Arctic sea ice retreats in the
future could coincide with increased wind speeds.

3.2 Future trends (annual)

Surface winds are simulated to strengthen noticeably through
year 2100 over the Arctic Ocean and adjacent seas, includ-
ing Hudson Bay. Widespread increases of 0.5 m s™! or more
(10% +) in the mean annual wind speed are common across
the Arctic Ocean (Fig. 2a, b), and the positive trend is very
robust among the vast majority of GCMs (Fig. 2d). In sharp
contrast to this marine-based signal, surface winds over adja-
cent lands generally weaken or display no clear trend, either
in the sign of change or inter-model agreement. We assess

statistical significance in terms of robustness in the sign of
the wind speed change across GCMs. Purely random trends
among the 28 models would produce a 4.4% likelihood of
19 or more GCMs (68% of all models) agreeing on a posi-
tive trend or a negative trend. We therefore use these bounds
as a measure of significance by masking out in gray where
intermodel agreement is greater than 32% and less than 68%
(Fig. 2d). Compared with a conventional approach of com-
puting the statistical significance based on the multi-model
average, our method has the advantage of upweighting the
most commonly simulated patterns and downweighting
outlier features, such as the prominent wind reduction over
northeast Siberia (Fig. 2a, b) that occurs in only two closely
related models (MIROC-ESM and MIROC-ESM-CHEM).

The sign of the local change in wind speed closely con-
forms to the presence of sea ice, whose coverage declines
everywhere (Fig. 2c), such that surface winds typically
strengthen where sufficient ice cover exists in the early
twenty-first century, regardless of the magnitude of future
ice loss. In fact, among grid cells considered sea ice-covered
during the reference period (at least 0.15 annual-mean con-
centration), 95% experience a positive future trend in surface
wind speed. By contrast, winds over consistently open ocean
are projected to weaken virtually everywhere, with the larg-
est reductions south of Greenland that are simulated robustly
across models, consistent with a regional increase in atmos-
pheric static stability and thus suppressed vertical mixing
(Mioduszewski et al. 2018). The direct relationship between
sea ice coverage and wind speed can even be detected at
small scales, as shown by the collocation of greatest wind
strengthening and ice loss around Franz Josef Land on one
side of the Arctic Ocean and over the Chukchi and East
Siberian Seas on the other.

The overall spatial pattern of projected wind changes
and its relationship with sea ice can be expressed both in
terms of the multi-model mean shown in Fig. 2 and also
decomposed by model and summarized over all grid cells
experiencing a (negative) sea ice trend from 2006-2100. The
spatial correlation coefficient between the multi-model mean
trends in wind speed and sea ice concentration over ice-
covered grid cells (Fig. 2a vs. c is a remarkably high -0.84.
All but three of the 28 CMIP5 models simulate an inverse
correlation between annual trends in surface wind speed and
sea ice concentration (Fig. 3a), and the vast majority gen-
erate large negative correlations of at least—0.55 and up
to—0.97. Averaged over all models, the correlation is —0.67.
The three outlier models are TAP-FGOALS-s2 (r=0.11) and
both MRI models (MRI-CGCM3 and MRI-ESM1, r=0.76
and 0.75 respectively), while CSIRO-Mk3.6 produces only a
slightly negative correlation (see Table 1 for the ordering of
all the models). GCM resolution plays no significant role in
explaining the relationship between trends in wind speed and
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Fig. 1 Multi-model climatology (2006-2015) of annual (a) surface wind speed (m s™1), b sea ice concentration (%)

ice concentration (r= — (.28 between horizontal resolution
and the model correlations shown in Fig. 3a).

The magnitude of the surface wind-sea ice relationship
can be further expressed by the regression of the trends
(Fig. 3b), which strongly resembles the linear correlation.
Among the 24 models showing a pronounced negative cor-
relation between trends in wind speed and ice concentration,
there is a fairly large range of negative regression values but
all are at least—0.51 m s~! and one model (CanESM2) simu-
lates an exceptionally strong —2.69 m s~!. By contrast, both
MRI models are conspicuous in generating almost equal and
opposite positive regressions around 2.4 m s~!. Averaged
over all models, the regression is—1.13 m sl

An interesting feature of the four most outlier models
identified above is that their climatological wind speeds are-
ally averaged over sea ice points during the reference period
(2006-2015) are also unusual, as shown by the overlain
red dots in Fig. 3b. In particular, the MRI models simulate
very strong surface winds during the reference period of
about 9.4 m s~!, whereas no other CMIP5 model exceeds
6.24 m s~!. Curiously, the other two outlier GCMs occupy
the opposite end of the spectrum, yielding the lowest base-
state wind speeds over sea ice of just 4.79 m s~! (CSIRO-
Mk3.6) and 3.64 m s~ (IAP-FGOALS-s2). The potential
role of initial wind conditions and a more in-depth analysis
of the two MRI models is presented in Sect. 3.4.

As illustrated in Fig. 3c for all grid cells with sea ice
among all models, the tendency for stronger winds with
reduced sea ice coverage becomes very pronounced (almost
100% likely) when the ice decline becomes nearly complete.
Furthermore, at least 90% of grid cells experience higher
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wind speeds if their future ice concentration shrinks by half
or more. Only where very modest ice concentration occurs
(< 10% trend) is the expected strengthening of overlying
winds not substantial.

3.3 Future trends (seasonal)

Expected future trends in surface wind speed by season
are qualitatively similar to the mean-annual projections
described above, both in absolute and relative terms (Figs. 4,
5). The greatest increases over high-latitude oceans occur
during winter and secondarily autumn, while the spring and
summer changes are more weakly positive. The patterns of
strengthening during winter and spring largely account for
the mean-annual pattern (Fig. 2a), in particular the three
local regional maxima around Chukchi-East Siberian Seas,
Franz Josef Land, and Hudson Bay. The highest seasonal
wind increase of 1.5 m s~! (23%) is located north of Wran-
gel Island during winter, and this localized peak affects the
coastlines of northeastern Siberia and Alaska, consistent
with regional climate model projections of extreme win-
tertime winds for Utqiagvik (Barrow) reported by Redilla
et al. (2019). In addition, widespread strengthening of time-
averaged wind speeds of at least 15% prevails over much of
the Arctic Ocean in that season. Spatial variations are less
pronounced during summer and autumn, but the pattern of
stronger winds is highly coherent in both seasons and sub-
stantial during autumn, when the increase is 15% or more
across most of the Arctic Ocean.

In addition, these marine-based seasonal wind trends are
highly robust across GCMs, as expressed by the intermodel
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Fig.2 Multi-model future trend (2006-2100) in annual (a) surface
wind speed (m s7h, b surface wind speed (%), and (c) sea ice con-
centration (%). d Percentage of models simulating a positive future

agreement in the sign of future changes (Fig. 6). Extremely
high consistency of over 90% is seen over the entire Arctic
Ocean, Baffin Bay, Hudson Bay, and western Greenland Sea
for winter, and similarly strong agreement is evident over the
Arctic Ocean for autumn. By contrast, most of the projected
wind trends over mid-high land during these seasons are
not significant. Although the magnitude of simulated future
wind increases is smaller during spring and summer, there
is still widespread model agreement (>70%) over most of
the Arctic Ocean, as well as high consistency for spring over
Hudson Bay and the Sea of Okhotsk.

5 10 15 20 25 30 35 65 70 75 80 85 90 95

annual wind speed trend. Areas without significant inter-model agree-
ment are masked in gray

In keeping with the mean-annual conditions, the seasonal
wind speed trends also show a very clear relationship with
projected sea ice decline (Fig. 7). The seasonal relationships
are apparent in terms of both the magnitudes and spatial
patterns of the sea ice loss, such as the location of the three
regional maxima described above and the more uniform
changes in both wind speed and ice concentration during
summer and autumn. The spatial correlation coefficients of
the multi-model mean trends in wind speeds versus sea ice
concentration over ice-covered grid cells vary from —0.48
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(a) Correlation between Trends in Sea Ice
Concentration and Surface Wind Speed
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(c) Probability of Wind Increase vs. Trend in
Sea Ice Concentration (multi-model mean)
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Fig.3 a Correlations and b regressions of future trends in surface wind speed
vs. sea ice concentration in CMIP5 models. Mean wind speed over sea ice
points in reference period of 2006-2015 is shown in red dots. ¢ Mean-model
probability of surface wind increase as a function of sea ice trend
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(winter), — 0.59 (spring), — 0.63 (summer), and — 0.85
(autumn).

In line with the striking sea ice-dependence is the general
absence of wind strengthening over the open ocean. This
tendency is especially noticeable and consistent in the North
Atlantic, where winds almost uniformly weaken at all times
of the year, consistent with the findings for geostrophic wind
changes (Ruosteenoja et al. 2020). In most seasons and loca-
tions (especially winter), a sharp transition in sign occurs
along the reference-state sea ice margin, such that stronger
winds arise where ice loss occurs but weaker winds develop
on the other side of this boundary.

A more detailed understanding of the seasonal changes
can be found by a breakdown of the surface wind trends at
all grid cells that were sea-ice covered (> 15% concentra-
tion) during the reference period (Fig. 8). Although there
are differences in the distributions among seasons, a com-
monality is that the vast majority of locations with ice cover
at the start of the simulations experience stronger winds in
the future. The percentage of positive trends ranges from a
low of 91% during winter and spring to 98% during summer
and autumn. Also noticeable is the broader distribution of
wind speed trends in autumn and winter, the two seasons in
which some grid cells exceed 14% increases (modal values
of 14-16% and 12-14%, respectively). By contrast, the other
seasons display tighter distributions, with spring showing
the weakest signal (mode =2-4%) and summer the narrowest
distribution and the most pronounced modal value of 6-8%.

3.4 Cause(s) of future wind speed changes

Stronger simulated surface winds above regions of sea ice
loss have been documented previously for the ECHAM4/
OPYC3 model (Knippertz et al. 2000), Polar WRF regional
model (Seo and Yang 2013), CESM model (Mioduszewski
et al. 2018), atmospheric reanalyses (Jakobson et al. 2019;
Alkama et al. 2020), and CMIP5 models (Ruosteenoja
et al. 2020, Alkama et al. 2020). This relationship holds for
both long-term trends in the past and future, as well as for
interannual variability. The physical explanation has been
attributed primarily to boundary layer destabilization and
reduced surface roughness and secondarily to tighter pres-
sure gradients (geostrophic wind). Consistent with Mio-
duszewski et al. (2018), we find that the projected future
sea level pressure (SLP) trends can only be regarded as a
secondary contributing factor to stronger surface winds. In
line with many studies documenting a thermal-low response
to intense boundary layer heating from sea ice loss (e. g.,
Deser et al. 2010; Screen et al. 2014; Gervais et al. 2016),
CMIPS5 models collectively simulate lower SLP in all sea-
sons, especially autumn and winter (Fig. 9). During spring
and summer the decline does not exhibit strong spatial varia-
tions, but there are regional maxima associated with a deeper
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Fig.4 Multi-model future

trend (2006-2100) in surface
wind speed (m s7h during (a)
winter, b spring, ¢ summer, and
d autumn

(b)
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and poleward-shifted Aleutian Low during winter and over-
all deepened SLP centered over the Arctic Ocean during
autumn. Only the Aleutian Low response is associated with
an overlying localized strengthening of surface winds during
winter (and possibly spring), whereas the other two regions
of pronounced positive wind speed trends around Franz
Josef Land and Hudson Bay during winter-spring are not
collocated with an enhanced drop in SLP or tightened pres-
sure gradient. The stronger Aleutian Low has been linked
to a regional loss of sea ice (Gervais et al. 2016; McKenna
et al. 2018; Broadman et al. 2020).

The absence of a widespread change in geostrophic wind
speed leaves the other two candidates, surface roughness
and atmospheric stability, as the remaining possibilities to
explain the strengthened future winds. Unfortunately, sur-
face roughness was not archived in CMIP5, and weakened
stability occurs in all models (not shown), due to intense
surface heating as the ice pack diminishes. We can, how-
ever, utilize the two models simulating the most opposing
responses in surface wind speed trends (largest increases in
CanESM?2 vs. largest decreases in MRI) for comparison to

diagnose their differences and infer possible causal mecha-
nisms. A similar but limited approach was also applied to
these two opposing models by Alkama et al. (2020) but only
for the historical period (1979-2018) and using a hypotheti-
cal complete ice-loss extrapolation to compare their cor-
responding differences in 2 m air temperature trends. Here
we conduct a more detailed comparison of transient future
conditions and use each model’s actual sea ice concentra-
tion to help determine the underlying physical mechanism(s)
for the opposing wind speed trends. Figure 10 summarizes
the two simulations with respect to the surface wind speed
climatology (reference state) and future trend, as well as
the trends in sea ice concentration, SLP, and atmospheric
stability.

To explain the vastly different future wind response
between CanESM?2 and MRI-CGCM3—whose sister model,
MRI-ESM1, produces very similar results—one clue is their
highly dissimilar surface wind base-state climatology over
the high Arctic. Although both models produce the weakest
winds during the reference period over mid-high latitude
land and strong winds over the ice-free North Atlantic and

@ Springer
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Fig.5 Multi-model future trend
(2006-2100) in surface wind
speed (%) during (a) winter, b
spring, ¢ summer, and d autumn

—-24 -20 -16 =12 -8 -4 0 4 8 12

North Pacific, their simulations over the Arctic Ocean are
completely at odds (Fig. 10a). While CanESM2 is in line
with the CMIP5 multi-model average and NCEP/NCAR
Reanalysis (Mioduszewski et al. 2018) in representing the
weakest marine-based winds over the Arctic sea ice pack
(Fig. 1a), MRI-CGCM3 simulates instead very strong
winds in this region that are equal to the wind speed maxi-
mum in the North Atlantic storm track south of Greenland.
CanESM2’s areally averaged wind speed poleward of 75°N
of 5.7 m s~! is only 8% less than the 6.2 m s~! value from
NCEP/NCAR Reanalysis, whereas MRI-CGCM3 simu-
lates 10.2 m s™! or 65% too high. Furthermore, CanESM2
produced the most realistic sensitivity of wind speed to sea
ice concentration variations among CMIP5 models during
the historical period (Alkama et al. 2020). This divergent
signal between the two models during the reference period
is mirrored by their opposing future trends, consisting of
uniformly weaker (stronger) surface winds over the Arc-
tic Ocean and adjacent ice-covered seas in MRI-CGCM3
(CanESM2) (Fig. 10b, c). Note also the more extensive ice
pack in MRI-CGCM3, whose excessive coverage extends
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from Labrador Sea to south of Greenland and is collocated
with a local wind speed maximum during the reference
period. Aside from that feature, however, the two models
produce broadly similar changes in future sea ice concentra-
tion and lower SLP over sea ice-covered regions (Fig. 10d),
both of which agree with the collective CMIPS response. In
addition, the two models generate similar changes toward
weaker atmospheric stability that are even more pronounced
in MRI-CGCM3. Based on their trends in the temperature
difference between the surface and 850 hPa to capture the
magnitude of the characteristic Arctic temperature inver-
sion—as in Boe et al. (2009) and Rinke et al. (2013)—the
stability weakens considerably in both models where dimin-
ishing sea ice enables intense surface heating (Fig. 10e).
This inter-model agreement in the response of atmospheric
stability and SLP suggests that neither enhanced turbulent
momentum mixing nor uniformly tighter pressure gradients
can explain the consistently weaker (stronger) wind speeds
where sea ice retreats in MRI-CGCM3 (CanESM?2) and thus
suggests that differences in the treatment of surface rough-
ness between the models is the cause.
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Fig.6 Percentage of models

simulating a positive future
annual wind speed trend during
(a) winter, b spring, ¢ summer,
and d autumn. Areas without
significant inter-model agree-
ment are masked in gray

5 10

This supposition is supported inferentially by a break-
down of the turbulent wind stress equation, which can be
used conditionally to back out the change in sign of the drag
coefficient as a proxy for the missing surface roughness
output. Fortunately, some CMIP5 models did save output
for the zonal and meridional wind stress (TAUx and TAUy,
respectively):

TAUx = rho % Cd * (Ua — Us)?

TAUy = rho % Cd % (Va — Vs)?

where rho is the air density, Cd is the stability-dependent
drag coefficient, Ua and Va are the 10 m wind zonal and
meridional wind speeds, and Us and Vs are the zonal and
meridional ocean surface speeds. The surface roughness is
represented by the drag coefficient, whose future change
in sign may be inferred from the rest of the known terms.
By assuming the air density will remain approximately
constant and that the wind speeds are much larger than the

15 20 25

30 35 65 70 75 80 85 90 95

ocean surface speeds, the simulated changes in wind stress
depend only on the unknown changes in drag coefficient
and known changes in wind speeds, which are negative over
diminishing sea ice points in MRI-CGCM3 and positive in
CanESM2. Despite the trend toward weaker surface winds in
MRI-CGCM3, the corresponding trends in wind stress mag-
nitudes are actually positive in both the zonal and meridi-
onal directions, and these wind stress maxima occur where
the sea ice loss is largest (Fig. 11 top). The spatial correla-
tions between the trends in sea ice concentration and wind
stress are very high for both TAUx (r= —0.73) and TAUy
(r=—0.85), and all grid cells with at least 50% sea ice loss
exhibit a positive trend in zonal and meridional wind stress.
The only way that wind stresses can increase where wind
speeds decrease over initially ice-covered grid cells is for
the drag coefficient, and thus the surface roughness, to com-
pensate by becoming larger where sea ice transitions to open
water. This unexpected response indicates that sea ice is too
smooth and/or open ocean is too rough in MRI-CGCM3
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Fig.7 Multi-model future trend
(2006-2100) in sea ice concen-
tration (%) during (a) winter, b
spring, ¢ summer, and d autumn

and may explain the excessively strong reference-state wind
speeds over ice-covered regions in this model (Fig. 10a).

Unfortunately, CanESM2 did not archive wind stress,
but another model (CNRM-CMS5) with a nearly identically
strong inverse relationship between wind speed and sea ice
concentration can be used as a proxy. CNRM-CM5 pro-
duces a weakly positive agreement between stronger future
winds and higher surface wind stress over diminishing sea
ice locations (Fig. 11 bottom) for both TAUx (r= —0.20)
and TAUy (r= —0.45), consistent with the expectation that
stronger winds lead to stronger wind stress but tempered by
any change in the drag coefficient (which tends to increase
as atmospheric stability weakens). However, this concur-
rence cannot be used to derive the change in surface rough-
ness, because the positive relationship between trends in
wind speed and wind stress could occur whether the drag
coefficient increases, remains constant, or even decreases
modestly.

@ Springer

4 Discussion and conclusions

This study centered around the three research questions
identified at the outset:

(1) Is the hypothesized strengthening of future Arctic
winds robust among climate models?

(2) What are the seasonal and spatial variations in wind
speeds and how do they relate to sea ice changes?

(3) If models do generally simulate stronger winds, then
what are the physical causes? If not, then what explains
the inter-model disagreement?

The results demonstrate a robust future response of
stronger surface winds over initially sea-ice covered regions
in the CMIP5 models, particularly over the Arctic Ocean,
with only one pair of closely related GCMs exhibiting a
distinctly contrarian trend toward weaker winds. We find
a very strong relationship between surface wind speed and
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Surface Wind Speed Trend (%) of
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Fig.8 Histogram of multi-model future trend (2006-2100) in surface
wind speed (%) at all sea ice-covered grid cells during the reference
period (2006-2015) in winter, spring, summer, and autumn

sea ice concentration, such that less sea ice implies stronger
winds for both contemporary and future climates. The most
pronounced seasonal increases in future wind speeds over
the Arctic Ocean are expected during autumn and winter,
although we also find consistent strengthening over the
region in spring and summer. A rigorous explanation for
the stronger winds and their intermodel variations was lim-
ited by the availability of model output, but our results are
consistent with previous studies in downplaying the con-
tribution from geostrophic wind changes and highlighting
the importance of future reductions in atmospheric stability
and/or surface roughness. In particular, we find that model
parameterizations leading to differences in the trend of sur-
face roughness may be critical for explaining the sign and
magnitude of future wind changes over the marine Arctic.
Our findings of strengthening surface winds as Arctic sea
ice transitions to open water imply a number of societally
relevant consequences. First, there is the potential for a posi-
tive feedback, because wind-driven ocean turbulence can
dramatically melt sea ice, as evidenced by the rapid ice loss
caused by strong winds driving upward mixing of ocean
heat during the Great Cyclone of 2012 (Zhang et al. 2013).
Likewise, a weakened Atlantic Meridional Overturning Cir-
culation (AMOC) promotes an expanded ice pack, which
favors greater atmospheric stability and thus lighter winds
and additional ice expansion (Sherriff-Tadano and Abe-
Ouchi 2020). Second, stronger winds, higher ocean waves,
and more open water may be offsetting factors that counter

the otherwise increasingly favorable conditions for marine
navigation in and around the Arctic Ocean. Third, this study
has direct relevance for coastal erosion, which is already
a severe and growing problem for coastal communities in
the Arctic. Several known contributors to coastal erosion
are expected to intensify as the region warms—diminishing
coastal fast ice, higher ocean heat content, longer open-water
fetch, thawing shoreline permafrost, and a rising sea level
(Overeem et al. 2011; Barnhart et al. 2014)—and our results
suggest that stronger surface winds should be added as an
important synergistic factor.

The findings from this study also point to other condi-
tions that will likely enhance the impacts of stronger surface
winds. CMIP5 models project that the largest increases in
wind speed will occur during autumn and winter, the sea-
sons with the strongest climatological winds and regional
sea ice loss. In addition, changes in the significant ocean
wave height scale quadratically with changes in surface
wind speed for open-water conditions without consider-
ing differences in fetch (Aksenov et al. 2017, Waseda et al.
2018). Therefore, the projected percentage increases in wind
speed should lead to a squared percentage rise in significant
wave heights, even disregarding the impact of the change
from a buffering ice pack to open ocean and the impact of
a lengthened wind fetch as the ice pack retreats. So a very
conservative estimate, based on the modal values of sea-
sonal wind changes noted above, is that the simulated wind
strengthening will cause significant wave heights to increase
by 6% in spring, 14% in summer, 28% in winter, and 32% in
autumn. Accordingly, the maximum local wind increase of
23% during winter would translate to a very large 51% rise
in significant wave height. Yet even these estimates are based
on monthly mean changes in winds and do not consider the
additional amplifying effect of extreme wind speeds, which
at least one of the GCMs analyzed here (NCAR-CESM1-
CAMS5) simulates to increase over the Arctic Ocean at an
even greater rate (Mioduszewski et al. 2018).

Despite the overall robust signals from CMIP5 models
described here, there are several caveats to keep in mind.
Future wind speeds across the marine Arctic are sensitive
to the surface roughness of both sea ice and open water,
and models differ considerably in how they parameterize
these quantities, particularly for ice cover. Even observed
values of sea ice surface roughness vary greatly as a func-
tion of ice conditions (concentration, thickness, ridging,
etc.), and a warming Arctic should induce such changes
even where the ice pack remains. These complexities mean
that it might even be possible for a transient regime with
increasing surface roughness to develop, due to the evolu-
tion of a compact ice pack toward a marginal sea ice zone
with numerous floe edges and melt ponds creating greater
form drag (Liipkes et al. 2013). Furthermore, although the
vast majority of GCMs simulate qualitatively similar future
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Fig. 9 Multi-model future trend

(2006-2100) in sea level pres-
sure (hPa) during (a) winter, b
spring, ¢ summer, and d autumn
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responses of surface wind speed and how it interacts with ice
cover, there are still noteworthy differences in the magnitude
of these processes that are likely to depend on biases in the
atmosphere, ocean, and sea ice model components. Moreo-
ver, unlike a pair of recent studies (Ruosteenoja et al. 2019;
Alkama et al. 2020), our analysis did not consider changes in
wind direction, which are important for a number of impacts,
including thermal advection, ocean wave generation, and
coastal erosion.

We also point out that our analysis utilized the high-end
RCP8.5 radiative forcing, and thus weaker forcing scenarios
would produce a more modest response. However, a rep-
resentation of weaker greenhouse forcing through 2100
based on the RCP8.5-forced trends through 2050 shows
very similar patterns of wind speed changes (Fig. S1). This
agreement corroborates the findings of Alkama et al. (2020),
whose study of the historical period (1979-2018) with even
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weaker greenhouse forcing found that both reanalyses and
CMIP5 climate models conclusively depict the same inverse
relationship between surface wind speed and sea ice loss in
Arctic (and Antarctic) regions as described in the present
manuscript. Consistent with expectations that the climate
responses to various greenhouse gas emissions scenarios are
proportional to the magnitude of forcing, our trend analysis
demonstrates that increases in Arctic surface wind speeds
scale extremely well with the amount of sea ice loss associ-
ated with a warming climate (Figure S2). This tight relation-
ship strongly suggests that our conclusions are insensitive to
the choice of RCP scenario.

The results presented here lay the groundwork for possi-
ble follow-up research to investigate the extent and relevance
of emerging changes in Arctic wind and sea ice coverage.
One obvious next step is to conduct a similar analysis using
the newly released CMIP6 to determine whether the same



Future trends of arctic surface wind speeds and their relationship with sea ice in CMIP5 climate...

MRI-CGCM3 _CanESM2

MRI-CGCM3 CanESM2

-3 =25 -2 -1.5 -1 05 1

MRI-CGCM3

1.5 2 25 3

N
—16-14-12-10-8 -6 -4 -2 0 2 4 6 8 10 12 14 16

Fig. 10 Comparison of MRI-CGCM3 and CanESM2 for annual (a)
mean surface wind speed (m s™!) during the 2006-2015 reference
period, and future trends from 2006-2100 for (b) surface wind speed

first-order behavior occurs, especially in models containing
more sophisticated treatments of sea ice roughness (Liipkes
et al. 2013). Another is to extend the geographic domain to the
Southern Hemisphere to compare the coupled wind-sea ice
response between polar regions, especially because the less
confined Antarctic ice pack is highly sensitive to wind veloc-
ity (Holland and Kwok 2012), although Alkama et al. (2020)
found a similar basin-wide relationship for Antarctic sea ice.
An additional important follow-up is to investigate the role

(m s71), ¢ sea ice concentration, d sea level pressure (hPa), and e
atmospheric stability (K)

of short-term extreme wind speeds and their disproportionate
impact on wave generation, particularly if they increase by
even more than the time-mean wind speeds. In this regard, a
beneficial practical application of our work would be to use
the GCM-simulated surface wind fields as inputs to other
earth-system representations such as models of ocean waves,
coastal erosion, and biogeochemical processes to assess the
specific contribution from winds and to explore the broader
implications of a warmer and windier Arctic.
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Fig. 11 (top) MRI-CGCM3
future annual trends in (left)

MRI-CGCM3

TAUX

TAUX and (right) TAUy (Pa)
shown as colors, with the trend
in sea ice concentration (%)
overlain. (Bottom) Correspond-
ing patterns in CNRM-CM5
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