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A B S T R A C T   

Despite their positive effects in promoting participatory politics, digital publics have also manifested an offensive 
vernacular culture. This study takes a social network analytic approach to explain the contagion of offensive 
speech in online discussion contexts. The study examines four social interactional mechanisms underlying a 
user’s adoption of political swearing: generalized reciprocity, direct reciprocity, leader-mimicry, and peer- 
mimicry. The empirical context of this study is a highly popular online discussion forum in Hong Kong. The 
study examines the effects of social interactional mechanisms on the occurrences of political swearing by 
analyzing five years of user comments. Findings show that peer-mimicry contributes to the contagion process the 
most, followed by generalized reciprocity and direct mimicry. The study demonstrates how individual-level 
speech behaviors spiral into a collective norm that potentially hinders a healthy discussion culture in medi-
ated social spaces.   

The discussion culture of a digital platform is constructed by how 
users attune their conversational styles to one another and meld them 
into a shared communicative practice (Toma, 2014). Unfortunately, 
recent digital social spaces have often shown a distorted convergence of 
conversational styles by exhibiting overly intensive emotional ex-
changes, online harassment, hate speech, and verbal revenge (Kwon & 
Gruzd, 2017; Song et al., 2021). The web facilitates the prevalence of 
Internet trolls (March, 2019), cyberbullying (Fearn, 2017), hate speech 
(Ortiz, 2019), and more covert forms of offensive speech (e.g., sarcastic, 
ironic comments) that are appropriated to hurt individuals subtly 
(Frenda, 2018). When it comes to political conversations, toxic com-
ments and antithetical expressions have become prevalent in many 
digital platforms, often tainting the democratic potential of digital 

participatory culture (Coe et al., 2014). 
This study explores how individual-level offensive utterances can 

collectively spiral into a toxic vernacular culture online by making a case 
for political swearing as an example of the contagion of offensive speech. 
While not all swearing is necessarily offensive, anonymous political 
swearing in the mediated environment is frequently paired with 
flaming, trolling, cyberbullying, and retaliation. Existing studies have 
suggested that online users may engage in swearing on the spur of the 
moment (Ng et al., 2020; Song et al., 2021), but to what extent is such 
spontaneity a product of social contagion? Also, to what extent is an act 
of swearing attributed to factors beyond intra-individual tendencies? If 
situational factors matter beyond individual traits, what are the social 
interactional conditions that contribute to the spread of swearing 
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behaviors? 
To empirically examine social contagion mechanisms of offensive 

online speech, we employ a network analytic approach to large-scale 
discussion posts and to replying comments collected between 2014 
and 2018 from Hong Kong Golden Forum (HKGolden), one of the most 
popular online forums in Hong Kong during that time period. In Hong 
Kong, the time period was noteworthy due to the rise of the Umbrella 
Movement in 2014, one of the largest political movements in Hong Kong 
history, and its continuing ramifications. The outbreak of the Umbrella 
Movement in 2014, the 79-day occupation of key sites in the city 
demanding more transparent elections, popularized the principle of civil 
disobedience as a struggle for justice, and marked a major turning point 
in the direction of Hong Kong’s political culture. Newly emerged 
localism groups criticized the traditional approach of striving for de-
mocracy (known by the slogan “peace, rational, non-violence and non- 
profanity”) as too conciliatory (Su, 2019). Five years on, Hong Kong was 
again in the throes of mass protests that turned out to involve violent 
confrontations between protesters and police (Cheung, 2019). 

Recognizing the importance of the Umbrella Movement in global 
social movement history, this study takes a slightly different angle by 
focusing on how political discussion culture has revealed itself in the 
aftermath of the movement. Anecdotal cases have suggested Hong Kong 
digital spaces have become notably hostile in the post-Umbrella Move-
ment (post-UM) period (F. Lee, 2018). This study contends that, while 
the political movement has revealed Hong Kong’s sociopolitical conflict 
and heightened tension with Mainland China, networked speech culture 
eventually evolves through the ways in which users interact. That is, a 
rigorous understanding of social interactional mechanisms may offer 
more fundamental insights on the emergence of offensive speech culture 
than solely attributing it to political causes. While the empirical context 
is Hong Kong, the study advances generalizable knowledge on how 
offensive speech becomes an online community’s norm by introducing 
and testing a theory-driven framework of the contagion mechanisms. 

1. Research background 

1.1. Political swearing online as individual speech and a collective norm 

Antagonistic speech has become increasingly prevalent online 
despite most digital platforms maintaining policies for civility, inclu-
sivity, and respect (Kwon & Gruzd, 2017). Political swearing has become 
part of reactionary web vernaculars (Coe et al., 2014). Broadly speaking, 
swearing refers to utterances of “offensive or aggressive emotional 
languages that are inhibited by social convention or aversion” (Jay, 
2009, p. 153). An expression of hostility often occurs when a focal actor 
encounters uncongenial information that challenges his or her existing 
belief and thus feels an immediate urge to defend oneself (De Dreu & van 
Knippenberg, 2005). Swearing is an easy means to let emotions out, 
especially in an anonymous textual discussion setting (Herring et al., 
2002; Lampe et al., 2014). Classical anti-social behavior theories 
centered on anonymity, deindividualization, and disinhibition have 
explained motivations for offensive online speech (e.g., Suler, 2004). A 
notable difference between offensive online speech and anti-social off-
line behavior is that the former is less likely to be premeditated. Most 
recently, Tuters and Hagen (2020) have demonstrated that anonymous 
online communities such as 4 chan not only breed antagonistic speech 
but also turn it into a memetic culture. 

In addition to anonymity and emotional urge, social contagion the-
ory can explain how individuals collectively create an offensive culture. 
Social contagion refers to a social transmission process where in-
dividuals act as a stimulus to spread ideas or behavioral patterns in the 
wider community (Marsden, 1998). It is a process wherein a collective of 
individuals adopts ideas, affects, and behaviors that have been 
communicated through social interactions (Bastiampillai et al., 2013). 
Empirically, social contagion has been tested by examining whether 
one’s behavior (or emotion) converges with others’ behaviors (or 

emotions). Individuals may engage in a relationship that satisfies other 
social needs, while this relationship may inadvertently expose the focal 
individual to a certain behavior, leading to his or her adoption of the 
behavior. Furthermore, social proximity has been a defining factor that 
leads to behavioral contagion: the stronger the friendship, the greater 
the likelihood of the peer’s behavior becoming contagious (Larson et al., 
2007). Importantly, social dynamics in peer networks are multilayered, 
embedded in not only a dyadic relationship but also a clique (or a 
tightly-knit group of friends), a broader cohort, and even a crowd 
(Brown & Klute, 2003). 

Meanwhile, emergent norm theory explains how social contagion 
breeds new expectations and norms in crowds. Likemindedness, ano-
nymity, and shared emotion interplay to shape crowd behaviors (Arthur, 
2013; Turner & Killian, 1987). An elaborated social identity model of 
the crowd (Reicher, 1996) has further suggested that norms become 
contagious when there is a demand to perform a collective action to 
show group members’ shared values, goals, and identities to outsiders 
(Reicher & Stott, 2011). 

A large-scale analysis of moderated comments on Reddit identified 
different norms across disparate online communities that are reflective 
of what Reddit values and how widelyheld those values are (Chan-
drasekharan et al., 2018). Research has also shown that social norms 
that allow perpetrators to repeatedly attack victims are contagious in 
online social networks (e.g., Ballard & Welch, 2017; Wong et al., 2018). 
Using a combination of questionnaire and machine learning methods, 
Yokotani and Takano (2021) estimated the status of cyberbullying 
perpetrators and victims in a Japanese online chat platform, suggesting 
social norms that condone cyberbullying were contagious via online 
peer networks. Hmielowski et al. (2014) scrutinized the way 
computer-mediated communication socializes people into seeing verbal 
aggression as acceptable, and even radicalizes them into adopting 
similar behavior at times. Shmargad et al.’s (2021) analysis of 
large-scale news comments showed that online commenters are 
responsive to the behaviors of other discussion community members, 
which influence the likelihood of repeated incivility. 

1.2. What drives offensive speech online 

Existing literature has suggested a set of individual motivations for 
engaging in anti-social behaviors, which include alleviating boredom 
(Varjas et al., 2010), fun-seeking (Shachaf & Hara, 2010), and venting 
(S. Lee & Kim, 2015). Research has extended motivational inquiries to 
various forms of online communication. Notably, this line of research 
focuses on “flaming” in political discussion contexts, defined as hostile, 
insulting expressions (Cho & Kwon, 2015) which may “inflict harm to a 
person or an organization resulting from uninhibited behavior” (Alonzo 
& Aiken, 2004, p. 205). Overall, research on flaming has probed how 
individual and situational factors contribute to political flaming. 

Regarding individual factors, S. Lee and Kim (2015) interviewed 
social media users, revealing that malicious commenting behaviors were 
in large part caused by a desire to express anger or by feelings of infe-
riority. Rozin and Royzman (2001) reviewed the evidence for “nega-
tivity bias”, suggesting that negative entities are more contagious than 
positive affect due to human beings’ innate predispositions and expe-
rience. Studies also suggested that users with a high tendency of verbal 
aggression –“the tendency to attack another person’s self-concept rather 
than the topic of the conversation” – showed a stronger intention of 
political flaming (Hmielowski et al., 2014, p. 1201). Political behavioral 
factors such as participation, offline political discussion network, and 
exposure to profane media content were also associated with online 
political flaming (Coyne et al., 2011; Hutchens et al., 2015). 

Regarding situational factors, the literature has consistently shown 
anonymity to be an important situational factor underlying offensive 
political interactions. For example, Rowe (2014) showed that anony-
mous or pseudonymous news comment sites contained double the 
amount of political swearing as Facebook pages where commenters’ real 
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identities were traceable. Similarly, Cho and Kwon (2015) analyzed a 
large-scale dataset of online comments, and found that users engaged in 
less political swearing in real-name-based social platforms than in 
platforms that allowed pseudonym-based social interactions. In addition 
to anonymity, a variety of discursive contextual factors have contributed 
to political flaming, such as the subject of discussion (Kwon & Cho, 
2017; Rossini et al., 2021) and a perceived threat or provocation during 
discussion (Hutchens et al., 2015). J. Cheng et al.’s (2017) large-scale 
analysis of trolling in news comments echoed the role of socialization 
in cultivating flaming behaviors: discussion contexts that presented less 
thoughtful posts would breed less thoughtful responses. These studies 
reaffirmed the role of norms in shaping the discussion styles of the 
community. The creation of a “flaming norm” (Moor et al., 2010, p. 
1538) resonates with a “broken windows hypothesis,” which postulates 
that unmoderated anti-social behaviors may lead to the breakdown of a 
whole community (Wilson & Kelling, 1982). 

To summarize, there is a rich body of scholarship on both individual 
and situational factors associated with offensive online speech. What has 
been missing in the current literature, however, are the underlying so-
cial interactional processes, i.e., the ways in which individuals over time 
shift their speech styles to behave like others. To understand how 
offensive speech is transmitted user-to-user and eventually forms a 
collective community norm, we set out to expand on the social conta-
gion mechanisms of anti-social behavior. 

2. Theoretical framework: social contagion mechanisms of 
offensive online speech 

Social contagion has become an established social science concept, 
especially in the field of marketing and diffusion research. Traditional 
diffusion models, for example, have estimated parameters that separate 
the broadcasting mechanism from the word-of-mouth effect on product 
adoption (Bass, 2004; Rogers, 2003). While researchers have developed 
various social contagion models to elaborate the network mechanisms 
underlying individuals’ attitudinal or behavioral adoptions, there are 
few proposed mechanisms that specifically tackle the contagion of 
anti-social behaviors. Probably most widely known is Tsvetkova and 
Macy’s (2015) anti-social contagion framework. Tsvetkova and Macy’s 
model assumes that an anti-social contagion process involves three types 
of actors –instigators (who initiate a bad behavior), targets (who are 
offended by instigators), and observers (who witness someone else 
engaging in a bad behavior) –whose relational dynamics constitute two 
mechanisms of anti-social contagion: generalized reciprocity and 
third-party influence (Tsvetkova & Macy, 2015). Expanding on Tsvet-
kova and Macy’s (2015) anti-social contagion framework, we offer four 
contagion mechanisms of offensive speech online: generalized 

reciprocity, direct reciprocity, leader-mimicry, and peer-mimicry (see 
Fig. 1). 

2.1. Generalized reciprocity 

The generalized reciprocity effect describes “a pay-it-forward 
cascade of contagious malevolence” to retaliate “not against the 
perpetrator but against innocent others (p. 38).” (Tsvetkova & Macy, 
2015, pp. 38–40). In an online discussion setting, perception of inter-
actional injustice (Bies & Moag, 1986) can trigger generalized reci-
procity of offensive speech. Online communities have discursive norms 
and rules based on a shared understanding of acceptable ways of 
interacting (Yee et al., 2007). A study of over 6000 online newspaper 
comments found that the affirmation of initial incivility by descriptive 
and injunctive norms engenders repeated incivility in an online dis-
cussion, leading to the conclusion that online incivility is a “dynamic, 
normative process” that is responsive to “proximate incivility” (Shmar-
gad et al., 2021, p. 1). 

Experiencing a breach of shared interactional norms can engender 
the observer’s negative affect toward the community, as if the interac-
tional injustice is characteristic of the entire community (Skarlicki & 
Folger, 1997). Previous studies have examined the underlying affective 
drivers of paying behavior forward. While positive emotions drive 
paying-it-forward altruistic behavior, receiving such behavior as greedy 
likely arouses negative effect (Sanfey et al., 2003), which in turn typi-
cally has larger influence than positive affect. Negative perceptions then 
motivate the targeted user to be less attentive to the consequences of 
verbal attacks when there are alternatives (Tedeschi & Felson, 1994). 
One easy way to release the negative effect would be to replicate an 
unfair act, which, in turn, might lead to a similar perception and reac-
tion by the third user, thus potentially resulting in a chain of interac-
tional injustice (Patterson, 1982). That is, an incivility spiral may begin 
when the targeted user enacts revenge by returning similar verbal 
aggression toward another “innocent” user. Generalized reciprocity of 
offensive speech may not necessarily intend to harm the target but 
merely to release a negative effect aroused by the verbal attack they 
received (Kim & Tsvetkova, 2020). Therefore, the mechanism of 
generalized reciprocity characterizes the pay-it-forward behavior of a 
target (i.e., the offended) that intends to release the negative effect. 
Based on the norms of reciprocity, when people perceive that the 
behavior is prevalent among the community members, they are more 
likely to conform and pay it forward through intensive interaction. 

Hypothesis 1 (Generalized Reciprocity). Being targeted by an 
offensive comment increases the likelihood of the targeted user subse-
quently forwarding an offensive comment to a third user. 

Fig. 1. Contagion mechanisms of offensive speech online.  
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2.2. Direct reciprocity 

While generalized reciprocity pertains to the target’s desire to pay it 
forward, direct reciprocity means that the target responds directly to the 
instigator. Tsvetkova and Macy (2015) intentionally dismiss the process 
of direct reciprocity in their framework because they assume that direct 
reciprocity occurs in a closed network, whereas social contagion ne-
cessitates an open network where behaviors diffuse to a wider 
population. 

The contagion of offensive speech in an online discussion, however, 
entails both generalized and direct social interactions. It is because, an 
interaction between the instigator and the target is not confined in a 
closed dyad but embedded in an open discussion context where a third 
person may easily jump into the conversation to evolve the dyad into a 
triadic or larger conversational network. 

In fact, a direct reaction to the stimulus has been the baseline premise 
of many social contagion models. For example, the independent cascade 
model (ICM), one of the most widely studied contagion models, for-
mulates a monotonic effect of direct exposure to an “infected” friend on 
one’s own chance of being infected by the information, attitude, or idea 
(Hodas & Lerman, 2014; Kempe et al., 2003). Other models have simi-
larly focused on the direct exposure effect yet assume a non-monotonic 
effect of exposure. For example, linear threshold model (Granovetter, 
1978; Valente, 1996) suggests that an individual adopts an idea or 
behavior when the proportion of friends adopting it passes one’s per-
sonal threshold of resistance. Kwon et al. (2014) expanded the personal 
network threshold model in the context of Facebook group formation, 
finding that the frequency of friends’ direct messaging that promoted an 
advocacy group increased a user’s likelihood of joining the group. 
Meanwhile, other studies in social media environments have shown that 
the repeated exposure effect has a carrying capacity in that the repeated 
exposure had an inverted curvilinear effect on contagion (Romero et al., 
2011; Ver Steeg et al., 2011). 

These studies have commonly suggested that an individual’s adop-
tion of an idea or behavior is the product of contagion through direct 
interactions with the “infected” others. In political flaming contexts, the 
literature has similarly alluded to the importance of direct interaction 
effect. For example, “reactive aggression” has been discussed as a situ-
ational factor that engenders offensive speech online: Users post a hos-
tile message as a response to a perceived provocation, especially when 
they receive “comments that challenge their beliefs directed at them 
personally … using a person’s name (the user’s screen name or real 
name) in the comment” (Hutchens et al., 2015, p. 1205). 

Based on the social contagion models that focus on the direct contact 
effect and the reactive aggression effect found in the political flaming 
context, we consider direct reciprocity to be another important mech-
anism for the contagion of offensive speech online. 

Hypothesis 2 (Direct Reciprocity). Being targeted by an offensive 
comment increases the likelihood of the targeted user offensively 
responding to the instigator. 

2.3. Verbal mimicry 

While reciprocity effects are centered on the targeted actor’s reaction 
to the attack, Tsvetkova and Macy (2015) define “third-party influence” 
as a mechanism of imitation by untargeted actors. The theoretical root of 
third-party influence mechanisms is social learning theory, which posits 
that observational learning makes people adopt the observed behavior 
(Bandura, 1978). Seering et al. (2017), for example, attribute digital 
incivility to observational learning more than to anonymity or an indi-
vidual mood state. That is, the prevalence of offensive speech can make 
users perceive it to be a “descriptive norm” of the community, creating a 
mental shortcut that “if everyone is doing it, it must be a sensible thing 
to do” (Cialdini et al., 1991, p. 1015). Kwon et al. (2014)’s social 
contagion study on Facebook has incorporated the third-party influence 

perspective by conducting a field experiment on participants who 
receive Facebook’s automated “social message” (p. 1349) about who 
and how many of their friends joined a promoted campaign. The results 
suggested that indirect exposure rate was positively associated with 
one’s likelihood of joining the campaign. 

When it comes to the contagion of pro-social behaviors, Tsvetkova 
and Macy (2015) suggest that third-party influence should diminish over 
time because people tend to believe that help is no longer needed once 
the pro-social behavior prevails. Interestingly, however, this diminish-
ing effect is not applicable to anti-social behavior. In contrast, the 
rampancy of anti-social behavior encourages observers to adopt the 
behavior, given the perception that the behavior has become common 
and thus acceptable (Tsvetkova & Macy, 2015). 

Developed from the logic of third-party influence and social learning 
theory, we propose verbal mimicry as a mechanism of offensive speech 
contagion online. Verbal mimicry reflects convergence in speech style-
s–or writing in the context of text-based community–by synchronizing 
syntax, speech rate and utterance (Chartrand & van Baaren, 2009). 
Kwon and Gruzd (2017) offered evidence that anonymous YouTube 
users mimicked others’ political swearing. Based on the two types of 
swearing, interpersonal and untargeted swearing, they (2017) found 
that a lead post and a subsequent replying comment had dispropor-
tionate effects on engendering swearing mimicry. Specifically, untar-
geted swearing by a lead post prompted both targeted and untargeted 
swearing in its replies, while a replying comment influenced the sub-
sequent peer comments only for the same type of swearing–either tar-
geted or untargeted. Expanding on Kwon and Gruzd (2017), this study 
distinguishes two types of mimicry effect, by defining the imitation of a 
lead post as leader mimicry (given that the lead post initiates the dis-
cussion thread followed by subsequent comments) and the imitation of 
other replying comments as peer mimicry (given that these comments 
together constitute an interactive discussion network that not only re-
sponds to the lead post but also exchanges opinions among themselves). 
Two hypotheses are thus posited: 

Hypothesis 3 (Leader Mimicry). A lead post’s offensive speech in-
creases the likelihood of a replying comment containing offensive 
speech in the same discussion thread. 

Hypothesis 4 (Peer Mimicry). A replying comment’s offensive 
speech increases the likelihood of a later comment containing offensive 
speech. 

3. Context of the study 

This study focuses on Hong Kong’s digital space between 2014 and 
2018. Hong Kong used to take pride in its political plurality, moderation, 
pragmatism, and economic affluence, but the heightened tension with 
Mainland China in the recent decade has posed a range of political, 
economic, and governance challenges. The 2014 Umbrella Movement is 
the first large-scale social movement that manifested the conflict be-
tween the two regions, ensuing many other protests and movements in 
Hong Kong (Stacey, 2018). 

The post-UM period has reflected a multilayered sociopolitical con-
flict between Mainland China and Hong Kong. The movement has left a 
deep mark on the minds of Hong Kong citizens, whose desire for localism 
and autonomy from Mainland China has hardened even further. Socio-
economic and cultural tensions have also been substantial. For example, 
the Yuen Long Retrocession in 2015 showcased Hong Kong citizens’ 
negative perception of Mainland Chinese parallel traders as the main 
cause for skyrocketing local product prices. Culturally, student protests 
at higher institutions revealed the resistance of local students to the 
cultural influence of Mainland China. In a nutshell, the post-UM period 
witnessed the rise of localism (Kaeding, 2017) and continued activism 
(Cheng, 2016), which intensified Hong Kongers’ hostility toward 
Mainland Chinese. 

The sociopolitical tension seems to have become a defining character 
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of post-UM digital culture (Song & Wu, 2018). For example, an antag-
onistic slang “Chee-na (also called Cina or Shina; 佄齡)” has circulated 
ubiquitously across major online forums to mock Mainland China and 
Chinese people as well as the tendency of “mainlandization”. The 
spillover influence of the economic rise of Mainland China has prompted 
Hong Kongers’ resistance to further integration. The term “Chee-na” was 
originally a neutral term yet evolved into a derogatory word after the 
Second Sino-Japanese War. With a deeply humiliating connotation of 
Japanese invasion and war crimes, it has been a taboo word until 
recently when some protesters reclaimed the term to demean Mainland 
China’s political system and social order. In the first post-UM 2016 
Legislative Council election, two localist politicians were deprived of 
their election seats because of their use of “Chee-na” in their oaths. The 
reinvented semantic of “Chee-na” exemplifies the mainstreaming of 
divisive vernacular culture in the current Hong Kong digital space. In 
addition to examining the social contagion mechanisms of political 
swearing as a whole, this study also conducted an exemplary case study 
by testing the contagion of “Chee-na” as a specific language indicator for 
supplementary analyses. 

4. Method 

4.1. Data 

Using the keywords “Mainland China” (㣐꣣) or “Inland China” (ⰻ�꣣), we developed a Python programme to retrieve all the lead posts 
related and replying comments published in HKGolden’s current affairs 
section from September 28, 2014, to August 31, 2018. We retained posts 
that had at least one keyword appearing in the post title or the post 
content, and retrieved the corresponding conversational threads, 
including replying comments. Eventually, we obtained 28,506 posts and 
1,126,455 replying comments made by a total of 35,116 users. We also 
retrieved identified metadata associated with posts, replying comments, 
and users. 

4.2. Measurements 

4.2.1. Dependent variables 
Replying Comment’s Swearing (Use of “Chee-na”). First, we 

classified whether a replying comment included political swearing. We 
manually constructed a dictionary for swearing words or phrases that 
have been commonly contained in online political comments. We then 
constructed a binary variable (reply_swearing), where a value of “1” 
indicated that the focal replying comment included at least one of the 
words or phrases in the dictionary and “0” if otherwise. Similarly, our 
second dependent variable (reply_Chee-na) was whether a replying 
comment included the word “Chee-na,” where a value of “1” indicated 
that this reply contained the word “Chee-na” and “0” if otherwise. 

4.2.2. Contagion mechanisms 
Generalized Reciprocity. To quantify the generalized reciprocity 

effect, we counted the number of swearing comments that called out the 
author of the focal comment while excluding those quoted back directly 
by the author. We counted only the comments that came before the focal 
comment was made by considering two temporal windows: up to one 
month (genrecip_month) and one week (genrecip_week) before the focal 
comment was made. On average, 1.35 swearing comments called out 
(quoted) a target author for a month and 0.79 swearing comments for a 
week. 

We computed genrecip_month and genrecip_week across the entire 
dataset, considering the possibility that the focal author was targeted in 
one discussion thread while reciprocating in a different thread. That 
said, the contagion effect may be more obvious within the same dis-
cussion thread context. Accordingly, we constructed another measure of 
generalized reciprocity within the immediate discuss thread context 
(genrecip_thread). Like genrecip_month and genrecip_week, this variable 

was differentiated from the direct reciprocity effect by excluding com-
ments that the focal author quoted back. The average of genrecip_thread 
was 2.21. 

Applying the same approach, we constructed generalized reciprocity 
measures for “Chee-na.” The average scores for genrecip_month, genre-
cip_week, and genrecip_thread of a focal comment for “Chee-na” were 
0.23, 0.14, and 0.40, respectively. 

Direct Reciprocity. To quantify direct reciprocity effect (direc-
t_recip), for the users that the author quoted in the focal comment, we 
counted the total number of preceding swearing (or “Chee-na”) com-
ments from these users that quoted the author of the focal comment. 
This interaction could happen not only within the same thread but also 
when they met in another discussion thread. Accordingly, we examined 
all discussion threads and all time periods (before the focal comment 
was made) to measure direct reciprocity. An average score of direct_recip 
was 0.34 for the entire swearing comments, and 0.06 for the word 
“Chee-na.” 

Leader Mimicry. A binary variable (leader_swear) was constructed to 
indicate whether an initial post that led a discussion thread contained 
political swearing (or the word “Chee-na"). 

Peer Mimicry. Peer mimicry effect was measured as the percentage 
of comments within the same discussion thread that contained swearing 
(or the word of “Chee-na”) prior to the publication of a focal comment 
(peer_swear). We excluded preceding comments that quoted the focal 
user to avoid overwriting the reciprocity-related measures. 

4.2.3. Control variables 
The characteristics of a lead post can affect the dynamics of ensuing 

interactions. Accordingly, we controlled for several characteristics of a 
lead post. First, we quantified the emotional and cognitive elements of 
the post using TextMind. TextMind is a Chinese language text analysis 
system similar to the widely used software Linguistic and Word Count 
(LIWC), which calculates the percentage of words in a given text that 
belong to predefined linguistic categories (Tausczik & Pennebaker, 
2010). We referred to the categories of positive emotion, negative 
emotion, anger, sadness, and cognition from the outputs that TextMind 
generated. Second, we controlled for a lead post’s topical nature (=
politics) by applying a parallelized Latent Dirichlet Allocation 
algorithm-based topic modeling using a python package genism. From 
iterative trials of the standard procedures of topic modeling, we 
concluded the 50 topics model to be the most interpretable model. 
Among the 50 topics, eight were political topics. We identified a political 
post if the most prominent topic of the post was one of these eight po-
litical topics. 

4.3. Analysis plan 

Linear probability models4 were used to analyze how contagion 
mechanisms are associated with the likelihood of an ensuing swearing 
comment. We separately tested each generalized reciprocity variable (i. 
e., genrecip_month, genrecip_week, and genrecip_thread) to avoid the mul-
ticollinearity problem, while comparing the results for robustness check 
(Table 1). 

The unit of analysis was a comment. Each comment belonged to a 
user and a lead post. Given the panel nature of the data structure, we 
estimated the models by adding user-fixed effects, post-level charac-
teristics (i.e., control variables, the number of replying comments a post 
engendered and reputation-indicative votes a post received), and tem-
poral effects (i.e., time trend and seasonality, which indicated in which 

4 The logistic regression model is another widely used model for a binary 
dependent variable. We chose linear probability modeling because logistic 
regression models failed to converge with our data. While not converged, lo-
gistic regression modeling results were consistent with the linear probability 
model. 

Y. Song et al.                                                                                                                                                                                                                                    



Computers in Human Behavior 127 (2022) 107046

6

month the focal comment was made). We took the same variables and 
modeling approaches to examine hypotheses with regard to the occur-
rence of “Chee-na.” 

5. Results 

5.1. Descriptive results 

A preliminary review of data showed that posting activities in 
HKGolden remained active in the post-UM period, suggesting continuing 
interests and controversy surrounding Mainland China-related affairs. 
The number of comments relative to the number of posts surged during 
the fourth quarter of 2017 and later (Fig. 2), during which a series of 
incidents manifested growing interference from Mainland China 
directed at the economy and culture of Hong Kong, as described in the 
timeline of major events (Fig. 3). 

Among 1,067,382 replying comments, 18.24% (N = 194,641) were 
identified as containing at least one of the political swearing words or 
phrases in the dictionary we constructed, and 3.5% (N = 36,840) were 
identified to contain the word “Chee-na.” Among 27,922 lead posts, 
48.22% (N = 13,463) were identified as containing swearing, and 1.93% 
(N = 540) were identified as including the use of “Chee-na.” Contagion 
measures showed heavy skewness. We thus transformed the variables by 
taking the logarithm twice in the later analysis.5 Particularly, the use of 
“Chee-na” showed a sharp peak in October 2016 when politicians’ 
controversial oath-taking and disqualification began (Fig. 4). 

Also compared is the proportion of swearing comments between the 
discussion threads that began with a swearing lead post and those with a 
non-swearing lead post. The trend showed a higher proportion of 
swearing comments with a lead swearing post across all time periods. 
The comparison for the use of “Chee-na” showed a similar yet starker 
pattern, again with a peak in December 2016 (Fig. 5). 

5.2. Hypotheses tests: social contagion effects 

Linear probability models assessed the effects of contagion mecha-
nisms on the occurrence of swearing in a comment. Robust standard 
errors and standardized coefficients were reported in parentheses and 
square brackets, respectively (Tables 2 and 3). Because predictors were 
of different scales, standardized coefficients were useful in comparing 
the relative effects of different mechanisms. 

Hypothesis 1 (H1) addressed the effect of generalized reciprocity on 

offensive speech. For both overall swearing and the use of “Chee-na,” the 
results indicated that generalized reciprocity variables were signifi-
cantly associated with a focal comment’s likelihood of swearing, sup-
porting H1. That is, the more a focal user was targeted by swearing 
comments (by the reference of “Chee-na”), the more likely the focal user 
made a swearing comment (with “Chee-na”) to someone else as well. 

Hypothesis 2 (H2) focused on the direct reciprocity effect. For both 
overall swearing and the use of “Chee-na,” the results indicated a sig-
nificant positive association between the direct reciprocity variable and 
a focal comment’s likelihood of swearing, supporting H2. In other 
words, if the focal user was targeted by a swearing comment, the focal 
user was more likely to swear back at the instigator. 

Hypothesis 3 (H3) inquired whether the swearing in the lead post 
contributed to engendering swearing in subsequent comments. For both 
overall swearing and the use of “Chee-na,” the results showed the pos-
itive significant association of a lead post’s swearing with a replying 
comment’s swearing, supporting the leader mimicry effect. 

Lastly, Hypothesis 4 (H4) suggested the effect of peer mimicry, that 
is, the contagion of swearing from other preceding comments to the 
focal comment. Again, the results showed significant peer mimicry ef-
fects for both overall swearing uses and the use of “Chee-na.” The 
swearing of earlier comments was positively associated with the likeli-
hood of a later comment’s swearing, supporting H4. 

While the results showed all mechanisms were in effect, the com-
parison of standardized coefficients suggested that peer mimicry effects 
explained the swearing occurrence the most (β ≈ 0.09), followed by 
direct reciprocity (β ≈ 0.03), generalized reciprocity (β ≈ 0.02), and 
leader mimicry (β ≈ 0.017). In the case of “Chee-na,” peer mimicry (β ≈
0.03) and leader mimicry effects (β ≈ 0.03) were larger than generalized 
and direct reciprocity (β ≈ 0.017). The effect of direct reciprocity was 
significant yet minimal in the case of “Chee-na” (β ≈ 0.003). 

6. Discussion 

Despite increased Mainland-Hong Kong economic and social inte-
gration in the recent decade, the dislocating pace of change has created 
rising insecurities for Hong Kong society who assign blame to Mainland 
China for many of their frustrations. Expressing resistance and hostility 
against the growing influence of Mainland China seems to have become 
a norm in Hong Kong’s digital spaces. With political swearing as an 
exemplar of offensive speech, this study took a social interactional 
approach to understand how individuals’ offensive comments became a 
collective speech style. 

While the literature of digital incivility has primarily focused on 
individual user attributes (e.g., Rains et al., 2017) and content 

Table 1 
Correlations and summary statistics for key variables.  

Variable M SD min max 1 2 3 4 5 6 
Overall Swearing 

1. Reply_swear 0.18 0.39 0.00 1.00       
2. Leader_swear 0.48 0.50 0.00 1.00 0.03***      
3. Peer_swear (log) −1.58 0.47 −2.35 −0.30 0.14*** 0.10***     
4. Genrecip_month (log) −2.13 0.74 −2.35 1.70 0.05*** 0.04*** 0.07***    
5. Genrecip_week (log) −2.20 0.61 −2.35 1.61 0.05*** 0.03*** 0.07*** 0.83***   
6. Genrecip_thread (log) −2.13 0.75 −2.35 1.82 0.05*** 0.06*** 0.09*** 0.75*** 0.69***  
7. Direct_recip (log) −2.26 0.47 −2.35 1.61 0.04*** 0.02*** 0.04*** 0.18*** 0.16*** 0.22*** 

The Use of “Chee-na” 

1. Reply_Chee-na 0.03 0.18 0.00 1.00       
2. Leader_swear 0.02 0.14 0.00 1.00 0.04***      
3. Peer_swear (log) −2.34 0.06 −2.35 −0.67 0.05*** 0.07***     
4. Genrecip_month (log) −2.30 0.38 −2.35 1.53 0.02*** 0.02*** 0.52***    
5. Genrecip_week (log) −2.32 0.31 −2.35 1.53 0.02*** 0.02*** 0.49*** 0.80***   
6. Genrecip_thread (log) −2.30 0.40 −2.35 1.67 0.02*** 0.03*** 0.67*** 0.76*** 0.68***  
7. Direct_recip (log) −2.33 0.22 −2.35 1.58 0.02*** 0.02*** 0.26*** 0.07*** 0.06*** 0.09*** 

Notes. M and SD represent mean and standard deviation. min and max represent minimum and maximum values. All the correlations were tested at the comment level. 
Summary statistics for Leader_swear are at the post level. All the other summary statistics were at the reply level. ***p < 0.001. 

5 We transformed the variables by applying (log(log(x+1.1))). 
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characteristics (e.g., Ng et al., 2020), the current study paid attention to 
social network dynamics. Social networks compose not only dyadic re-
lationships but also clique-level small groups and the crowd-level of a 
large group. An online forum is likewise a multilayered social system. 
While this study could not capture all possible network dynamics, it 
examined a few noteworthy interaction mechanisms by proposing four 
mechanisms of social contagion: generalized reciprocity, direct reci-
procity, leader mimicry, and peer mimicry. Whereas direct reciprocity 
occurs in a dyad, leader mimicry and peer mimicry do not necessarily 
entail direct interactions. Furthermore, generalized reciprocity occurs in 
an open network context. 

Overall, our findings suggest that offensive speech is indeed conta-
gious. Political swearing influenced not only the targeted users but also 
bystanders’ commenting behaviors. Most interestingly, among all 
mechanisms, we found that peer mimicry showed the largest effect on 
the occurrence of political swearing. This was the case for both overall 
swearing and the use of the individual swearword “Chee-na.” Given that 

most people may read others’ offensive speech rather than being directly 
targeted by it, the significant mimicry effects suggest a spiraling po-
tential of individuals’ swearing utterances into a collective discursive 
culture. Social learning may occur in this process: A third person may 
observe hostile interactions between instigators and targets, and in turn 
take it as an acceptable speech act and model it in his or her future in-
teractions. Community members learn normative reactions by observing 
their peers, and one is even more likely to synchronize if multiple peers, 
rather than a single peer, exhibit the same behavior. 

Social contagion can become more complex in an online context than 
offline because online social transmission entails multiple communica-
tion carriers simultaneously. Online discussion forums provide an 
environment in which exposure to normative behaviors, interactional 
synchrony, and social reinforcement take place. Community members 
learn and adapt their speech styles by reciprocal interaction and 
observation. In addition to the mimicry effects, direct and generalized 
reciprocity were also significant contributors: A targeted user may 

Fig. 2. Number of lead posts and replying comments per month.  

Fig. 3. Timeline of major political events between 2014 and 2018.  
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displace his or her irritated mood by directing offensive speech not only 
back at the instigator but also at unrelated users. We found evidence of 
both mimicry and reciprocity effects, confirming that all hypothesized 
mechanisms contributed to the incivility spiral. 

While leader mimicry (i.e., imitating the speech style of the initial 
post) explained the smallest variance of overall swearing speech, it 
played a more important role in the context of adopting the word “Chee- 
na.” The difference in leader mimicry between the overall swearing and 
the word “Chee-na” reiterates the importance of understanding the 
cultural meaning of an utterance. The larger effect of leader mimicry on 
the adoption of “Chee-na” alludes to the situation in which the word 
could have served as a signifier of group identity. Rather than being used 
as an emotional utterance to attack other users within the community, 
this word appears to have evolved into a linguistic meme that denigrates 
outsiders of the online community. Posts and comments in our dataset 
notably showed the use of “Chee-na” in reference to Mainland Chinese 
tourists. From the social learning perspective, we interpret that the 
adoption of the word “Chee-na” has become a descriptive norm, 
particularly being initiated by the lead posters and then accepted by 
replying commenters (Zhou & Fang, 2015). The findings with regard to 
“Chee-na” resonate with Graeff’s (2015) discussion on meme speech acts 
that demarcate the in-group status of a networked public: The online 
public – initially a network of strangers – demonstrates and negotiates 
in-group belonging by adopting memes and other shared speech acts. 

Mimicry thus serves as an evolved tool for “social glue”, which allows 
people to quickly and unconsciously communicate rapport with other 
in-group members in the discussion community. The implicit formation 
of an “us” versus “them” that undergirds interactional synchrony is thus 
situated in the “memetic logic” that manifests in- and out-group dis-
tinctions (Tuters & Hagen, 2020, p. 2225). 

7. Conclusion 

The purpose of this study aims to investigate how Hong Kong’s 
networked culture has become increasingly tolerant of (and even 
normalizing) offensive political vernaculars. Drawn from anti-social 
contagion literature, this study investigates the social interactional 
processes underlying the incivility spiral of mediated political conver-
sations. Specifically, this study examines four social interactional 
mechanisms underlying a user’s adoption of political swearing: gener-
alized reciprocity, direct reciprocity, leader-mimicry, and peer-mimicry. 
Findings show that peer-mimicry contributes to the contagion process 
the most, followed by generalized reciprocity and direct mimicry. Norms 
can be created and solidified through various social mechanisms 
embedded in discussion dynamics. This study’s findings confirm that 
social norms of an online community are emergent, arise through the 
accumulation of micro-social interactions, and respond to the shifting 
discussion dynamics within a community. Understanding the 

Fig. 4. Percentage of posts and replies with political swearing. The upper graph considers all swearwords and phrases; the bottom graph considers the occurrence of 
“Chee-na”. 
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Fig. 5. Percentage of swearing replies over time by lead post type. The upper graph considers all swearwords and phrases; the bottom graph considers the occurrence 
of “Chee-na”. 

Table 2 
Linear probability models predicting contagion mechanism effects on occur-
rence of political swearing in replies (N = 34,730).  

Variables M1 M2 M3 

Leader_swear 0.0129*** 
(0.00140) 
[0.0167] 

0.0129*** 
(0.00140) 
[0.0167] 

0.0128*** 
(0.00139) 
[0.0165] 

Peear_swear (log) 0.0766*** 
(0.00203) 
[0.0924] 

0.0767*** 
(0.00202) 
[0.0925] 

0.0762*** 
(0.00200) 
[0.0919] 

Genrecip_month (log) 0.0112*** 
(0.00193) 
[0.0214]   

Genrecip_week (log)  0.0127*** 
(0.00263) 
[0.0201]  

Genrecip_thread (log)   0.0134*** 
(0.00215) 
[0.0262] 

Direct_recip (log) 0.0246*** 
(0.00369) 
[0.0305] 

0.0249*** 
(0.00372) 
[0.0308] 

0.0238*** 
(0.00371) 
[0.0295] 

Observations 1,067,382 1,067,382 1,067,382 
R-squared 0.014 0.014 0.014 

Notes. Robust standard error in parentheses and standardized coefficients in 
square brackets. 
***p < 0.001, **p < 0.01, *p < 0.05. Control variables were not reported due to 
space limitations. Full results are available upon request. 

Table 3 
Linear probability models predicting contagion mechanism effects on occur-
rence of “Chee-na” in replies (N = 34,730).  

Variables M4 M5 M6 M7 

Leader_swear 0.0391*** 
(0.00295) 
[0.0317] 

0.0411*** 
(0.00299) 
[0.0333] 

0.0410*** 
(0.00299) 
[0.0332] 

0.0409*** 
(0.00299) 
[0.0332] 

Peer_swear (log) 0.0998*** 
(0.0164) 
[0.0338]    

Genrecip_month (log)  0.00768*** 
(0.00233) 
[0.0161]   

Genrecip_week (log)   0.0104** 
(0.00321) 
[0.0175]  

Genrecip_thread (log)    0.00845** 
(0.00265) 
[0.0183] 

Direct_recip (log) 0.00311 
(0.00269) 
[0.00368] 

0.00922*** 
(0.00256) 
[0.0109] 

0.00923*** 
(0.00257) 
[0.0109] 

0.00902*** 
(0.00256) 
[0.0107] 

Observations 1,067,382 1,067,382 1,067,382 1,067,382 
R-squared 0.003 0.003 0.003 0.003 

Notes. Robust standard error in parentheses and standardized coefficients in 
square brackets. 
***p < 0.001, **p < 0.01, *p < 0.05. Control variables were not reported due to 
the space limitation. Full results are available upon request. 
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mechanisms of user-to-user interactions is a prerequisite toward un-
derstanding online conversational culture. 

To our knowledge, this study is the first effort that quantifies social 
contagion effects underlying the emergence of offensive culture online. 
That said, the study has a few limitations. First, some offensive speech 
may not include a swear word or phrase. Also, the swearing dictionary 
we created is not an exhaustive collection of all relevant vernaculars. 
Digital users are creative collectives that constantly remix, reinvent, and 
play with languages. Political swearing is not an exception. Second, it is 
beyond the scope of the current study to address a causal relationship 
between offensive digital culture and the political situation of the city. 
One could ask whether the spread of offensive speech in Hong Kong’s 
digital spaces is unique to the city’s geopolitical context or a snapshot of 
the universal digital culture and a generalizable trend beyond Hong 
Kong’s specific context. Future research can address such questions by 
gaining more qualitative insights through interviews, field observations, 
and comparative analyses across different sociopolitical contexts. 
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