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Abstract— A high-resolution neurostimulator is the essential
component of many bidirectional neural interfaces. In practice,
the effective resolution of fully integrated neurostimulator designs
is often hindered by the transistor mismatch, especially in
submicrometer CMOS processes. In this article, we present a
new circuit technique called redundant crossfire (RXF) to address
this challenge. It is derived from our redundant sensing (RS)
framework, which aims at engineering information redundancy
into the system architecture to enhance its effective resolution.
RXF involves combining (i.e., crossfiring) the outputs of two or
more current drivers to form a redundant structure that, when
properly configured, can produce accurate current pulses with
an effective super-resolution beyond the limitation commonly
permitted by the physical constraints. Unlike any previous
works, the proposed technique achieves high-accuracy by directly
exploiting the random transistor mismatch with an excessively
large mismatch ratio of 10%–20%. The effectiveness of RXF is
verified through both Monte Carlo simulations and measurement
results of a fully integrated neurostimulator chip. Equipped with
a 5-bit current digital-to-analog converter (IDAC) and two 4-bit
current multipliers, the stimulator achieves an effective resolution
of 9.75 bits in a 1.1-mA full range. An application of the
fabricated chip is to deliver neuro-feedback to a human amputee
through peripheral nerves where the amplitude of stimulation
pulses is accurately controlled to encode the tactile response’s
intensity.

Index Terms— Bidirectional neural interface, high-resolution,
human–machine interface, neurostimulator, neuro-feedback, neu-
roprosthesis, redundant crossfire (RXF), redundant sensing (RS),
super-resolution, transistor mismatch.
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I. INTRODUCTION

ELECTRICAL neurostimulation is a well-established
method for interfacing with neural circuits. Proper uses

of neurostimulation could offer a viable conduit to relay
information to the human mind, which is widely used in
neuroprosthesis applications to augment or replace human
senses’ missing function. They include retinal implants [1]–[5]
for restoring vision, cochlear implants [6], [7] for restoring
audition, prosthetic limbs [8]–[15] for restoring somatosen-
sation, and so on. At the heart of those implantable or
wearable devices are fully integrated neurostimulators which
function is to generate stimulation pulses with accurately
controlled parameters such as pulsewidth, current amplitude,
and frequency [16]–[23].

Like any analog integrated circuit (IC), it is challeng-
ing to implement a high-resolution neurostimulator without
incurring penalties such as large silicon area and/or high
power consumption because of the mismatch error. Stud-
ies have shown that the random mismatch error is one of
the major factors limiting the design’s effective resolution
[24], [25], especially when scaling down the circuits to
submicrometer CMOS processes [26], [27]. Arising from
random variations in the lithography process and beyond
the designers’ control, mismatch error is the scourge of
high-resolution analog IC designs [34]. Nearly, all neurostim-
ulator designs are affected because mismatches appear in any
type of components, such as transistors, diodes, resistors,
and capacitors. Current-controlled stimulators (CCSs) like this
work and [1]–[5], [16]–[19] are mostly affected by transis-
tor mismatches, while voltage-controlled stimulators (VCS)
[38], [39] and switched-capacitor stimulators (SCS) [35]–[37]
are mostly affected by transistor and capacitor mismatches.
Mismatches influence the circuit’s ability to produce accurate
current/voltage output and match the negative and positive
stimulation phases leading to charge imbalance issues. Com-
pensating for these errors requires extra calibration circuits
that add complexity, area, and power.

Here, we present an entirely different approach to address
this challenge, not by avoiding or compensating the mis-
match error but by embracing and exploiting excessively
large mismatches to achieve super-resolution over tenfold
beyond the intrinsic resolution of the design. The proposed
circuit technique is called redundant crossfire (RXF), which
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Fig. 1. (a) Conceptual design of a standard biphasic stimulator where several current drivers with a low-resolution multiplying factor share a IDAC.
(b) Proposed RXF technique involves combining and synchronizing (i.e., “crossfiring”) the output of two or more drivers. Each driver contributes a small
amount of current to generate the final stimulation pulse.

involves combining (i.e., crossfiring) the output of two or
more current drivers to form a redundant structure. In the
presence of large random mismatch errors (10%–20%), such
redundant structure can be configured to generate the output
with an effective resolution that is many times above the
Shannon limit determined by the physical constraints like the
number of unit-transistors. RXF is a practical derivation of our
theoretical framework, including redundant sensing (RS) [28],
[29] and RS-based super-resolution [30], where information
redundancy is elegantly engineered and manipulated to boost
the system resolution. Furthermore, by handling extremely
large mismatches, the proposed technique opens up possibili-
ties for implementing high-resolution analog circuits in deep
submicrometer technology.

To demonstrate the effectiveness of RXF, we design a
neurostimulator chip where each current driver has only a 5-bit
current digital-to-analog converter (IDAC) and two 4-bit cur-
rent multipliers.1 By crossfiring two drivers, it is feasible to
achieve an effective resolution of 9.75 bits or 27× the ideal
intrinsic resolution of each IDAC. The performance boost is
verified through benchtop measurements of fabricated chips
and consistent with the Monte Carlo simulations, suggesting
that the proposed technique is robust and dependable. Finally,
we show an example using the prototype chip in a neuro-
prosthesis application to restore somatosensation by accurately
modulating the stimulation pulses’ current amplitude.

II. PRINCIPLES OF OPERATION

A. RXF

The key to achieving high-resolution with RS is to create a
structure of information redundancy where numerous different
internal configurations can represent the same output. In prac-
tice, such a structure must be realized without using excessive

1Combining 5-bit IDAC and two 4-bit multipliers does not give 9-bit output.
For example, 37, 41, 43, . . . cannot be expressed as a multiple of two numbers
less than 31. A 5-bit IDAC and two 4-bit multipliers only have a total
of 64 unit transistors. A conventional 10-bit system generally needs 1024 unit
transistors.

physical resources. Here, we show a simple yet effective way
to form the needed redundancy with a subtle modification of
the conventional circuit.

Fig. 1(a) shows the conceptual design of a standard biphasic,
current-mode stimulator which consists of a IDAC, current
mirror circuits, and anodic (positive) and cathodic (negative)
output current drivers/multipliers. The drivers perform dual
functions: scaling the IDAC current by a multiplying factor and
driving the constant current to the electrode. In each channel,
there is one IDAC that is shared among several different
drivers. Subsequently, the anodic i A and the cathodic iC output
current are as follows:

i A = IIDAC · xSA = Iref · xD · xSA

iC = IIDAC · xSC = Iref · xD · xSC (1)

where Iref is a fixed reference current, (xSA, xSC) are the
multiplier codes, and xD is the IDAC code.

Fig. 1(b) shows an RXF structure that is created by combin-
ing or “crossfiring” the output of two or more drivers. Each
driver contributes a small amount of current, which can be
independently adjusted to generate the final stimulation pulse.
The timing of the pulses produced by different drivers must
be synchronized, i.e., the anodic and cathodic currents are
turned on/off at exact moments such that they behave like
a single stimulation channel. This can be easily achieved with
an on-chip timing generator.

The RXF structure is redundant because a similar output
code can be generated by numerous different configurations
of the IDAC and multiplier. Fig. 2(a) shows the examples of
several circuit configurations that produce the same theoretical
output when there is no mismatch error. Here, the IDAC’s
resolution is ND = 5 and the multiplier’s resolution is NS = 4.
Both four configurations of different IDAC and multiplier
values generate the same output code iC = 8. In practice, there
are tens to hundreds of distinct configurations associated with
each output code. They have complex mutual relationships
that depend on the resolution of the IDAC, multiplier, and the
number of crossfire drivers.
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Fig. 2. Crossfiring two or more drivers effectively create a redundant structure where a similar output can be generated by numerous different configurations
of the IDAC and multiplier. (a) Examples of several circuit configurations that produce the same theoretical output with no mismatch. (b) Distribution of the
number of redundant configurations corresponding to each output code in a single driver, a two-way RXF structure, and a three-way RXF structure (ND = 5
and NS = 4).

Fig. 3. “Code diffusion” is a unique property of an RS structure that enables super-resolution. (a) When there is no mismatch, redundant configurations
generate the exact same analog output. (b) With random mismatch error, the actual values of different outputs begin to deviate from their original states and
“diffuse” into the adjacent sample space. (c) With large mismatch error, their values distribute evenly across the sample space and allow generating sub-integer
codes (super-resolution) that are not normally possible.

The total number of non-zero, distinct configurations in a
n-way RXF structure with n crossfire drivers is as follows:

�(n) = (2ND − 1) · [(2NS)n − 1]. (2)

With each additional crossfire driver, the physical resources
(i.e., chip area) increase linearly, while the number of con-
figurations (i.e., level of redundancy) grows exponentially.
Fig. 2(b) shows the distribution of the number of redundant
configurations corresponding to each output code in a single
driver, two-way RXF, and three-way RXF structure (ND = 5,
NS = 4) across the sample space. Additional crossfire drivers
extend the max output and exponentially increase the level of
redundancy, which is essential to achieve super-resolution.

B. Super-Resolution

Our previous work Luu and Nguyen et al. [30] layouts
the theoretical foundation of RS-based super-resolution.
Super-resolution is enabled by a unique property of the
RS architecture called “code diffusion.” Fig. 3 shows the

distribution2 of the analog outputs produced by different
configurations of a two-way RXF structure (ND = 5 and
NS = 4). The analog outputs are contained in a continuous
sample space with values ranging from 0 to a maximum value
of approximately 31·(15+15) = 930 LSB, where 1LSB = Iref .
To model the random mismatch error, we assume that each unit
transistor of both the IDAC and multipliers has a Gaussian
distribution; and the standard deviation is the mismatch ratio.
When generating random samples, negative values are set to
zero. Fig. 3(a) shows that, with no mismatch errors, redundant
configurations generate the exact same analog outputs that are
centered at integer codes [0, 1, 2, 3, . . .]. Their distributions
are represented by Dirac delta impulses with the weight equal
to the number of configurations. Fig. 3(b) shows that, with
small random mismatch errors, the actual values of different
analog outputs begin to deviate from their original states and
“diffuse” into the adjacent sample space. Fig. 3(c) shows that,

2The distributions in Fig. 3(b) and (c) are computed using kernel density
estimation with a bandwidth h = 0.01, number of random samples N = 1000.
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Fig. 4. Monte Carlo simulations (N = 1000) show substantial resolution enhancement can be achieved using a two-way RXF structure with low-resolution
IDAC and multiplier (ND = 5, NS = 4). (a) Effective resolution and (b) effective sensitivity are calculated for each value of the output full range. At a practical
full range of about 80% of the maximum output code, RXF enables super-resolution with 2–3 bits beyond the intrinsic baseline. (c) Effective resolution at
different output full range versus mismatch ratio shows a 10%–20% mismatch could be optimal. (Shaded error band = 90% confidential interval.)

with large mismatch errors, the analog output values distribute
evenly across the sample space.

Code diffusion allows generating sub-integer codes
[0.1, 0.2, 0.3, . . .] with a certain probability that are not
normally possible. These sub-integer codes correspond to
the sample space’s finer partition, and thus, an effective
super-resolution beyond the baseline figure. For example,
to achieve (+1) super-resolution, redundant configurations
that generate all the sub-integer codes [0, 0.5, 1, 1.5, . . .]
must be found. To achieve (+2) super-resolution, the required
sub-integer codes are [0, 0.25, 0.5, 0.75, 1, . . .]. While iden-
tifying the correct configuration for every output code is
an NP-hard optimization problem, it is only possible in an
information redundant architecture such as RS. The probability
of accomplishing this task is maximized when the codes dis-
tribute evenly across the sample space, as shown in Fig. 3(c).

Monte Carlo simulations are used to evaluate the theoret-
ical super-resolution that can be achieved with the proposed
method. Fig. 4 shows the simulation results (N = 1000) where
even a two-way RXF structure with low-resolution IDAC and
multiplier (ND = 5 and NS = 4) is sufficient to facilitate a
substantial enhancement. Here, the mismatch error is applied
to elements of both the IDAC and multiplier equally. In each
simulation, the RXF structure is optimized by a brute-force
approach, i.e., sorting through all the redundant configurations,
and finds ones that generate the desired output with the least
amount of error.

We use the “effective resolution” and “effective sensitivity”
to measure quantitative performance. The “effective resolu-
tion” is defined as the “Shannon entropy” [28], [30], which
is computed with respect to a targeted resolution (12 bits) as
follows:

MNx =
2Nx −1∑
d=0

∫ θd+1

θd

(
x A − d + 0.5

2Nx

)2

dx A

HNx = − log2

√
12 · MNx (3)

where HNx is the effective resolution (entropy) with respect to
the targeted resolution Nx , MNx is the normalized total mean

square error integrated over each digital code d ∈ [0, 2Nx −1],
and θ0, θ1, . . . are the corresponding analog outputs. The
targeted resolution Nx is the reference upper bound of the
device’s super-resolution, which is arbitrarily defined over
the full range. No matter how high the targeted resolution
is defined, the effective resolution HNx would converge to
a maximum value. The “effective sensitivity” is defined as
the smallest change in output current that could be accurately
produced by the device. It is computed as follows:

SNx = Iref · FR/2HNx (4)

where SNx is the effective sensitivity and FR is the targeted
output full range. The metrics are evaluated for all values of
the full range from 0 to the maximum value of 930 LSB.

Effective resolution and sensitivity presented in Fig. 4(a)
and (b) are highly correlated with the number of redundant
configurations shown in Fig. 2(b) (two-way RXF). The effec-
tive resolution in the first 0–50 LSB is low because there are
not enough redundant configurations. It reaches the highest
point at approximately 50%–80% (450–750 LSB) of the max-
imum full range where most of the redundant configurations
are located. At the practical full range of 80% (750 LSB),
the RXF structure achieves 2–3 bits super-resolution beyond
the intrinsic baseline. The intrinsic baseline is the best res-
olution that can be attained with the conventional structure
and zero mismatches. Beyond this point, the resolution drops
rapidly because the redundant configurations become sparsely
distributed and, thus, insufficient redundancy.

The results of Fig. 4 clearly demonstrate a unique and
fundamental property of the proposed method: mismatch error
is utilized to enhance resolution. Unlike any previous design
in the literature, the proposed system becomes more accurate
when the mismatch ratio increases from 0% to 10%. This is
because a larger mismatch error leads to a more even distribu-
tion of redundant values across the sample space (see Fig. 3),
which maximizes the probability of finding a configuration to
generate the desired output. The effectiveness also becomes
more consistent (i.e., smaller deviation) when the mismatch
ratio increases from 0% to 10%. This implies super-resolution
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is high-yield, replicable, and does not rely on a specific random
configuration.

The simulations also indicate that an extreme mismatch ratio
may not be beneficial nor realistic, and a 10%–20% mismatch
could be the optimal range. Fig. 4(a) and (b) shows that,
at 50% mismatch ratio, not only there is no significant addi-
tional boost to the effective resolution but also the deviation
starts to widen. This suggests a lower yield as fewer samples
could achieve the desired super-resolution, and the structure
becomes unreliable. Fig. 4(c) shows the effective resolution
computed at 50%–80%–90% range with different mismatch
ratio from 0.1% to 100%. A mismatch ratio within 10%–20%
yields the optimal super-resolution at most ranges. Beyond
20% mismatch, the deviation rapidly increases, lowering the
yield.

Nevertheless, the presented simulation results should only
serve as a design guideline. As a rule of thumb, we use the
Gaussian distribution as the random mismatch error model
because of the central limit theorem. This is a rather simplistic
assumption as the real-life transistor mismatch could be far
more complex and difficult to be quantified. Mismatch error
could affect multiple aspects of the device such as size (W/L),
threshold voltage, intrinsic gain, and so on, depending on
the operating conditions such as supply voltage, bias current,
corners, and temperature. Thus, an actual VLSI implementa-
tion presented in Section III is still the most accurate way to
validate the proposed technique.

C. Conventional Redundancy Versus RS

Our RS-based super-resolution technique is distinct from
any previous utilization of redundancy in conventional
designs [28], [29].

The most common use of redundancy in conventional
systems is temporal redundancy or oversampling. It involves
using the same structure to sample the output numerous times;
each produces a slightly different outcome due to noise,
offset, and so on. The final result is obtained by averaging or
integrating these redundant samples. To achieve a significant
resolution enhancement, the output must be sampled at a
much higher rate than the Nyquist frequency, which consumes
a proportional amount of energy and bandwidth. Temporal
redundancy is widely used in IC designs (e.g., �� architec-
ture) and other applications (e.g., oscilloscope) to enhance the
effective resolution with the existing hardware.

Another use of redundancy in conventional systems is
physical redundancy. It involves using redundant structures
to sample the same output, then averaging or integrating
the results. These redundant structures could be physically
separated instances of the same actuator/sensor or indepen-
dent datapaths in the actuator/sensor’s internal architecture.
Physical redundancy is resource-intensive and thus is not
a prominent approach to enhance resolution. Most uses of
physical redundancy are limited to 2–3 times redundancy and
primarily aim for fault-tolerance.

The proposed RS-based technique utilizes information
redundancy. It involves designing the actuator/sensor’s archi-
tecture such that numerous distinct internal configurations can

produce each output. By selecting the optimal subset of these
redundant configurations, significant resolution enhancement
[28], [31] or super-resolution [30] can be achieved. With
RS, an excessive level of information redundancy, hundreds
to thousands of times the conventional approach, could be
incorporated into the actuator/sensor without any addition
of energy, bandwidth, or physical resources. This is not
possible with conventional designs, which are information
orthogonal, i.e., each input corresponds to a unique outcome.
The drawback of information redundancy is that the structure
must be optimized, which is an NP-hard problem. Fortunately,
in certain cases, it only needs to be done once, as shown here
in a neurostimulator design.

III. FULLY INTEGRATED NEUROSTIMULATOR

A. Circuit Implementation

Fig. 5(a) shows the schematic of a fully integrated
neurostimulator design with two-way RXF architecture
(n = 2, ND = 5, and NS = 4). The circuit shares basic
functional blocks with our previous work [21], which is mainly
based on the op-amp-assisted boosted-cascode current driver
and current mirror. Here, the design trades off area to achieve
ultra-high output impedance. The estimated output impedances
are >1 G� at 1 mA (source) and >50 G� at −1 mA (sink).
The output voltage range is set by VDN = VSS + 0.5 and
VDP = VDD − 0.5, which results in a compliance of ±4.5 V.
The reference current is generated by a voltage-to-current
converter circuit, and the value is set to Iref = 1.5 μA by
VDD and an external resistor.

Contrary to conventional wisdom, a large level of tran-
sistor mismatch is desirable in this design. The implication
is that RS-based structures would work better in a deep
submicrometer process with a large amount of mismatch. The
proposed technique’s key advantage is to remove the concern
on mismatch error, allowing the designers to utilize smaller
sized components or relax the layout constraints, which are
often needed to suppress mismatches in past designs. However,
in situations where “naturally” occurring mismatch is thought
to be insufficient, it is possible to increase the amount of
error purposely. Fig. 5(b) shows the Monte Carlo simulations
(N = 100) of the output current when selecting 1 bit of
the IDAC. The random error (spread) is caused by variations
and mismatches, while the systematic error (offset) is caused
by non-ideal schematic and parasitics. If the random error
does not reach the desired level (e.g., 10%–20%), “artificial”
mismatches could be created by arbitrarily tuning the indi-
vidual unit transistors’ size (W/L) by tens to a few hundred
nanometers from the nominal value. The tuning values are
randomly generated in a computer and manually added to each
unit transistor, which would influence the systematic error,
as shown in Fig. 5(b). The procedure is repeated with each
bit of the IDAC and multiplier if necessary. It is ideally done
with post-layout simulations because the parasitics could bring
additional systematic errors.

Table I shows the W/L dimensions of key transistors
and transistor arrays highlighted in Fig. 5(a). Minimum
feature-size transistors are used whenever possible
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Fig. 5. (a) Circuit implementation of a neurostimulator design with two-way RXF architecture (n = 2, ND = 5 and NS = 4). (b) “Artificial” mismatches
could be created by tuning individual unit transistor if the level of “natural” random mismatches is not sufficient. (c) Micrograph of the fully integrated
neurostimulator with eight RXF channels (16 current drivers).

TABLE I

DIMENSIONS OF HIGH-VOLTAGE LDMOS

(e.g., IDAC) to maximize the mismatch error. Nevertheless,
larger transistors are needed for the driver, cascode, and
output switches to meet the voltage-drop requirement for
output compliance. The anodic circuits generally use larger
transistors than the cathodic counterparts because the current
drivability of PMOS is about 50% less than that of NMOS.

The chip is fabricated in the GlobalFoundries 0.18-μm
BCDLite process. We use isolated high-voltage LDMOS tran-
sistors, which could support up to 30 V. The micrograph of the
chip is shown in Fig. 5(c), which contains eight RXF channels
(16 current drivers) and occupies a core area of 0.8 mm ×
2.3 mm. The chip’s overall static power consumption is
approximately 2.4 mW for the analog circuits at 10-V (±5 V)
supply and 1.6 mW for the digital circuits at 1.8-V supply.

Most static power is from the high-voltage op-amps’ bias
current, which can be shut down while a channel is not in
use.

Table II shows the specifications of the proposed neurostim-
ulator in comparison with other state of the arts. It is worth
noting that the specifications, such as voltage compliance,
current range, and current resolution, highly depend on the
specific application and electrode impedance. Our stimula-
tor is particularly developed toward implantable peripheral
nerve applications using cuff and intrafascicular microelec-
trodes [32]. This requires a compliance voltage of 10 V and a
max current of about 1 mA, which have been found to be suffi-
cient in our previous clinical trials using commercial benchtop
stimulators [33]. The design primarily focuses on achieving
high-resolution output, both current amplitude and timing.
Furthermore, we report the effective resolution measured at the
output, while other works only provide the baseline resolution,
which could be up to 1 bit lower in practice due to mismatch
error.

B. Digital Controller and Optimization

Fig. 6(a) and (b) shows the proposed stimulator’s con-
trol strategy, which consists of both on-chip and off-chip
logic/memory. To achieve super-resolution, an RXF structure
must be optimized. This is done with a one-time factory
calibration procedure where all the driver’s output currents
are measured. There are 2 · (25 − 1) · (24 − 1) = 930 non-zero
values per driver to be measured, both anodic and cathodic.
All the crossfire configurations are then computed. There are
2 · (25 − 1) · (24 · 24 − 1) = 15 810 non-zero configurations
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TABLE II

SPECIFICATIONS OF THE PROPOSED NEUROSTIMULATOR IN COMPARISON WITH OTHER STATE OF THE ARTS

Fig. 6. (a) and (b) Control strategy of the proposed stimulator consisting of on-chip and off-chip components. To achieve super-resolution, the RXF structure
must be optimized by a one-time factory optimization procedure. The optimized configurations are stored on an external lookup table. (c) Data frame of the
customized transmission protocol.

per channel in a two-way RXF structure. The optimized
configuration associated with each desirable output currents
can be easily found by sorting through all the available values
in a brute-force manner. While it is not an elegant solution,
the optimization procedure only needs to be done once with
off-chip computation. The optimized configurations are then
stored in an external lookup table. With a 10-bit effective
resolution, the table size would be 2 · 210 · (5 + 4 + 4) =
26 624 bits (3.3 kB) per channel.

An external controller maps each desirable output with the
lookup table’s optimized configuration during normal oper-
ation. The configuration is loaded into the stimulator chip

via a customized two-wire transmission protocol consisting
of a 10-MHz clock line and a data line. Fig. 6(c) shows the
protocol’s 16-bit frames. The first 4 bit is the sync header,
whose value rotates in 0x0-0xF. If the header is out of
sync, the stimulator chip would immediately reset, and all
the outputs are turned off. This prevents runaway stimulation
when the transmission is disrupted. The second 4 bit is the
channel ID. The last 8 bit is either the command or a (0xF)
mask with a 4-bit data nibble. Each transmission starts with a
“command” frame followed by several “data” frames. There
are 240 possible commands (0x00-0xEF) that govern every
function of the stimulator. The number of data frames varies
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Fig. 7. Measurement results (NCh = 8 and NIC = 10) of (a) effective resolution and (b) effective sensitivity show substantial enhancement (2–3 bits) from
the intrinsic baseline. The data are relatively consistent with the theoretical prediction presented in Fig. 4 over the same output full range with a reference
current Iref = 1.5 μA. (c) Mismatch error of each bit of the IDAC and multiplier computed from the measured current outputs. The NMOS has a larger
spread than PMOS, explaining the cathodic drivers (NMOS) are more accurate than anodic drivers (PMOS). Shaded error band = 90% confidential interval.

depending on the specific command, e.g., setting the IDAC
(5 bit) requires two data frames while generating that the
stimulation pulse does not require any data. At a data rate
of 10 Mb/s, the frame time is 1.6 μs/frame.

The on-chip timing generator circuits produce the stim-
ulation pulses. This is essential to achieve a near-perfect
synchronization of multiple drivers in a crossfire formation.
All the stimulation parameters, such as pulsewidth, IDAC,
multiplier, and polarity, are stored in integrated registers.
The anodic and cathodic phases of a biphasic pulse can be
independently configured to produce both symmetrical and
asymmetrical stimulation with any ratio setting. New IDAC
and multiplier configurations are loaded during the interphase
delay. We use a 16-bit register at a base clock of 10 MHz to
control the pulsewidth. This allows generating any timing from
0.01 to 6.56 ms with 0.1-μs adjustment step. The adjustment
step is also used to digitally compensate for the residual
mismatch between the anodic and cathodic currents to ensure
charge balancing. This is achieved by tuning the anodic and
cathodic pulsewidth such that

min |i A · (tA + �tA) − iC · (tC + �tC)]. (5)

The adjustment timings (�tA and �tC ) are computed by the
external controller based on the measured currents (i A and iC )
and required pulsewidth (tA and tC ).

C. Measurement Results

Fig. 7(a) and (b) shows the measurement results of the
effective resolution and effective sensitivity. The data are
acquired from different channels and chips (NCh = 8 and
NIC = 10). The reference current is set to Iref = 1.5 μA, which
translates to a practical output full range of approximately
1.1 mA. The proposed RXF technique results in an effective
super-resolution of 2–3 bits beyond the intrinsic baseline,
conforming with the theoretical analysis. The effective sen-
sitivity is well below the reference current across most of
the output full range, which would be impossible in any

previous work. Fig. 7(c) shows the actual mismatch error
computed from the measured current outputs for each bit of the
IDAC and multiplier. The IDAC exhibits desirable random and
systematic error, falling within the optimal 10%–20% range.
However, the current multiplier’s mismatch is insufficient. The
NMOS has a larger spread than PMOS, explaining the results
in Fig. 7(a) and (b) where the cathodic drivers (NMOS) have
higher effective resolution than the anodic drivers (PMOS).
Nevertheless, additional “artificial” mismatches need to be
added to the multiplier’s unit transistors in future revisions
of the chip.

Fig. 8 shows the measured integral nonlinearity (INL) and
differential nonlinearity (DNL) of a stimulator channel. Here,
both the x-axis and y-axis are normalized to the targeted
resolution of 12 bits over the 1.1-mA full range. The codes
are optimized so that the outputs are always monotonic.
The measured channel achieves an effective super-resolution
of 9.75 bits and effective sensitivity of 1.28 μA. Unlike
a conventional ADC/DAC, the INL and DNL of an RXF
device are not symmetrical. Lower digital codes are more
accurate because they contain more redundant configurations.
The large spikes of INL/DNL data in higher digital codes
(3500–4000 LSB) and the brief peak in 0–50 LSB are asso-
ciated with regions where there are not enough redundant
configurations and their distribution are sparse, as shown
in Fig. 2(c).

Fig. 9(a) shows the examples of the measured output current
with a 1-k� resistive load. In this test, the chip generates a
train of biphasic stimulation pulses at various output current
levels of 100, 200, 500, and 1000 μA. Each pulse is accurately
modulated to produce a sinusoidal waveform with a 5-μA ac
amplitude. Fig. 9(b) shows the zoomed-in view of the pulse
trains. The results indicate that the output at lower current
levels is more accurate than higher current levels, i.e., the
sinusoidal waveforms of 100 and 200 μA are less distorted
than 500 and 1000 μA. This is again predicted in Fig. 2(b).
Nevertheless, the waveform deviation at 1000-μA level is still
within a ±1 − μA accuracy.
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Fig. 8. Measured (a) INL and (b) DNL of a stimulator channel. Lower digital codes are more accurate because they are associated with more redundant
configurations. Here, both the x-axis and y-axis are normalized to the targeted resolution 12 bits (upper bound) over the full range of 1.1 mA with a reference
current Iref = 1.5 μA.

Fig. 9. (a) Train of biphasic stimulation pulses generated by the neurostimulator at various output current levels of 100, 200, 500, and 1000 μA. Each pulse
is accurately modulated to produce a sinusoidal waveform with a 5-μA ac amplitude. (b) Zoomed-in view of the pulses showing a more accurate amplitude
is achieved with a lower current level where there are more redundant configurations.

Fig. 10. (a) Measured charge-balancing characteristics where RXF coarse and fine calibration result in an insignificant charge mismatch across the output
full range. (b) Rigorous benchmarking of charge balancing using needle electrodes in saline.

Fig. 10(a) shows the measured charge-balancing charac-
teristics of a stimulator channel. We use 1-ms pulsewidth,
anodic (positive) leading pulses, and a lumped electrode model

(C = 0.5 μF, RS = 1 k�, and RP = 10 M�). There are
two levels of charge-balancing, coarse and fine, both of which
are digitally calculated by the external controller based on the
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Fig. 11. Experiment setup for restoring somatosensation in a transradial amputee. The modified prosthetic hand is equipped with touch sensors at the
fingertips. The sensor’s read-out is used to modulate the current amplitude of the stimulation pulses in real time to create a continuous sense of touch.

measured currents and optimized configurations. The coarse
calibration involves selecting the optimal IDAC and multiplier
configuration of the second phase with current amplitude
matching the first phase. This process is done during the
one-time factory optimization based on the measured current
of every RXF configuration. Both the IDAC and multiplier
values are adjusted during the inter-phase delay and require
less than 10-μs settling time. The fine calibration involves
digitally tuning the second phase’s pulsewidth with 0.1-μs
step to further compensate for any residual mismatch between
the absolute amplitudes of the anodic and cathodic currents.
With coarse calibration alone, the current mismatch is less
than 0.2% across the entire output full range. Again, lower
current levels have more accurate matching. When combining
fine calibration, the overall charge mismatch is reduced to an
insignificant degree (<0.005%).

Fig. 10(b) shows an experiment to verify the stimu-
lator’s charge-balancing characteristics in saline. We use
a pair of stainless-steel needle electrodes submerged in
phosphate-buffered saline (PBS). The electrode’s impedance
is measured at 7.4 k� at 1 kHz. The stimulus is a train of
cathodic leading, biphasic, symmetric pulses, 1-ms pulsewidth,
and a targeted 200-μA current amplitude. The stimulation
rate is 100 Hz, which is the upper bound of our intended
application. The 10-ms pulse-to-pulse spacing does not allow
sufficient time for the electrode to discharge naturally. In the
first measurement, where we use RXF with both coarse and
fine calibration, after 1000 pulses, the electrode’s residual
voltage stabilizes at about 62 mV. The estimated current
amplitudes are [−200.1, 200.0] μA and 0.5 μs that are added
to the second phase. In the second measurement, where we
use only one multiplier (no RXF) but try to match the anodic
and cathodic current with available configurations, the residual
voltage reaches 375 mV and keeps increasing. The estimated
current amplitudes are [−201.2, 201.6] μA. In the third

measurement, where we use neither RXF nor current match-
ing, the residual voltage quickly reaches 1813 mV, saturating
the electrode interface as water begins to be electrolyzed. The
estimated current amplitudes are [−223.2, 230.7] μA.

IV. NEUROPROSTHESIS APPLICATION

A. Human Experiment Protocol

The human experiment protocol, including implanta-
tion surgery and nerve recording/stimulation procedures,
are reviewed and approved by the Institutional Review
Board (IRB) at the University of Minnesota (UMN) and the
University of Texas Southwestern Medical Center (UTSW).
The subject voluntarily participates in our study and is
informed of the methods, aims, benefits, and potential risks.
The implantation surgery is performed at the Clements Uni-
versity Hospital in the UTSW. The neuroprosthesis exper-
iments are performed at UMN (Clinical trial identifier:
NCT02994160).

B. Experiment Setup

Fig. 11 shows a neuroprosthesis experiment to demonstrate
the need for a high-resolution, fully integrated neurostimulator,
which could be fulfilled by the proposed chip. The experiment
is designed to restore somatosensation in a transradial amputee
using electrical microstimulation while simultaneously acquir-
ing nerve signals to control a prosthetic hand’s movements.
The neurostimulator chip is the essential part of the Scorpius
neuromodulation system with both recording and stimulation
functions. The design and specifications of the Scorpius system
are reported in [32]. Three Scorpius devices are used in this
setup, which can address 24 independent stimulation channels.

The patient is implanted with four longitudinal intrafascic-
ular electrode (LIFE) arrays using the microsurgical fascicular
targeting (FAST) technique. The FAST-LIFE microelectrodes
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Fig. 12. (a) Sensor readouts and stimulation pattern as the prosthesis touches and releases an object. (b) Neural recordings from nearby electrodes show
stimulation artifacts overlapped with nerve signals. (c) Artifacts can be removed to recover most of the nerve signals for motor decoding purposes.

target discrete fascicles in the median and ulnar nerves.
The design and characteristics of the electrodes are reported
in [33]. The electrode wires go through the patient’s skin and
connected to the Scorpius devices via standard Omnetics nano
connectors.

The prosthesis is a heavily modified i-Limb Access hand
(Touch Bionics, Livingston, U.K.). The hand is equipped
with touch sensors (Interlink Electronics, CA, USA) at the
fingertips. We replace the hand’s driver with a customized
controller using the ESP32-WROOM-32 module (Espressif
Systems, Shanghai, China). The ESP32 samples force readouts
from the sensors at 50 Hz and relays data to the host server
via Bluetooth. The host server uses the sensor readouts to
modulate the stimulation pulses’ current amplitude to create
various levels of touch sensation.

C. Results

Fig. 12(a) shows the stimulation pattern as the prosthe-
sis touches and releases an object, which is applied to an
electrode with clear sensory precepts from previous mapping
experiments [33]. It is a train of cathodic leading, biphasic,
symmetric pulses with a 0.4-ms pulsewidth, 40-Hz rate. The
current amplitude is modulated to be proportional to the
applied force. The pulses are only generated when the sensor
readout is above a certain threshold.

The neurostimulator’s super-resolution is essential for mod-
ulating the current amplitude with 1-μA accuracy at any
given threshold within a 10–1100-μA range. In one particular
electrode shown in Fig. 12(a), the current amplitude ranges
from 220 to 280 μA. The lower threshold 220 μA is the
smallest current amplitude that the patient can barely perceive
sensation, while the higher threshold 280 μA is the highest
current amplitude that the patient can comfortably receive
without experiencing pain. Thus, it is essential to produce
an accurate current amplitude within this range to deliver
continuous and desirable sensory feedback from light to strong
touch. It is also worth noting that the current thresholds vary
widely across electrodes, even for those within the same
microelectrode array. The thresholds could be as low as
15 μA and as high as 1000 μA. However, for any specific

electrode, the “working” range (i.e., lower to higher threshold)
is typically 50–100 μA.

A charge-balanced neurostimulator also plays an impor-
tant role in motor decoding experiments with simultaneous
somatosensory feedback. Fig. 12(b) shows neural recordings
acquired by the Scorpius system as the amputee flexes his
phantom finger and stimulation is delivered to an adjacent
electrode. The data show the stimulation artifacts overlapped
with the nerve signals. Charge balancing helps reduce the
impact of artifacts and prevent long-term charge accumulation,
which could hinder the recorder’s operation. Fig. 12(c) shows
that the artifacts could be removed to recover most of the nerve
data for decoding the amputee’s motor intents. The artifacts
are removed offline using the template matching method for
demonstration purposes. A brief duration of 2–3 ms at the
onset of each stimulation pulse is removed and replaced with
a straight line because the recorder’s input is fully saturated.

V. DISCUSSION AND FUTURE WORK

A. Practical Considerations

The proposed technique only addresses static errors,
i.e., errors that do not change over time or operating condi-
tions. These errors include process variations and mismatches
that alter the attributes of individual transistors during the
fabrication process. The proposed technique does not com-
pensate for dynamic errors, including thermal noise, kT/C
noise, and temperature drift. For example, in this design,
the reference current’s noise floor would limit the circuit’s
effective resolution when pushing into nA range’s sensitivity.

Temperature compensation could be needed if the design
is intended for more general applications. As a low-power
neurostimulator, the chip primarily operates at room and/or
body temperature with a small thermal variation. Nevertheless,
when testing the output at 90 ◦C using the calibration profile
measured at room temperature, we observe an approximate
2.5% drifting of the output current, while the anodic and
cathodic current amplitudes are still matched. This suggests
the impact of operating temperature on the current reference,
which is set by an external resistor. The issues may be
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addressed in future implementation with an on-chip tempera-
ture sensor and compensation circuits.

B. Circuit Optimization

A current multiplexer matrix could be implemented to allow
one stimulator channel to support multiple nonconcurrent
output electrodes. In the current implementation, a design
decision was made to have one channel-one electrode so
that the stimulation protocol is not restricted, allowing the
stimulator to support a wider range of experiments. However,
in certain applications where nonconcurrent outputs are per-
mitted, having a multiplexer matrix could greatly increase the
number of output channels and increase the area per channel
density.

The chip area could be further optimized by moving parts
of the circuits from high voltage (30 V) to low voltage
(1.8 or 5 V). In the current implementation, a design decision
was made to have the entire analog circuitry in high voltage
and digital circuitry in low voltage, where the only intercon-
nections between the high- and low-voltage sides are digital
level shifters. Relocating blocks, such as the IDAC and current
reference to the low-voltage domain, could reduce both chip
area and static power consumption. However, extra safeguards
and isolation are needed to ensure robust functionality.

Being fundamentally a CCS, the design does not offer
a good energy efficiency compared to VCS and SCS. The
difference between VDD/VSS and the electrode voltage results
in wasted heat on the output driver. A well-known approach to
improve efficiency is to implement a dynamic supply voltage
scaling scheme [41], [42] where VDD/VSS are tuned to match
the voltage drop on the electrode.

VI. CONCLUSION

We present a new circuit technique called RXF to achieve
super-resolution when designing a neurostimulator in ICs.
Unlike previous methods, RXF exploits excessively large
mismatch errors up to 10%–20% to boost the circuit’s effective
resolution. Both simulations and measurement results of the
neurostimulator chip indicate a 10× performance boost due
to the proposed method. Furthermore, RXF eliminates the
concern on mismatch errors, which would help propel future
designs into deep submicrometer processes. We show a proof-
of-concept use of the high-resolution neurostimulator chip in a
neuroprosthesis system to restore somatosensation. A similar
design can be adopted in a wide range of neuromodulation
applications where the stimulator is the essential component
of a bidirectional human–machine interface.
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