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Abstract 22 

The outer core of the Earth is composed primarily of liquid iron, and the inner core boundary is 23 

governed by the intersection of the melt line and the geotherm. While there are many studies on 24 

the thermodynamic equation of state for solid iron, the equation of state of liquid iron is 25 

relatively unexplored. We use dynamic compression to diagnose the high-pressure liquid 26 

equation of state of iron by utilizing the shock-ramp capability at Sandia National Laboratories’ 27 

Z-Machine. This technique enables measurements of material states off the Hugoniot by initially 28 

shocking samples and subsequently driving a further, shockless compression. Planetary studies 29 

benefit greatly from isentropic, off-Hugoniot experiments since they can cover pressure-30 

temperature  (P-T) conditions that are close to adiabatic profiles found in planetary interiors. We 31 

used this method to drive iron to P-T conditions similar to those of the Earth’s outer-inner core 32 

boundary, along an elevated-temperature isentrope in the liquid from 275 GPa to 400 GPa. We 33 

derive the equation of state using a hybrid backward integration – forward Lagrangian technique 34 

on particle velocity traces to determine the pressure-density history of the sample. Our results are 35 

in excellent agreement with SESAME 92141, a previously published equation of state table. 36 

With our data and previous experimental data on liquid iron we provide new information on the 37 

iron melting line and derive new parameters for a Vinet-based equation of state. The table and 38 

our parameterized equation of state are applied to provide an updated means of modeling the 39 

pressure, mass, and density of liquid iron cores in exoplanetary interiors. 40 

1 Introduction 41 

The core conditions of terrestrial planets between one and ten Earth masses, those most 42 

likely to maintain a life-protecting magnetic field, range from a few 100 GPa and several 43 

thousand Kelvin to several TPa and over ten thousand Kelvin (Wagner et al., 2011). Because of 44 

the great uncertainty of constituent materials at these P-T conditions, we lack understanding of 45 

the history and dynamics of the interior of the Earth and other planets, in our solar system and 46 

beyond. Astronomers have used ground- and space-based telescopes to discover planets by 47 

detecting the transit of a planet across its star, often measuring the mass and radius of these 48 

newly discovered planets (Batalha et al., 2011; Gillion et al., 2017; Léger et al., 2009; Marcy et 49 

al., 2014; Ricker et al., 2014). The equations of state (EOS) of the constituent materials used to 50 

determine the likely structure and condition of these planets (Fortney et al., 2007; Léger et al., 51 

2011; Rogers & Seager, 2010; Sotin et al., 2007; Swift et al., 2012; Valencia et al., 2006) are 52 

often derived from extrapolations of static and shock measurements. For this reason, high-53 

pressure EOS experiments are necessary to advance our understanding in these areas (Valencia 54 

et al., 2009).   55 

Of particular interest on the subject is to study iron with relevance to the metallic cores of 56 

planetary interiors. Recent theoretical and experimental findings provide rich information yet 57 

also leave open questions regarding iron’s melting point, thermal conductivity, and off-Hugoniot 58 

EOS (Buffett, 2000; Konopkova et al., 2016; Morard et al., 2018; Ohta et al., 2016; Soubiran & 59 

Militzer, 2018). Terrestrial planetary cores are largely made of iron with a small amount of 60 

impurities, and potentially contain both the liquid and solid phases. The inner core boundary 61 

separating the liquid outer core and the solid inner core is defined by the intersection of the 62 

planet’s adiabat and the melt line of the iron alloy found in the core. The presence of a liquid 63 

outer core is important for a life-supporting planet – the magnetic field which protects our planet 64 

is thought to be maintained by the geodynamo, which is driven by the churning of the conductive 65 
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liquid in the outer core powered by thermal, chemical, and possibly radioactive energy sources 66 

(Buffett, 2000; Busse, 1976).  As a planet cools, the solid inner core grows and the liquid outer 67 

core shrinks so latent heat and light elements are released into the liquid outer core to power the 68 

geodynamo. This thermal cooling will eventually lead to the core becoming completely solid, 69 

ending the generation of the magnetic fields. This subject on thermal cooling in turn has 70 

generated great interest in knowing the melt line and EOS of iron near the melt line. There is a 71 

wealth of experimental results for solid iron taken statically with diamond anvil cells (Dewaele et 72 

al., 2006; Fei et al., 2016), through shock experiments (Brown & McQueen, 1986; Nguyen & 73 

Holmes, 2004; Ping et al., 2013), with quasi-isentropic compression starting at ambient or high 74 

pressures (Bastea et al., 2009; Smith et al., 2018; Wang et al., 2013), and by studies off the 75 

principal Hugoniot through the shock of preheated samples (Chen & Ahrens, 1998). There are 76 

also theoretical works that span a wide range of physical parameters (Alfe et al., 2002; Sha & 77 

Cohen, 2010; Sjostrom & Crockett, 2018). Shock experiments can reach the liquid state, but are 78 

often restricted to a specific locus of P-T conditions, known as the Hugoniot, such that specific 79 

P-T conditions of interest to planetary cores could not be accessed by traditional means. 80 

Meanwhile, x-ray diffraction, one of the common techniques used in static compression, is 81 

difficult to be used to investigate the EOS of liquid iron at such P-T extremes. This has led to 82 

relatively little experimental work on liquid iron reported thus far (Morard et al., 2013; Sanloup 83 

et al., 2011), particularly at P-T conditions relevant to Earth’s core, leaving theoretical 84 

researchers with few options for comparison and benchmarking.  85 

Figure 1a shows an experimentally estimated (Brown & McQueen, 1986) and a 86 

calculated (Sjostrom & Crockett, 2018) principal Hugoniot, a principal isentrope (Wang et al., 87 

2013) for iron, the iron melt line (Anzellini et al., 2013), the core geotherm (Stacey & Davis, 88 

2008), and a calculated elevated isentrope near a previously explored shock-ramp experiment 89 

(Wang et al., 2013). These experiments covered different P-T conditions and there are some 90 

discrepancies among the different results for the melt line; for a recent update on this topic see, 91 

for example, Sinmyo et al. (2019). We reference the melt curve by Anzellini et al. (2013) as it is 92 

commonly used and their curve agrees well with past dynamic experiments (Brown & McQueen, 93 

1986; Nguyen & Holmes, 2004) and the recent shock experimental work by Li et al. (2020), for 94 

which some data points are included in Figure 1. The calculated principal Hugoniot in Figure 1a 95 

is from SESAME 92141, a tabulated multi-phase EOS that covers a broad range of extreme 96 

conditions. The table is generated using a combination of experimental and theoretical results, 97 

but experimental benchmarking at planetary core P-T conditions would be extremely useful since 98 

these experimental results were lacking when the table was created. The geotherm for the liquid 99 

outer core lies below the pure iron melt line because this melt line does not include the effect of 100 

light elements in the Earth’s core which would depress the melt line by hundreds of degrees 101 

relative to pure iron (Zhang et al., 2018). To visualize this, we have included a melt line which 102 

includes Fe alloyed with a single light element, silicon (Fe-8wt%Si) (Zhang et al., 2018). Even 103 

this is a representative melt line, as the Earth’s core is likely to contain other light elements 104 

which would depress the melt line further (Morard et al., 2014). In comparison to the geotherm, 105 

the principal isentrope of iron is too cold and the principal Hugoniot is too hot, rapidly reaching 106 

very high temperatures. Isentropes are particularly relevant in a planetary context; many layers of 107 

a planet have an adiabatic temperature profile resulting from vigorous internal convections 108 

(Stacey & Davis, 2008), and isentropic or quasi-isentropic experiments mimic this 109 

thermodynamic path very well. Ramp compression of a solid involves stress heating, which leads 110 

to a higher temperature thermodynamic path than an isentrope, so we refer to ramp compression 111 
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of solids as quasi-isentropic. Ramp compression of a liquid only has minimal heating from 112 

viscosity, so we refer to this as isentropic. To reach the otherwise difficult inner core boundary 113 

(ICB) P-T conditions and  to achieve the elevated-temperature isentropes that are most 114 

appropriate for planetary studies we employ the shock-ramp technique. We designed an off-115 

Hugoniot ramp compression experiment starting from a 270 GPa shock to achieve ICB 116 

conditions, shown in Figure 1a. We also show a second potential experiment design to access the 117 

liquid phase through a shock-release path, such an experiment can access the liquid state from a 118 

lower shock pressure than a shock-ramp experiment. Figure 1b shows the calculated Hugoniot 119 

and simulated elevated isentrope in pressure and density, compared to the results of two previous 120 

shock-ramp experiments in the solid phase (Smith et al., 2018; Wang et al., 2013). The results by 121 

Smith et al. (2018) were reduced to a principal isentrope, while the results by Wang et al. (2013) 122 

are measurements of stress versus density. 123 

  124 
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 127 

Figure 1. P-T conditions in Earth’s core and shock experiments. a) Our simulated 128 

experimental paths (black) are compared with the melt line for iron  (Anzellini et al., 2013) 129 

(green) and Fe-8wt%Si  (Zhang et al., 2018) (green-dashed), Earth’s core geotherm (Stacey & 130 

Davis, 2008) (orange), experimentally estimated (Brown & McQueen, 1986) (red) and calculated 131 

(Sjostrom & Crockett, 2018) (red-dashed) principal Hugoniot, principal isentrope (Wang et al., 132 

2013) (blue), and calculated 82 GPa shock ramp elevated isentrope (Wang et al., 2013) for iron. 133 

We have also included the latest experimental data for the iron melt line from Li et al. (2020) 134 

(green circles). b) The pressure-density paths of the same calculated Hugoniot (red), simulated 135 
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experiment (black), and the results from two solid off-Hugoniot ramp-compression experiments, 136 

stress-density results starting from 82 GPa (Wang et al., 2013) (purple) and reduced principal 137 

isentrope pressure-density results (Smith et al., 2018) (orange).  138 

 139 

In this work, we look at the high-pressure off-Hugoniot EOS of pure iron into the liquid 140 

state in order to better model density profiles of terrestrial planetary cores. Using the Sandia Z-141 

Machine (Savage et al., 2007), we have obtained ramp compression measurements which were 142 

analyzed using an iterative backward integration – forward Lagrangian technique (Davis, 2006; 143 

Maw, 2004; Rothman et al., 2005; Rothman & Maw, 2006; Seagle & Porwitzky, 2018). Our 144 

results are compared with previous EOS results (Sjostrom & Crockett, 2018; Smith et al., 2018; 145 

Wang et al., 2013) and modeled to derive ultrahigh P-T EOS parameters of liquid iron.  Finally, 146 

these results are used to build a radial planetary model and applied to planetary implications. The 147 

direction of future works in the context of planetary science applications is also discussed. 148 

 149 

2 Materials and Methods 150 

2.1 Experimental methods 151 

Shock experiments were performed at Sandia National Laboratories’ Z-Machine, a 152 

pulsed power facility capable of delivering up to 26 MA of current. We use the Z-Machine in the 153 

‘strip-line’ configuration (Lemke, 2011), a schematic of which is shown in Figure 2. The 154 

machine delivers current through two parallel aluminum panels creating an outward 155 

electromagnetic force that symmetrically drives the panels apart. There are two primary methods 156 

of using this configuration to create high pressures in a sample. The first method is quasi-157 

isentropic compression, generally referred to as ‘ramp’ compression (Ao et al., 2009; Hall et al., 158 

2001). The samples are attached directly to the panel and the current pulse is designed to 159 

increase over the course of the experiment. As the panels are forced apart by the current pulse, 160 

the sample experiences a shockless compression which drives the samples to high pressures 161 

while maintaining relatively low temperatures. The second common technique is shock 162 

compression. There is a 0.6 mm gap between the samples and the panel, referred to as the flight 163 

gap, so that the current pulse can accelerate the panel to and hold at a designed ballistic impact 164 

speed before impacting the sample. This creates a shock which drives the sample to a state on the 165 

Hugoniot (Lemke et al., 2005).  166 

While these are two of the common configurations, the Z-Machine can combine these 167 

two methods to reach a wider variety of P-T conditions (Seagle et al., 2013). This is generally 168 

referred as ‘shock-ramp’. There is a flight gap between the panel and samples, as in a shock 169 

experiment, but the current pulse is shaped such that after impact the panel continues to drive the 170 

sample to higher pressures via shockless compression. Ideally, the flyer has little to no 171 

acceleration when it impacts the sample, providing a consistent, steady shock state prior to the 172 

subsequent ramp compression. This technique allows us to drive samples along off-Hugoniot 173 

isentrope paths, greatly expanding the P-T space that can be explored. 174 



manuscript submitted to Journal of Geophysical Research: Solid Earth 

 

 175 

 176 

Figure 2. Schematic cross-sectional view of the panel configuration for Z-Machine experiments. 177 

The VISAR diagnostic is present on both panels, but only one side is shown here to minimize 178 

visual clutter. The red lines with arrows show the current flow through aluminum panels, and the 179 

cross-circles show the magnetic field in-between them. 180 

 181 

The scientific objectives of this experiment to measure the EOS of iron at ICB conditions 182 

push the limit of the Z-Machine’s capabilities. The high initial shock condition necessary to 183 

shock-melt the iron upon impact is larger than that in any previous shock-ramp type experiments. 184 

This requires that the pre-impact velocity held in the pulse shape occurs at relatively high 185 

currents, and that the flight gap be relatively large, to allow ample space for the panel to 186 

accelerate up to speed. Since an increased separation of the panels increases the inductance of the 187 

load, these two factors lead to the need for designing the structure of the pulse to steepen at a 188 

time when the load inductance is unusually high and the machine is already driving a large 189 

current. This results in higher than expected current loss during the ramp compression stage of 190 

the experiment. These experimental constraints prevented us from reaching higher pressures 191 

along the isentropes explored in this work. Further details and discussion of possible implications 192 

and insights from these considerations can be found elsewhere (Porwitzky et al., 2019). 193 
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Figure 2 shows the sample arrangement. There are six sample locations on each 194 

experiment, three on each of the panels. Each sample is a 7.3 mm tall by 8 mm wide rectangular 195 

piece of iron between 0.9 and 1.8 mm thick. The samples are 99.99+% purity polycrystalline 196 

bulk iron with a density of 7.836 g/cc. Every sample has a 2.5 mm thick lithium fluoride (LiF) 197 

window glued to it for better impedance matching than vacuum. This maintains a higher-pressure 198 

release state and improves surface integrity at the rear surface being probed by the optical 199 

diagnostics.  200 

The two panels are driven apart symmetrically, so the two samples across from each 201 

other, such as the top sample on each of the two panels, should experience the same drive 202 

conditions; we refer to these samples as a sample pair.  Above and below every sample is a small 203 

LiF window, called a witness window, for providing a direct line of sight to the panel itself. We 204 

use these witness windows to determine when the panel reaches the impact plane via a jump in 205 

the velocimetry signal. While sample pairs experience the same drive, there are small deviations 206 

along the panel from top to bottom due to higher current densities near the shorting cap at the top 207 

of the panels and lower current densities at the bottom of the panels. These witness windows 208 

enable us to average the impact time and speed of the panel above and below each sample to 209 

estimate the on-sample values. This averaging results in a maximum error of  0.5% in impact 210 

time and speed. 211 

We use a Velocity Interferometer System for Any Reflector (VISAR) diagnostic to 212 

measure the particle velocity at the iron-LiF interfaces as well as the aluminum flyer velocity at 213 

locations adjacent to the samples (Barker & Hollenbach, 1972; Dolan, 2006). One VISAR point 214 

is used for each sample as well as the panel through every witness window. This VISAR utilizes 215 

532 nm light, delivered to and received from the sample by a bare two-fiber probe with 200 μm 216 

fiber cores. The system probes a spot-size of approximately 100 μm on the sample. We use vpf 217 

(velocity per fringe) settings ranging between 0.4 and 1.1 km/s/f with a temporal resolution of 218 

300 ps. The apparent particle velocity measured by the VISAR at the sample locations is 219 

corrected to the actual interface velocity via the non-linear LiF window correction proposed by 220 

Rigg et al. (2014).  221 

There are three main considerations when choosing the thicknesses of the samples in the 222 

sample pairs. First, ramp waves would steepen and eventually become shock waves as they 223 

travel through a sample. If a sample is too thick, then the ramp drive will become partially 224 

shocked by the time it reaches the measured interface, which degrades the EOS analysis. Second, 225 

when the release wave from the window interface of the thinner sample in a pair makes it back to 226 

the front drive surface, the drive condition experienced by that sample no longer matches the 227 

other sample in the pair. This breaks one of the assumptions of the analysis, so results beyond 228 

this point are not valid. It is important to keep samples from being too thin as this will lead to the 229 

reverberation invalidating our data at an earlier time. Finally, increasing the difference in 230 

thickness between the two samples reduces the error in the EOS parameters since the error in the 231 

sample thicknesses is divided by the thickness difference in the error analysis. The thickness of 232 

the thin sample is therefore chosen to optimize maximum pressure while ensuring a low error. In 233 

our first experiment, for example, we chose sample thicknesses such that one pair is optimized to 234 

reach higher pressure (1.0 mm and 1.2 mm), and another pair is optimized for lower error (0.9 235 

mm and 1.2 mm). 236 



manuscript submitted to Journal of Geophysical Research: Solid Earth 

 

2.2 Data analysis 237 

 238 

We perform an iterative backward integration – forward Lagrangian analysis on the 239 

velocimetry data to obtain the relationship between pressure, density, sound speed, and particle 240 

velocity for iron along the isentropes we explored (Hayes, 2001; Maw, 2004; Rothman et al., 241 

2005; Rothman & Maw, 2006; Seagle et al., 2016; Seagle & Porwitzky, 2018). We analyze each 242 

of the sample pairs independently since this process requires multiple targets of different 243 

thicknesses undergoing the same loading conditions. We backwards-integrate the velocity profile 244 

at the sample-window interface using the Lagrangian hydrodynamic equation of motion and 245 

mass conservation: 246 

𝛿[𝑃(𝜌)]

𝛿𝑥
=  −𝜌0

𝛿𝑢

𝛿𝑡
     𝐸𝑞. 1 247 

1

𝜌0

𝛿𝑢

𝛿𝑥
=

𝛿 [
1
𝜌]

𝛿𝑡
     𝐸𝑞. 2 248 

to get the density-particle velocity profile of the ramp pulse at the sample’s drive interface. In 249 

Equations 1 & 2, P is pressure – we shock melt the iron in these experiments, so we use pressure 250 

instead of stress, which would have to be used for a solid experiment – u is particle velocity, ρ is 251 

density, t is time, and x is Lagrangian position.  252 

 Lacking other information, this backwards integration will assume that a shockwave 253 

seen at the sample-window interface was created via the steepening of a ramp-wave leading up 254 

to this surface. Because the shock wave originates at the drive surface, it is used as a boundary 255 

condition in the analysis. Since the shock front boundary can be a complicated function in x and t 256 

space, it is convenient to employ a change of variables. As done in Seagle and Porwitzky (2018), 257 

we use the new space and time variables 𝑞 = 𝑞(𝑥) and 𝜏 = 𝜏(𝑥, 𝑡), which yield the new 258 

hydrodynamic equations: 259 

𝛿[𝑃(𝜌)]

𝛿𝑞

𝛿𝑞

𝛿𝑥
+

𝛿[𝑃(𝜌)]

𝛿𝜏

𝛿𝜏

𝛿𝑥
=  −𝜌0

𝛿𝑢

𝛿𝜏

𝛿𝜏

𝛿𝑡
      𝐸𝑞. 3  260 

1

𝜌0
[
𝛿𝑢

𝛿𝑞

𝛿𝑞

𝛿𝑥
+

𝛿𝑢

𝛿𝜏

𝛿𝜏

𝛿𝑥
] =

𝛿 [
1
𝜌]

𝛿𝑡
 
𝛿𝜏

𝛿𝑡
     𝐸𝑞. 4 261 

A good choice of normalized equations for these variables is 𝑞 = 𝑥/𝑥𝑇 and 𝜏 =262 
[𝑥−𝑥𝑆(𝑡)]

[𝑥−𝑥𝑆(𝑡𝑓)]
, where xS is the Lagrangian position of the shock front as a function of time, xT is the 263 

thickness of the sample, and tf is the final time of interest. This choice for the variable change 264 

ensures that the τ=0 boundary follows the shock front. When the shock wave is steady, the whole 265 

bulk of the sample is constrained to the isentrope containing the Hugoniot point associated with 266 

this shock state. The pressure depends only on the density for such cases, and this was often a 267 

reasonable assumption in previous works. However, if the shock state is not steady, then each 268 

Lagrangian position is constrained to the isentrope that contains the Hugoniot point experienced 269 

at that Lagrangian position. This means that the sample experiences the range of isentropes that 270 

contain the range of Hugoniot points experienced within that sample, and an accurate 271 

representation of the P(ρ) function should include an explicit dependence on x, and thus q. We 272 
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will represent this as P(ρ,q) from now on, and also note that ρ implicitly depends on both q and τ. 273 

With these changes, the hydrodynamic equations take the form:  274 

𝛿[𝑃(𝜌, 𝑞)]

𝛿𝑞

1

𝑥𝑇
+

𝛿[𝑃(𝜌, 𝑞)]

𝛿𝜏

(1 − 𝜏)

(𝑞𝑥𝑇 − 𝑥𝑆(𝑡𝑓))
=  𝜌0

𝛿𝑢

𝛿𝜏

𝑈𝑠(𝜏, 𝑞)

(𝑞𝑥𝑇 − 𝑥𝑆(𝑡𝑓))
     𝐸𝑞. 5  275 

1

𝜌0
[

1

𝑥𝑇

𝛿𝑢

𝛿𝑞
+

𝛿𝑢

𝛿𝜏

(1 − 𝜏)

(𝑞𝑥𝑇 − 𝑥𝑆(𝑡𝑓))
] = −

𝛿 [
1
𝜌]

𝛿𝑡
 

𝑈𝑠(𝜏, 𝑞)

(𝑞𝑥𝑇 − 𝑥𝑆(𝑡𝑓))
  , 𝐸𝑞. 6 276 

where US is the shock speed, or 𝛿𝑥𝑆(𝑡)/𝛿𝑡.  277 

Deviations from the ideal pulse profile in our experiments led to non-steady shock waves, 278 

so we implement this variable-shock wave analysis. Given that we only have three reference 279 

points for this shock wave – the impact interface, and the two sample-window surfaces – we fit 280 

the shock speed as a quadratic in space.  281 

To complete the analysis, appropriate boundary conditions also need to be defined. The 282 

particle velocity and density of the sample for both the measured sample-window interface and 283 

the shock front are used for the following boundary conditions: 284 

𝑢(1, 𝜏) = 𝑢𝑏(𝜏)     𝐸𝑞. 7 285 

𝑢(𝑞, 0) = {
𝑢𝑝

𝐻(𝑞) 𝑖𝑓 𝑞 < 1

𝑢𝑏(0)  𝑖𝑓 𝑞 = 1
     𝐸𝑞. 8 286 

𝜌(1, 𝜏) = 𝜌𝑏(𝜏) 287 

𝜌(𝑞, 0) =  {
𝜌𝐻(𝑞) 𝑖𝑓 𝑞 < 1 

𝜌𝑏(0) 𝑖𝑓 𝑞 = 1 
,     𝐸𝑞. 9 288 

where ub and ρb are the particle velocity and density, respectively, measured at the sample-289 

window interface, and the H superscript indicates the Hugoniot state along the shock front. It 290 

should be noted that the Hugoniot state has a dependence on q because of the non-steady shock 291 

state. The Hugoniot states are established from the SESAME 92141 iron EOS table (Sjostrom & 292 

Crockett, 2018). These boundary conditions state that the q=1 boundary or the sample-window 293 

interface must match our measured observations, and that the τ=0 boundary matches the shock 294 

front. 295 

The SESAME 7271v3 EOS for LiF (Davis et al., 2016) is used to determine ρb based on 296 

the measured ub, while SESAME 3700 is used for the aluminum EOS (Kerley, 1987). The EOS 297 

for iron, the EOS for the aluminum panel, and the panel velocity measurements taken above and 298 

below each sample establish the initial Hugoniot state and impact time at the drive surface. The 299 

impact time at the sample surface is calculated as the average of the impact times present in the 300 

adjacent witness window VISAR traces.  301 

From the calculated drive conditions, u(0,t) and ρ(0,t), the in-situ particle velocities for 302 

the sample-window interface locations are calculated using the method of characteristics 303 

(Zel'Dovich & Raizer, 2002). In this analysis, the sound speed is calculated from the input EOS 304 

to propagate the drive profile forward. These are the values that would exist if the sample was 305 

infinitely thick and there were no release waves interacting with the drive. With these in-situ 306 
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values, a standard Lagrangian sound speed analysis is then performed to calculate sound speed as 307 

a function of particle velocity via: 308 

𝐶𝐿(𝑢𝑝) =
Δ𝑥

Δ𝑡(𝑢𝑝)
,     𝐸𝑞. 10 309 

where Δt(up) is the time difference between a particle velocity at the thicker location and the 310 

same particle velocity at the thinner location. In the case of a release before the ramp 311 

compression, the sound speed is calculated starting at the beginning of the final ramp 312 

compression. The pressure and density as a function of particle velocity are found through these 313 

two equations, based on the Riemann invariants: 314 

1

𝜌(𝑢𝑝)
=

1

𝜌𝑠
 − ∫

𝑑𝑢𝑝

𝜌0𝐶𝐿

𝑢𝑝

𝑢𝑝𝑠

     𝐸𝑞. 11 315 

𝑃(𝑢𝑝) = 𝑃𝑠 + ∫ 𝜌0𝐶𝐿𝑑𝑢𝑝

𝑢𝑝

𝑢𝑝𝑠

.     𝐸𝑞. 12 316 

where the s subscript indicates the shock state. Since there are a range of shock states within the 317 

sample, we have chosen to use the drive shock state as the referenced shock state for these 318 

equations. Uncertainties associated with choosing this reference state are discussed and 319 

visualized with the presentation of the data. This creates a new pressure-density EOS for the 320 

sample. The new EOS, which covers the compression states of the experiment, is fitted to a Mie-321 

Gruneisen EOS model and extrapolated down in pressure to include the release conditions also 322 

found within the experiment. The whole process is repeated, using this new iron EOS to replace 323 

our initial input parameters, and this iteration continues until the output EOS converges to a 324 

solution.  325 

The modifications to the analysis detailed here are tested against simulated data generated 326 

using an EOS table, and the analysis is able to reproduce the pressure and density values in the 327 

simulation using the particle velocity traces extracted from the simulation at the sample-window 328 

interface. These simulations had a similar ramp structure and non-steady shock front to those in 329 

our experiments.  330 

3 Equation of state data 331 

Two experiments were performed on the Z-Machine, shot Z3155, and a second 332 

experiment, shot Z3339, that had more current loss than shot Z3155. The initial shock state in the 333 

iron was 270 and 265 ± 1 GPa, for shots Z3155 and Z3339, respectively. Shot Z3155 334 

experienced a slight growing shock through the sample, reaching an estimated shock pressure of 335 

about 285 GPa. The subsequent ramp in shot Z3155 drove the iron pressure to about 450 GPa. 336 

The analysis here only holds up to the thinnest sample for a given sample pair, so our analysis 337 

reaches a peak pressure of 398 GPa. Shot Z3339 had enough current loss that the sample 338 

experienced a decaying shock and slight release before the ramp, instead of the ideal steady 339 

shock-hold. This loss resulted in the ramp starting from 220 GPa, and only reaching ~375 GPa. 340 

This creates a ramp path which covers a range from a path releasing into the liquid phase from a 341 

shock state near the completion of melting (Nguyen and Holmes, 2004), akin to the shock-342 

release presented in Figure 1, to a release from a shock state which is only just beginning to melt. 343 

This means that parts of the samples in Z3339 are possibly being ramp compressed from a mixed 344 
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phase state. Table 1 provides an overview of the shot details. The large decaying shock wave in 345 

shot Z3339 requires that we use the non-steady shock wave formulation of the analysis for 346 

accuracy. While we present our stress data as pressure because the samples are initially shocked 347 

into a liquid state, we note that this equality could be subject to error since the phase of our 348 

samples is not definitively liquid throughout the depth of the sample.  349 

 350 

 Shot Z3155 Shot Z3339 

Bottom Pair Middle Pair Bottom Pair Middle Pair Top Pair 

Thick Sample 

Thickness 

(mm) 

1.2041(2) 1.1925(2) 1.8032(2) 1.6898(2) 1.5934(2) 

Thin Sample 

Thickness 

(mm) 

0.9089(2) 1.0065(2) 1.2531(2) 1.2433(2) 1.2548(2) 

Impact Shock 

(GPa) 

270.4 ± 1.0 277.8 ± 1.0 265.3 ± 1.0 272.7 ± 1.0 275.9 ± 1.0 

Estimated 

Maximum 

Shock (GPa) 

286 286 265 273 276 

Estimated 

Minimum 

Shock (GPa) 

270 278 226 234 249 

Minimum 

Ramp (GPa) 

282 ± 5 284 ± 5 219 ± 3.5 217 ± 3.5 228 ± 3.5 

Maximum 

Ramp (GPa) 

365 ± 10 390 ± 17 345 ± 6.5 363 ± 8.9 372.5 ± 10.8 

Table 1. Shot details for all experiments presented. Estimated maximum and minimum shock 351 

states are based on the quadratically fitted variable shock states with sample depth. Minimum 352 

and maximum ramp values shown represent the range of values extracted from the analysis, not 353 

the range of states experienced by the sample as the analysis does not always extend to the peak 354 

of the ramp compression. 355 

 356 

The impact time and shock state were determined by the VISAR traces of the flyer 357 

through the LiF witness windows above and below each sample. Figure 3 shows the VISAR 358 

traces adjacent to the middle sample in Z3155. The fringe jump matching at impact was not 359 

calculated as we are only interested in the time of impact, indicated by the time of this fringe 360 

jump, and the velocity of the flyer just prior. Example VISAR traces of the sample-window 361 

interface from shot Z3155 are shown in Figure 4a, and traces from shot Z3339 are shown in 362 

Figure 4b to illustrate the partial release where the decreasing velocity after shock breakout is 363 

noted. The top pair of samples in shot Z3155 did not return quality velocity traces, so we have 364 



manuscript submitted to Journal of Geophysical Research: Solid Earth 

 

not included those data in any part of our results; all sample pairs from shot Z3339 are used. 365 

Figure 5 shows the density profile at the drive surface calculated by backwards-integrating the 366 

data in Figure 4a. The uncertainties in Figure 5 are a combination of the uncertainty in density 367 

from our completed iterative analysis as well as the uncertainty associated with the 368 

compression/release path leading up to the final ramp compression, which starts around 57 ns in 369 

the figure. We indicate the point at which the release wave from the sample-window interface 370 

reaches the drive surface of the thin sample. This is the point at which the analysis breaks down.  371 

 372 

 373 

Figure 3. VISAR traces of the flyer from the witness window locations above and below one of 374 

the middle samples in Z3155. The flyer impacts the LiF witness windows at approximately 2964 375 

ns. The number of fringes in this jump was not calculated, as the velocity beyond the impact time 376 

is not important for our results. The error in the VISAR traces is approximately 10 m/s and is not 377 

shown in these plots as it is comparable to the thickness of the lines. 378 

 379 
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 380 

 381 

 382 

Figure 4. VISAR results from the sample-window interface for the bottom sample pair on a) 383 

shot Z3155 and b) shot Z3339. The time is shifted such that impact occurs at time zero. The error 384 

in the VISAR traces is approximately 10 m/s and is not shown in these plots as it is comparable 385 

to the thickness of the lines. 386 

 387 

 388 
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 389 

 390 

Figure 5. Density profile at the drive surface from the bottom pair samples on shot Z3155  391 

derived from the backward integration of the sample-window interface measurement. The release 392 

reaching the drive surface for the thin sample is indicated by the red arrow. The same data set is 393 

also shown in Figure 3a.  394 

The combined sound speed results are shown in Figure 6, and the individual pressure-395 

density results are shown in Figure 7. The uncertainties in these results have been split into two 396 

separate considerations. The first error bounds, indicated by dashed lines in the Figure 6 and 7, 397 

result from propagation of uncertainty in the sample thickness (±0.2 μm) and the velocity traces 398 

(±10 m/s in velocity and ±300 ps in time). These uncertainties propagate into the sound speed 399 

and subsequent pressure-density calculations in the same manner as described in Rothman et al. 400 

(2005). The second uncertainty consideration results from pinning the start of the ramp 401 

compression. Equations 11 and 12 are used to integrate the EOS results from the sound speed 402 

starting at the base of the ramp compression. In a ramp-compression experiment this pinning 403 

point is typically ambient conditions, and is known very precisely. However, in an ideal shock-404 

ramp experiment, this pinning point is the shock state, and is known with the same uncertainty as 405 

the obtained shock state. For our experiments here, we have the more complicated situation of a 406 

variable shock state followed by some ramp and/or release prior to the final ramp compression. 407 

Therefore, the pinning uncertainty is assigned using both the range of shock states in the 408 

experiment, shown in Table 1, and an estimation of the uncertainty in the initial ramp/release 409 

paths prior to the final ramp compression. The latter is based on an extrapolation of our own 410 

results. This uncertainty is indicated at the start of the curves by vertical tick marks. Shot Z3339 411 

has smaller error in the ramp path than shot Z3155 because the thick samples are close to 0.5 mm 412 

thicker than in shot Z3155, creating a larger thickness difference between the thick and thin 413 

samples. We made this adjustment after the first experiments revealed that the ramp profiles in 414 
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the samples are not close to shocking up – one of the main limitations on the thickness of the 415 

thick samples.   416 

 417 

 418 

Figure 6. Lagrangian sound speed as a function of density and particle velocity for both shot 419 

Z3155 and shot Z3339. Traces are averaged over all available sample pairs. The non-converging 420 

data in Z3339 are de-emphasized by lightening. 421 

 422 

The final combined pressure-density results from shot Z3155, including both the bottom 423 

and middle sample pairs, and the final combined traces for shot Z3339, including all three 424 

sample pairs, are shown in Figure 8. These are compared with the multi-phase iron SESAME 425 

92141 EOS isentrope curves extracted from their respective Hugoniot points. Below 360 GPa, or 426 

13.4 g/cc, the shot Z3155 trace is a combination of the two sample pairs, with error combined in 427 

quadrature, and above this point the trace is solely from the high-pressure sample pair. The shot 428 

Z3339 trace is a combination of all three sample pairs. The data generally agree well with the 429 

reference EOS. We also show the pressure-density paths explored by previous experiments on 430 

solid iron (Smith et al., 2018; Wang et al., 2013). We have an error of ~6 GPa at 13.0 g/cc 431 

density for the shot Z3155 data, compared with an estimated error of ~30 GPa for extrapolations 432 

from room-temperature static experiments (Smith et al., 2018).  433 

 434 
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 435 

 436 

 437 

Figure 7. Pressure versus density profile of the iron sample pairs. a) shot Z3155 and b) shot 438 

Z3339. Error bounds of the profile are shown as dashed green lines. The error is only shown for 439 
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the middle pair on shot Z3339 for visual clarity. The data which does not converge in our 440 

iterative sound speed analysis is indicated and lightened. 441 

 442 

 443 

 444 

Figure 8. Pressure or stress versus density results. Our two elevated isentropes, shots Z3155 and 445 

Z3339 (blue and green, respectively), with error bounds shown as dashed lines, compared to the 446 

extracted profile from the iron SESAME 92141 EOS table (gray) (Sjostrom & Crockett, 2018) as 447 

well as the results from two solid off-Hugoniot ramp-compression experiments: stress-density 448 

results starting from 82 GPa (purple) (Wang et al., 2013) and reduced principal isentrope 449 

pressure-density results (orange) (Smith et al., 2018). Below 360 GPa, or 13.25 g/cc, the shot 450 

Z3155 trace is a combination of the two sample pairs, with error combined in quadrature, and 451 

above this point the trace is solely from the high-pressure sample pair. 452 

For shot Z3339, the data analysis fails to converge beyond densities of 12.6 g/cc. We 453 

have confirmed that the modified analysis technique works on smoothly varying EOS traces via 454 

simulated experiments, so one possible explanation for this failure to converge is that the 455 

measured EOS is not smooth. The Hugoniot states in shot Z3339 are relatively low compared to 456 

our other experiments because of the shock wave decay that occurred in this experiment. This 457 

results in a smaller pressure difference between the Hugoniot and the melt line along the 458 

isentrope and makes shot Z3339 the most likely to have intersected the melt line via isentropic 459 

compression, and as we mentioned previously, sections of the sample may have even started 460 

ramp compression from a mixed-phase state. It is possible that this failure to converge resulted 461 

from phase-mixing interactions throughout the sample. The non-converging data are lightened 462 

and indicated in Figure 7b, but they were not included in the combined trace in Figure 8. 463 
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4 Results and implications 464 

Our results cover the P-T range relevant to the ICB conditions and are applicable to 465 

building thermal EOS models for exoplanetary cores. Currently, the SESAME 92141 EOS 466 

covers the EOS of liquid iron at P-T conditions of the core, but has yet been applied to build 467 

planetary models. Our results are fully consistent with the SESAME 92141 EOS at the 468 

experimental P-T conditions of this study. For these reasons, we propose that our results as well 469 

as this table be used as the EOS for modeling iron planetary cores. Many previous planetary 470 

models implement their material EOS by using standardized EOS equations with experimentally 471 

or theoretically fitted parameters including Birch-Murnaghan EOS, Vinet EOS, and Mie-472 

Gruneisen EOS (Cottaar et al., 2014; Seager et al., 2007; Unterborn et al., 2016; Valencia et al., 473 

2006), but the input parameters were not experimentally verified at the realistic P-T conditions of 474 

those planetary interiors. Our EOS model covers the liquid iron data at realistic P-T conditions of 475 

Earth’s ICB so it can be readily used to build an EOS model, in a vein similar to the work done 476 

already for the solid (Fei et al., 2016) to accommodate these modeling methods as well. We use 477 

both our off-Hugoniot isentrope data, as well as previous Hugoniot liquid data to complete this 478 

fit (Brown & McQueen, 1986). As mentioned previously, broad liquid EOS data are currently 479 

quite lacking. We include all of our valid data in this fitting process, treated as pressure data, as 480 

we are unable to distinguish any possible solid phase-mixing. In this section we also build radial 481 

planet models to analyze both mass-radius relations as well as the internal structure of planetary 482 

cores. 483 

In the case of solid iron, there is already an extensive collection of data both overall in P-484 

T conditions and at a known reference temperature (Fei et al., 2016). This allows the fitting to 485 

take place in two separate steps: fitting the parameters associated specifically with the isothermal 486 

reference state, and then those associated with the thermal contribution independently. Ideally, 487 

we would build our EOS in a similar manner, however, we do not have a similar collection of 488 

liquid data at a constant temperature. Therefore, we must fit all our parameters simultaneously, 489 

and even with the addition of the data presented here, we find that the many parameters involved 490 

in building the EOS are not adequately constrained. For this reason, we constrain some 491 

parameters from existing theoretical models to reduce the complexity of the fit. Several such 492 

theoretical works, which used different analytical forms for the EOS, already exist 493 

(Dorogokupets et al., 2017; Ichikawa et al., 2014; Komabayashi, 2014). We compare our data to 494 

three of these models and refine the model that matches the experimental data the best by fitting 495 

a few of the parameters to this experimental data. 496 

In order to compare our data against these references and ultimately fit to an EOS model, 497 

we must assign temperature values to our pressure-density data. Since we do not measure the 498 

temperature of our samples in this experiment, we must estimate these values. For consistency, 499 

we assign the Hugoniot pinning points in our data a temperature such that it matches the same 500 

pressure condition in the shock Hugoniot data also being used within the fit (Brown & McQueen, 501 

1986). Brown and McQueen (1986) did not explicitly account for the enthalpy of fusion in their 502 

Hugoniot data above the melt line, so we correct this in the referenced data. The entropy of 503 

fusion per atom calculated by Luo et al. (2011) is 0.83*kb. With the enthalpy of fusion being H = 504 

S*T, and an approximate melting temperature of 5500 K at 225 GPa, we estimate the enthalpy of 505 

fusion as 37.9 kJ/mol. Boness et al. (1986) calculated the approximate heat capacity in this 506 

region to be 4.4R, including both vibrational and electronic terms. The temperature values given 507 

by Brown and McQueen (1986) are thus overestimated by H/CV, or, given the uncertainties 508 
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involved, approximately 1000 K. As for the rest of the elevated isentrope, we calculate the 509 

temperature using the γ parameter and the following equation for adiabatic temperature profiles: 510 

𝑑𝑇 =
𝛾𝑇

𝑉
 𝑑𝑉     𝐸𝑞. 13 511 

where the γ used here is the effective Gruneisen parameter, 𝛾 = − (
𝛿 ln 𝑇

𝛿 ln 𝑉
)

𝑆
, which varies 512 

depending on the referenced form of the EOS. For each reference, self-consistent temperature 513 

values are calculated for our data by using the specific γ form and parameters contained within 514 

that reference. 515 

We use the density and estimated temperature values from our data to calculate the 516 

pressure given by the model, and calculate the difference between this value and the value from 517 

our two data sets. These differences are plotted in Figure 9 which also include errors representing 518 

a combination of the error in our pressure data and the thermal pressure variance caused by a 519 

±500 K temperature uncertainty. We have not included any error for the models in question as 520 

they do not all have error representations published. All three models encompass or almost 521 

encompass our data within uncertainties. To choose which model fits our data the best, we 522 

calculate the square sum of these differences, and choose the set with the smallest value. The 523 

model using Ichikawa et al. (2014) as a reference fits the best, so we build our analytical EOS via 524 

refitting some parameters of the Ichikawa model. 525 

 526 

 527 

Figure 9. Pressure difference between our data sets, shot Z3155 (circles) and shot Z3339 528 

(triangles), and reference models. Reference models include Ichikawa et al. (2014) (Blue), 529 

Komabayashi (2014) (Green), and Dorogokupets et al. (2017) (Orange). Representative error for 530 

each set is shown near the endpoints; this error represents a combination of the pressure error in 531 
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our data and a modeled thermal pressure uncertainty resulting from a ±500 K temperature 532 

uncertainty. 533 

 534 

We fit our data using the same model Ichikawa et al. (2014) used so that we can 535 

implement similar parameters from their model, as necessary, to further constrain our fitting 536 

parameters. We note that Ichikawa et al. (2014) used a Vinet-Rydberg (Vinet et al., 1989) 537 

formulation for the isothermal part of their EOS: 538 

𝑃𝑖𝑠𝑜(𝜌) = 3 𝐾0 (
𝜌

𝜌0
)

2
3

 (1 − (
𝜌0

𝜌
)

1
3

) 𝐸𝑥𝑝 [
3

2
(𝐾0

′ − 1) (1 − (
𝜌0

𝜌
)

1
3

)]      𝐸𝑞. 14 539 

where P is pressure, K is the bulk modulus, K’ is the pressure derivative of the bulk modulus, 540 

and ρ is the density; a 0 subscript represents these values at the reference state of 7000 K and 0 541 

GPa pressure. The thermal component of their EOS is considered using a thermal energy term of 542 

the form: 543 

𝐸𝑡ℎ(𝜌, 𝑇) = 3𝑛𝑅 [𝑇 + 𝑒0 (
𝜌0

𝜌
)

𝑔

𝑇2]     𝐸𝑞. 15 544 

where T is temperature, n is the number of atoms in the formula unit, R is the gas constant, and e0 545 

is the electronic parameter, and g is the electronic analogue to the Gruneisen parameter. The first 546 

term represents the phonon energy contribution while the second represents the electronic 547 

contribution. The thermal pressure contribution to the EOS, formulated with the Gruneisen 548 

parameter, γ, is: 549 

𝑃𝑡ℎ(𝜌, 𝑇) = 𝛾(𝜌) 𝜌 (𝐸𝑡ℎ(𝜌, 𝑇) −  𝐸𝑡ℎ(𝜌, 𝑇0))     𝐸𝑞. 16 550 

and they adopt the functional form of γ from Tange et al. (2009): 551 

𝛾(𝜌) = 𝛾0 [1 + 𝑎 ((
𝜌0

𝜌
)

𝑏

− 1)]      𝐸𝑞. 17 552 

where a and b are both fitted parameters.  553 

As our isentropic data traces cover broader ranges of pressure and density than 554 

temperature, we have chosen to keep K0 and K0’ as two of our fitting parameters since they relate 555 

strongly to these two state variables. We found that the fitting could handle three parameters 556 

well, so we have also included γ0 as a fitting parameter. The other parameters are all taken from 557 

Ichikawa et al. (2014). We incorporate the ± 500 K temperature uncertainty into this fitting 558 

procedure by repeating the fit three times, once with our initially assumed temperature, and then 559 

the whole process repeated twice, once with the temperature value increased by 500 K and once 560 

decreased by 500 K. We take the average of these three results and increase the error by the 561 

difference from the extremes. We consider this an accurate implementation of the error as this 562 

temperature error is systematic. The results of the fitting are shown in Table 2. 563 

  564 

Parameter Ichikawa values Fit values 

K0 (GPa) 24.6 ± 0.6 25.3 ± 4.0 

K0’ 6.65 ± 0.04 6.60 ± 0.33 

ρ0 (g/cc) 5.187   
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γ0  1.85 ± 0.2 2.42 ± 0.12 

a 1  

b 0.35  

e0 (10-4/K) 0.314  

g -0.4  

 565 

Table 2. Fitting parameters for the liquid EOS of iron. The values from Ichikawa et al. are 566 

shown in the first column (Ichikawa et al., 2014), while the second column shows the values we 567 

obtained from our fit. The reference parameters are taken at 7000 K and 0 GPa. 568 

 569 

As mentioned previously, the calculated temperature values we estimated for our data 570 

depend on γ, but γ depends on the fit parameter, γ0. In order to maintain the internal consistency, 571 

after the first fit is done, using temperature values based on the value of γ0 in the reference, we 572 

recalculate the temperature values based on the new fit. We perform the fit again with the new 573 

temperature values and iterate the processes until the derived fit parameters are consistent with 574 

those used to generate the temperature values for our data. In Figure 10, we compare this fit to 575 

our experimental data for iron.  576 

 577 

 578 

 579 

Figure 10. Pressure difference between the fit EOS and the data as a function of density. The 580 

data are from Brown and McQueen (1986) (orange circles) and our work, Z3155 (blue circles) 581 

and Z3339 (blue triangles). 582 

 583 
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We have presented two methods to simulate the behavior of liquid iron – an 584 

experimentally validated EOS table and a parametrized analytic EOS. Most planetary models 585 

treat the whole of the core as a solid, but with these two options, the inclusion of separate liquid 586 

and solid layers in the core can be incorporated into these models to improve accuracy – either 587 

explicitly using the analytic EOS, or implicitly through the multiphase SESAME EOS table. We 588 

present an example of this by building radial models of example planets. 589 

The techniques we present and use here to build these radial models have a rich history in 590 

literature (Fortney et al., 2007; Grasset et al., 2009; Guillot et al., 1996; Seager et al., 2007; 591 

Stevenson, 1982; Swift et al., 2012; Unterborn et al. 2016; Unterborn & Panero, 2019; Valencia 592 

et al., 2006; Wagner et al., 2011; Zapolsky & Salpeter, 1969; Zeng et al., 2016). We implement 593 

the multiphase iron SESAME 92141 EOS, that is supported by our new data and previously 594 

unused for this type of application, into this existing framework. These models start with the 595 

Adam-Williamson Equations (Williamson & Adams, 1923) – equations for pressure, density, 596 

and mass as a function of radius for a spherically symmetric system under equilibrium and 597 

gravitational compression– as well as the equation for an adiabatic temperature profile: 598 

 599 

𝑑𝑚

𝑑𝑟
= 4𝜋𝑟2𝜌     𝐸𝑞. 18 600 

𝑑𝑃

𝑑𝑟
=  −

𝜌 𝐺 𝑚(𝑟)

𝑟2
     𝐸𝑞. 19 601 

𝜌(𝑟) = 𝜌𝑒𝑜𝑠(𝑃(𝑟), 𝑇)    𝐸𝑞. 20 602 

𝑑𝑇

𝑑𝑟
=  −

𝛼(𝑇(𝑟))
𝐺𝑚(𝑟)

𝑟2 𝑇(𝑟)

𝐶𝑃
     𝐸𝑞. 21 603 

 604 

m, P, ρ, and T are mass, pressure, density and temperature, respectively, as a function of radius, 605 

r. CP, α, and G are the isobaric heat capacity, thermal expansion coefficient, and gravitational 606 

constant, respectively. ρeos is the ρ to P relation based on the EOS being used to represent the 607 

material within the planet, which could either be an analytical form of the EOS or extractions 608 

from a tabular EOS. This provides a series of differential equations that can be solved with 609 

appropriate boundary conditions. The temperature equation assumes an adiabatic temperature 610 

profile with radius because of vigorous convections of the liquid iron core, as is expected for 611 

planets with dynamos and magnetic fields that would have a good chance of supporting life 612 

(Langmuir and Broecker, 2012). When using an EOS table, this adiabatic temperature-radius 613 

profile is established by constraining the EOS function to an isentropic curve extracted from the 614 

table – eliminating the need for the temperature equation, Equation 21. There are multiple ways 615 

to proceed with these boundary conditions, we start with a defined core temperature and density, 616 

and integrate radially outwards from r=0. For a planet made of a single material, the calculation 617 

is complete once the pressure reaches zero, defining the outer radius of the planet, P(R) = 0.   618 

As a preliminary analysis, we create a simple planetary model of a homogeneous, 619 

isothermal, pure iron planet at 300 K using the SESAME 92141 table for the EOS. As this is an 620 

isothermal model, an isotherm is extracted from the SESAME EOS instead of an isentrope. One 621 

particularly useful metric, given the values returned from planetary search programs, is the mass-622 
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radius relation of planets. With this we can estimate the composition of observed planets based 623 

on their reported mass and radius. We generate such a curve by running the planetary model over 624 

a range of inner core pressures, generating planets of varying size and mass. Figure 11 shows the 625 

mass-radius curve generated for this model in comparison to that of the homogeneous, 300 K, 626 

pure-iron planets from Seager et al. (2007). Seager et al. use an EOS that is a combination of a 627 

Vinet for pressures up to 2090 GPa (Anderson et al., 2001) and a modified Thomas-Fermi-Dirac 628 

model for higher pressures (Salpeter and Zapolsky, 1967). Our curve agrees well with the 629 

referenced results. This provides a quick check that our modeling technique and the SESAME 630 

values at low temperatures are reliable.  631 

 632 

 633 

Figure 11. Mass-radius curve of homogeneous, isothermal, pure iron planets at 300 K 634 

temperature. This work (blue) using the SESAME 92141 table, in comparison to the results of 635 

Seager et al. (2007) (black). 636 

 637 

Most planets are neither isothermal nor made of a single material, so we also build 638 

planetary models with multiple layers of different materials each constrained to an adiabat. The 639 

interface boundary is handled simply by imposing that at any given interface, the two layers have 640 

equal pressure and an imposed temperature jump, but we must decide how to dictate the location 641 

of the layer boundaries. In principle, the easiest method is to dictate a radius at which the 642 

interface occurs. However, this is not particularly useful, especially when the outer radius of the 643 

planet is unknown. It is more useful to model planets that have specific mass or radius ratios 644 

between the layers. For instance, Earth has a core mass fraction of ~32%, so we may want to see 645 

how well our model builds a similar planet to Earth or a planet with a similar core mass fraction 646 

of different total sizes. We have opted to pursue this route, where the mass fraction of the core 647 

layer is defined. 648 
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As an example, take a two-layer planet, with an iron core and MgSiO3 perovskite mantle. 649 

The final mass of the planet, M, is still unknown while the integration is being run, so we cannot 650 

know exactly where to set the boundary layer location, rb, a priori. To handle this, we use an 651 

iterative process. We start with a guess for the total mass of the planet, Mguess, and designate the 652 

layer interface to occur where the mass of the inner layer reaches the desired mass fraction of the 653 

assumed total mass, m(rb) = 0.32*Mguess, where we have chosen an Earth-like core mass fraction. 654 

The integration continues into the mantle layer, and the calculation completes when the pressure 655 

reaches zero, defining the outer radius of the planet. With a completed planet, the actual total 656 

mass is known, and the mass fraction evaluated. If the core mass fraction is not sufficiently close 657 

to the desired value, we chose 32 ± 0.2%, then the whole process can be repeated with the new 658 

total mass replacing the initial guess. Repeating this process causes the layer boundary location 659 

to converge upon the appropriate value for a given core mass fraction.  660 

In our models, the mantle EOS uses the parameters presented by Katsura  (Katsura et al., 661 

2010), based on a Birch-Murnaghan isothermal EOS (Birch, 1952) with a Mie-Gruneisen-Debye 662 

thermal model (Grüneisen, 1912), and the iron core uses an extracted isentrope from the 663 

SESAME 92141 EOS table. The isentrope extracted from the table has a 2000 K ambient 664 

pressure intercept. One benefit of the multi-phase SESAME 92141 EOS table is that it inherently 665 

accounts for any phase change. Our chosen isentrope intersects the melt line at 400 GPa; this 666 

gives a P-T curve that runs close to the melt line, allowing a solid inner core to form, as well as 667 

the presence of an active core dynamo in a liquid layer powered by thermal cooling, latent heat, 668 

as well as release of light elements. As both the isentrope and the melt line are relatively flat in 669 

temperature, the presence and location of the inner core boundary is relatively sensitive to 670 

changes in temperature. Therefore, we note that these results represent a snapshot in the cooling-671 

history of these modeled planets. We impose a 1000 K temperature drop across the core-mantle 672 

boundary as a reasonable approximation for near-Earth-size planets. We present the pressure, 673 

density, and temperature curves for a 1.2 Earth mass planet in Figure 12.  674 

Figure 13 shows our mass-radius curve for an Earth-like planet compared with previous 675 

literature (Seager et al., 2007). The mantle EOS used in Seager et al. (2007) is a fourth-order 676 

Birch-Murnaghan EOS (Karki et al., 2000) for pressures up to 1350 GPa and a modified 677 

Thomas-Fermi-Dirac model at higher pressures (Salpeter and Zapolsky, 1967), and they use a 678 

300 K isothermal planetary model. Mass-radius curves from a range of planetary compositions 679 

can help identify the possible composition of observed extraterrestrial planets. For instance, an 680 

observed planet with a mass and radius that locates the planet between our two curves would 681 

likely indicate that the planet is rocky with a larger core mass fraction than the Earth. Our curve 682 

is in close agreement with that of Seager et al. (2007), however we note that this does not mean 683 

these changes have no effect overall. In the formulation used here, where planets are built with a 684 

certain core-mass ratio, the mass-radius curve is insensitive to density scaling of the core 685 

material, despite the central density and core size being noticeably different for a given planetary 686 

mass – Grasset et al. (2009) come to similar conclusions in their work. With this constant 687 

isentrope being used for the core, we find that a liquid outer core is only present in planets below 688 

3.1 Earth masses, but this result is sensitive to the temperature of the planet. At early formations 689 

of exoplanetary interiors, their core temperatures are likely much higher than the melting curve 690 

of iron so solid inner cores could not solidify and silicate mantles could be molten or partially 691 

molten. It is when these planets cool to the point that intersects the iron melting curve at 692 

somewhere around 6000-8000 K depending on their masses (Fig. 1), that the solidification of 693 

iron in these planets would have chemical energy and latent heat energy sources, in addition to 694 
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the thermal cooling energy, to power their core convections and dynamos. Importantly, those 695 

planets would have a chance to develop solid mantles to allow stable convections and heat 696 

transports similar to Earth’s plate tectonics system and mantle convections. For example, if we 697 

instead use an isentrope with a 3000 K zero pressure intercept, we find that the mass-radius 698 

curve is minimally affected, but the cores of these planets do not begin to solidify until 699 

approximately 3 Earth masses. This means that planets between 1 and 3 Earth masses would all 700 

contain a growing solid inner core at some point as they cool between these two temperature 701 

conditions. We also modeled planets using a 4000 K ambient pressure intercept for the iron 702 

isentrope, where the high temperature keeps the iron cores molten well beyond the planetary 703 

masses we calculated. The effect of this temperature increase on the mass-radius relation can be 704 

seen in Figure 13. Note that while the temperature difference between the two presented 705 

isentropes is 2000 K at ambient pressure, this difference increases with pressure and is close to 706 

4000 K in the region near the melt line. This highlights that while mass-radius curves are 707 

becoming relatively well defined, there are still many uncertainties that apply to important 708 

internal structure – such as the presence and location of a liquid-solid boundary in the core. We 709 

should note that future studies on the EOS and melting curves of iron-light element alloys at 710 

extreme P-T conditions are critically needed to better evaluate physical and chemical evolutions 711 

of exoplanetary interiors. 712 

 713 

 714 

Figure 12. a) Pressure, b) mass, c) density, and d) temperature as a function of radius for a 1.2 715 

Earth mass planet with an Earth-like core mass ratio. Generated using the iron isentrope with a 716 

2000 K ambient pressure intercept. 717 

 718 
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 719 

Figure 13. Mass-radius curve of planets with an Earth-like core mass ratio. This work, 2000 K 720 

ambient pressure intercept (green) and 4000 K ambient pressure intercept (blue dashed), using 721 

the SESAME 92141 table for the core, in comparison to the 300 K isothermal results of Seager et 722 

al. (2007) (black). 723 

This work, and many current planetary models, treat the cores as pure iron. However, the 724 

cores of planets are made of iron alloys (Birch, 1952). Some planetary modelling has attempted 725 

to account for this by scaling the density of a pure iron EOS (Unterborn et al., 2016), which is a 726 

reasonable assumption given our current knowledge, but it would be extremely useful to have 727 

experimental results on these materials. These in turn will also help us evaluate the magnitude of 728 

the chemical energy source for the generation of planetary dynamos. We are extending these 729 

experiments to iron alloys as well, with the hope of granting insight into the accuracy and 730 

implications of these current assumptions. 731 

5 Conclusions 732 

We performed shock-ramp experiments on the Z-Machine at Sandia National 733 

Laboratories to measure the EOS of liquid or near-liquid iron along an elevated ramp 734 

compression path by pushing the limits of what is currently capable on this machine. We initially 735 

shock the iron to 270 GPa, melting the iron sample; the samples undergo a combination of 736 

growing or decaying shock, and ramp compression or release before ultimately being ramp 737 

compressed by 100 GPa or more. The iterative backward integration – forward Lagrangian 738 

analysis is used to determine the pressure-density EOS along this ramp path. Our results show 739 

excellent agreement with the SESAME 92141 EOS table for iron at the P-T conditions covered 740 

by this study. Further, we apply these results to the study of planetary structures via radial 741 

models. We find that the mass-radius curve of planets with an Earth-like core mass ratio is 742 

insensitive to density change in the core as well as temperature, and that our results are in good 743 

agreement with existing literature. By implementing a multi-phase iron EOS, we are able to 744 



manuscript submitted to Journal of Geophysical Research: Solid Earth 

 

investigate the presence of a liquid-solid phase boundary within the core and we note the 745 

maximum and/or minimum planet masses of planets which contain an ICB for several 746 

temperature adiabats.  747 
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