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ABSTRACT

Anycast is used to serve content including web pages and DNS, and

anycast deployments are growing. However, prior work examining

root DNS suggests anycast deployments incur significant inflation,

with users often routed to suboptimal sites. We reassess anycast

performance, first extending prior analysis on inflation in the root

DNS. We show that inflation is very common in root DNS, affecting

more than 95% of users. However, we then show root DNS latency

hardly matters to users because caching is so effective. These find-

ings lead us to question: is inflation inherent to anycast, or can

inflation be limited when it matters? To answer this question, we

consider Microsoft’s anycast CDN serving latency-sensitive con-

tent. Here, latency matters orders of magnitude more than for root

DNS. Perhaps because of this need, only 35% of CDN users experi-

ence any inflation, and the amount they experience is smaller than

for root DNS. We show that CDN anycast latency has little inflation

due to extensive peering and engineering. These results suggest

prior claims of anycast inefficiency reflect experiments on a sin-

gle application rather than anycast’s technical potential, and they

demonstrate the importance of context when measuring system

performance.
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1 INTRODUCTION

IP anycast is an approach to routing in which geographically diverse

servers known as anycast sites all use the same IP address. It is

used by a number of operational Domain Name System (DNS) [1, 7,
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31, 39, 65] and Content Delivery Network (CDN) [16, 21, 30, 65, 75]

deployments today, in part because of its ability to improve latency

to clients and decrease load on each anycast server [45, 55, 64].

However, studies have argued that anycast often provides sub-

optimal performance compared to the lowest latency one could

achieve given deployed sites [51, 54, 67]. Notably, the SIGCOMM

2018 paper "Internet Anycast: Performance, Problems, & Potential"

has drawn attention to the fact that anycast can inflate latency by

hundreds of milliseconds [51], leaving readers of the paper with

a poor impression of anycast. Conversely, other work has shown

inflation is quite low in Microsoft’s anycast CDN [16] and Google

Public DNS [50], but used different coverage, metrics, and method-

ology, so it is difficult to directly compare results. Perhaps because

of the very different takeaways of these studies, we have found that

some experts in the community have negative opinions of anycast.

In particular, it seems surprising that anycast continues to see more

adoption and growth in production systems ś why continue to use

anycast if it causes inflation?

To understand the impact of anycast inefficiency, and its wide

use in spite of inflation, we step back and evaluate anycast as a com-

ponent of actual applications/services. User-affecting performance

depends on the anycast deployment, how anycast is used within

the service, and how users interact with the service. To see these

effects, we consider anycast’s role within two real-world systems:

the root DNS and Microsoft’s anycast CDN serving web content.

These applications have distinct goals, they are key components

of the Internet, and they are two of the dominant, most studied

anycast use cases.

We analyze root DNS [39] packet traces which are available

via DITL [26] and which are featured in existing anycast studies

[23, 51, 54, 58, 69], with increased coverage compared to prior work.

The 13 root letters operate independently with diverse deployment

strategies, enabling the study of different anycast deployments

providing the same service. We analyze two days of unsampled

packet captures from nearly all root DNS letters, consisting of tens

of billions of queries from millions of recursive resolvers querying

on behalf of all users worldwide, giving us broad coverage.

We also examine Microsoft’s CDN using the same methodol-

ogy we use for the root DNS so we can directly compare results.

Microsoft’s CDN configures subsets of sites into multiple anycast

łringsž of different sizes, providing deployment diversity, but all

operated by one organization. We analyze global measurements

from over a billionMicrosoft users in hundreds of countries/regions,

giving us a complete view of CDN performance.

With these measurements, we present the largest study of any-

cast latency and inflation to date. We first validate and extend prior

work on inflation in anycast deployments [51]. Whereas that work

focused primarily on a single root letter, we analyze almost the
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whole root DNS. By joining root DNS captures with global-scale

traces of user behavior, we find that more users than previously

thought experience some inflation (on average, more than 95%), and

as many as 40% of users experience more than 100 ms of inflation

to some root letters (ğ3). However, average inflation per query to

the roots is lower than previously thought, since each recursive

resolver can preferentially query its best performing root letter

ś on average, only 10% of users experience more than 100 ms of

inflation.

Do recursives have to implement preferential querying strategies

for their users so that inflation does not hurt user performance?

The answer is a resounding łnož ś using new methodology that

amortizes DNS queries over users who benefit from cached query

results, we find differences in latency and inflation among root

letters are hardly perceived by users ś most users interact with the

root DNS once per day (ğ4). Delay is minimal due to caching of

root DNS records with long TTLs at recursive resolvers.

The inflated anycast routes to root DNS could be a result of

latency not mattering, causing root operators to not optimize for

it, or inflation could be inherent in anycast routing as suggested in

prior work. To determine which is the case, we use measurements

from Microsoft’s CDN and find that, were latency to Microsoft’s

CDN to be hypothetically inflated as to individual root letters, it

would result in hundreds of milliseconds of additional latency per

page load. This increased latency would negatively affect the user’s

overall experience, especially when compared to root DNS. The

key difference is that users incur several RTTs to Microsoft’s CDN

when fetching web content, whereas users rarely wait for a query

to the root DNS because of DNS caching (ğ5.1).

With this context, we thenmeasure actual inflation inMicrosoft’s

CDN and find that inflation is kept comparatively small (ğ5.2), espe-

cially compared to individual root letters. To explain why inflation

is so different in these deployments, we contrast AS-level connec-

tivity and inflation between the users, Microsoft’s CDN, and roots.

We find that Microsoft is able to control inflation through extensive

peering and engineering investment (ğ7.1), even though inefficiency

increases with larger deployments (ğ7.2). Through discussions with

operators of root DNS and CDNs, we find recent root DNS expan-

sion has (surprisingly) been driven by a desire to reduce latency and

mitigate DDoS attacks, while CDN expansion is driven by market

forces (ğ7.3).

The comparison between performance in these two deployments

allows us to put results from prior work in perspective [16, 23, 51,

69]. Even though root inflation is large, users rarely experience it,

making its impact on the average query quite small. In contrast,

users frequently interact with the CDN, and inflation there is small.

These inflation results make sense, given the economic incentives

of the organizations running Microsoft’s CDN and the root DNS.

While we expect these results to hold for other latency-sensitive

services using anycast, as they have similar economic incentives,

a key takeaway from our work is that anycast must be analyzed

in the context of the service in which it is used (ğ7.3), and so we

cannot make definitive statements about generalizability. Hence,

we do not refute past claims that anycast can inflate latencies, but

we expand on these studies to show that, where it counts, anycast

performance can be quite good.

This paper poses no ethical issues.

2 METHODOLOGY AND DATASETS

We use a combination of DNS packet captures and global CDN

measurements to measure latency and inflation. Root DNS data

is readily available [26], while CDN data is proprietary. We sup-

plement these datasets with measurements from RIPE Atlas [71].

We summarize our many data sets’ characteristics, strengths, and

weaknesses in Appendix A.

2.1 Root DNS

The first of the two systems we discuss, the root DNS, is a criti-

cal part of the global DNS infrastructure. DNS is a fundamental

lookup service for the Internet, typically mapping hostnames to IP

addresses [22, 56]. To resolve a name to its result, a user sends DNS

requests to a recursive resolver (recursive). The recursive queries

authoritative DNS servers as it walks the DNS tree from root, to

top-level domain (TLD), and down the tree. Recursives cache results

to answer future requests according to TTLs of records. The root

DNS server is provided by 13 letters [39], each with a different

anycast deployment with 6 to 254 anycast sites (as of July 2021),

run by 12 organizations. A root DNS site can be local or global ś

local sites serve small geographic areas or certain ASes (controlled

by restricting the propagation of the anycast BGP announcement

from the site), while global sites are globally reachable.

We use three datasets: for end-users, we use long-term packet

captures from the Information Sciences Institute (ISI) at USC,

and DNS and browser measurements from daily use of two of the

authors. For DNS servers, we use 48-hour packet captures at most

root servers from Day in the Life of the Internet (DITL) [26].

Packet captures from ISI provide a local view of root DNS queries.

The recursive resolver runs BIND v9.11.14. The captures, from 2014

to the present, reflect all traffic (incoming and outgoing) traversing

port 53 of the recursive resolver. We use traces from 2018 (about

100 million queries), as they overlap temporally with our other

datasets. This recursive resolver received queries from hundreds

of users on laptops, and a number of desktop and rack-mounted

computers of a network research group, so the results may deviate

from a typical population. We found no measurement experiments

or other obvious anomalies in the period we use.

We use the 2018 DITL captures, archived by DNS-OARC [26], to

obtain a global view of root DNS use. DITL occurs annually, with

each event including data from most root servers. The 2018 DITL

took place 2018/04/10-12 and included 12 root letters (all except

G root). Traces from I root are fully anonymized, so we did not

use them. Traces from B root are partially anonymized, but only at

the /24 level. Our analysis does not rely on addresses more specific

than /24, so we use all data from B root and all other roots except

G and I. Although the 2018 DITL is older than the most recently

available, it is significantly more complete than recent DITLs; in

Appendix B.3 we conduct analysis on the 2020 DITL and find none

of our main conclusions change.

Since we aim to understand in part how root DNS latency affects

users, we filter queries in DITL that do not affect user latency and

queries generated by recursives about which we have no user data.

We describe this pre-processing of DITL and subsequent joining of

root query volumes with Microsoft’s CDN user population counts.





SIGCOMM ’21, August 23ś27, 2021, Virtual Event, USA

total: 135 in Europe, 62 in Africa, 102 in Asia, 2 in Antarctica, 137

in North America, 41 in South America, and 29 in Oceania.

To study performance inMicrosoft’s CDN, we use twomajor data

sources: server-side logs and client-side measurements. Server-side

logs at front-ends collect information about user TCP connections,

including the user IP address and TCP handshake RTT. Using these

RTTs as latency measurements, we compute median latencies from

users in a ⟨region, AS⟩ location to each front-end that serves

them.2 Microsoft determines the location and AS of users using

internal databases.

Client-side measurements come from a measurement system

operated by Microsoft [17]. Latency measurements are the time it

takes for Microsoft users to fetch a small image via HTTP.3 The

measurement system instructs clients using CDN services to issue

measurements to multiple rings, which enables us to remove biases

in latency patterns due to services hosted on different rings having

different client footprints (e.g., enterprise versus residential traffic).

Microsoft collects latencies of users populations, noting the location

and AS of the user. Since these measurements come directly from

end-users, we do not know which front-end the user hit. For both

client-side measurements and server-side logs, we collect statistics

for over a billion users across 15,000 ⟨region, AS⟩ locations.

We also use RIPE Atlas to ping anycast rings, because we cannot

share absolute latency numbers. We calibrate these results versus

our (private) data measuring latency for CDN users. In total, we

collect 7,000 ping measurements to rings from 1,000 RIPE Atlas

probes in more than 500 ASes to augment CDN latency measure-

ments. (Probes were selected randomly, and measured three times

to each ring.)

3 ROUTES TO ROOT DNS ARE INFLATED

Earlier work has found query distance to the root DNS is often

significantly inflated [13, 23, 51, 67, 69]. Similar to this work, we

find that queries often travel to distant sites despite the presence

of a geographically closer site. We extend this understanding in a

number of ways. While previous work considered only subsets of

root DNS activity and focused on geographic inflation for recursives

rather than users, we calculate inflation for nearly all root letters,

and place inflation in the context of users, rather than recursive

resolvers. These contributions are significant for several reasons.

First, considering more root letters allows us to evaluate inflation

in different deployments, and with most letters we can evaluate

the root DNS system. Since a recursive makes queries to many root

letters, favoring those with low latency [60], system performance

and inflation can (and does) differ from component performance.

Second, we weight recursive resolvers by the number of users,

which allows us to see how users are affected by inflation. Finally,

we extend prior work by conducting an analysis of latency (as

opposed to geographic) inflation with large coverage.

Previous studies of anycast have separated inflation into two

types, unicast and anycast, in an attempt to tease out how much la-

tency anycast specifically adds to queries [13, 16, 51, 69]. For several

reasons, we choose to consider inflation relative to the deployment,

2We also looked at other percentiles (e.g., 95th) and found the qualitative results to be
similar.
3DNS resolution and TCP connection time are factored out.

rather than try to infer which inflation would exist in an equivalent

unicast deployment. First, coverage of measurement platforms used

to determine unicast inflation such as RIPE Atlas (vantage points

for anycast studies [51, 69]) is not representative [10]. Second, cal-

culating unicast inflation requires knowledge of the best unicast

alternative from every recursive seen in DITL to every root letter,

something that would be difficult to approximate with RIPE Atlas

because some letters do not publish their unicast addresses. Third,

we find it valuable to compare latency to a theoretical lower bound,

since user routes to the best unicast alternative may still be inflated.

We measure two types of inflation for the root DNS, by looking

at which sites recursive resolvers are directed to. DITL captures are

a rich source of data because they provide us with a global view

of which recursives access which locations (ğ2.1). Our inflation

analysis covers 224 countries/regions and 22,243 ASes (Atlas covers

about 3,700 ASes as of July 2021).

We calculate the first type of inflation ś geographic inflation

(Eq. (1)) ś over 10 of the 13 root letters, omitting G which does not

provide data, H which only had one site in 2018 (and so has zero in-

flation), and I, where anonymization prevents analysis. Geographic

inflation measures, at a high level, how users are routed to sites

compared to the closest front-end (i.e., efficiency)4.

We calculate the second type of inflation ś latency inflation

(Eq. (2)) ś over the root letters mentioned above by looking at

the subset of DNS queries that use TCP, using the handshake

to capture RTT [57]. Our latency inflation analysis further ex-

cludes D and L root, due to malformed DITL PCAPs. Latency infla-

tion uses measured latencies to determine inflation, so it reflects

constraints due to physical rights-of-way and connectivity, bad

routing, and peering choices. We calculate median latency over

each ⟨root, resolver /24, anycast site⟩ for which we have

at least 10 measurements, providing us latencies for resolvers rep-

resenting 40% of DITL query volume to these roots.

3.1 Methodology

To calculate geographic inflation, we first geolocate all recursives

in our DITL∩CDN dataset using MaxMind [41], following prior

methodology which affirmed MaxMind to be suitably accurate for

geolocating recursive resolvers in order to assess inflation [51]. We

then compute geographic inflation (scaled by the speed of light in

fiber) for each recursive sending queries to root server 𝑗 as

GI (𝑅, 𝑗) =
2

𝑐 𝑓
(
∑︁

𝑖

𝑁 (𝑅, 𝑗𝑖 )𝑑 (𝑅, 𝑗𝑖 )

𝑁 (𝑅, 𝑗)
−min

𝑘
𝑑 (𝑅, 𝑗𝑘 )) (1)

where 𝑁 (𝑅, 𝑗𝑖 ) is the number of queries to site 𝑗𝑖 by recursive 𝑅,

𝑁 (𝑅, 𝑗) =
∑
𝑖 𝑁 (𝑅, 𝑗𝑖 ) is the total number of queries to all sites 𝑗𝑖

in root 𝑗 by recursive 𝑅, 𝑐 𝑓 is the speed of light in fiber, the factor

of 2 accounts for the round trip latency, 𝑑 (𝑅, 𝑗𝑘 ) is the distance

between the recursive resolver and site 𝑗𝑘 , and both the summation

and minimization are over the global sites in this letter deployment

(see Section 2.1 for the distinction between local and global). We

only consider global sites, since we do not know which recursives

can reach local sites. For recursives which can reach a local site

4It would be interesting to measure topological inflation (extra distance traveled on the
Internet topology, beyond shortest-path propagation-delay), but it would be difficult
to do so using existing methods without sacrificing significant coverage.
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corresponding DNS records have a TTL of two days. Hence, due to

shared caches at local resolvers, one might think root DNS latency

trivially does not matter for users. Recent work even suggests the

root DNS can be done away with entirely [5] or largely replaced

by preemptive caching in recursives [48]. We offer several reasons

why we found it necessary to explicitly measure root DNS latency’s

impact on users, rather than use intuition.

First, there is a lot of attention being placed on the root DNS

in the professional and research communities. For example, some

experts have asked us in conversation why CDNs use anycast, when

anycast inflates latencies in the root DNS so much. The SIGCOMM

2018 paper łInternet Anycast: Performance, Problems, & Potentialž

has drawn attention to the fact that anycast can inflate latency to

the root DNS by hundreds of milliseconds [51]. Blog posts from the

root letters discuss latency improvements and inflation reductions

[3, 14, 61, 79] ś why does latency matter to roots? Moreover, over

the past 5 years the number of root DNS sites has steadily increased

to more than double, from 516 to 1367. Why is there so much

investment in more sites?

Second, there is value in quantitatively analyzing systems, espe-

cially global systems that operate at scale, even if we can intuitively,

qualitatively reason about these systems without conducting anal-

ysis. We conduct analysis using data from eleven of thirteen root

letters, giving us a truly global view of how users interact with the

root DNS. We are aware of only one other study which looked at

how caching affects root DNS queries [44], but that study is old, is

limited to one recursive resolver, and does not place DNS queries

in the context of user experience.

Third, although TTLs of TLD records are two days, recursive

resolver implementations can be buggy. We noticed millions of

queries per day for TLD records being sent to the root letters by

some recursives (ğ4.3), and found a bug in the popular BIND recur-

sive resolver software that causes unnecessary queries to the roots

(Appendix E). Hence, making arguments about root DNS latency

requires careful analysis.

4.2 HowWe Measure Root DNS

Measuring how root DNS latency affects users poses several chal-

lenges. To put root DNS latency into context we must understand

(1) how user-application performance is affected when applications

make root queries, (2) how often end-hosts and recursive resolvers

interact with root DNS, given their caches, (3) what the latency is

from the anycast deployment, and (4) how these effects vary by loca-

tion and root letter. These challenges both motivate our subsequent

analyses and also highlight the limitations of prior work which do

not capture these subtleties of root DNS latency [23, 51, 58, 69].

Therefore, precisely determining how root DNS latency affects

users would require global, OS-level control to select recursives

and view OS DNS caches; global application-level data to see when

DNS queries are made and how this latency affects application-

performance; global recursive data to see caches, root queries, and

their latencies; and global root traces to see how queries to the

roots are routed. As of July 2021, only Google might have this data,

and assembling it would be daunting.

To overcome these challenges we take two perspectives of root

DNS interactions: local (close to the user) and global (across more

than a billion users). Our local perspective precisely measures how

root DNS queries are amortized over users browsing sessions, while

our global analysis estimates the number of queries users worldwide

execute to the roots.

4.3 Root DNS Latency Hardly Matter

Local Perspective: To obtain a precise measure of how root DNS

queries are amortized over a small population, we use packet cap-

tures of a recursive resolver at ISI (ğ2.1). We also measure from two

authors’ computers to observe how an individual user interacts

with the root servers (with no shared cache), since ISI traces do

not give us context about user experience. Data from two users

is limited, which is a reflection of the challenges we identified in

Section 4.2. However, these experiments offer precise measures of

how these authors interact with root DNS (which no prior work has

investigated), supplementing the global-scale data used for most of

the paper.

Using traces gathered at ISI, we calculate the number of queries

to any root server as a fraction of user requests to the recursive

resolver. We call this metric the root cache miss rate, as it approx-

imates how often a TLD record is not found in the cache of the

recursive in the event of a user query. It is approximate because

the resolver may have sent multiple root requests per user query,

and some root requests may not be triggered by a user query. The

daily root cache miss rates of the resolver range from 0.1% to 2.5%

(not shown), with a median value of 0.5%. The overall cache miss

rate across 2018 was also 0.5%. The particular cache miss rate may

vary depending on user querying behavior and recursive resolver

software, but clearly the miss rate is small, due to shared caches.

Appendix D shows the minimal impact root DNS latency has on

users of ISI and a CDF of DNS latency experienced by users at ISI.

Since the measurements at ISI can only tell us how often root

DNS queries are generated, we next look at how root DNS latency

compares to end-user application latency. On two authors’ work

computers (in separate locations), we direct all DNS traffic to local,

non-forwarding, caching recursive resolvers running BIND 9.16.5

and capture all DNS traffic between the user and the resolver, and

between the resolver and the Internet.

We run the experiment for four weeks and observe a median

daily root cache miss rate of 1.5% ś similar to but larger than the

cache miss rate at ISI. The larger cache miss rate makes sense,

given the local users do not benefit from shared caches. We also

use browser plugins to measure median daily active browsing time

and median daily cumulative page load time, so we can place DNS

latency into perspective. Active browsing time is defined as the

amount of time a user spends interacting with the page (with a 30

second timeout), whereas page load time is defined as the time until

the window.onLoad event. Median daily root DNS latency is 1.6%

of median daily page load time and 0.05% of median daily active

browsing time, meaning that root DNS latency is barely perceptible

to these users when loading web pages, even without shared caches.

In general, we overestimate the impact of DNS and root DNS latency

since DNS queries can occur as a result of any application running

on the authors’ machines (not just browsing).

Global Perspective: Towards obtaining a global view of how

users interact with the root DNS, we next look at global querying
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severed. According to both operator responses and publicly avail-

able sources, growth additionally stems from open hosting policies

[40, 62, 74] (almost any AS can volunteer to host a new site) and

from teaming up with large CDNs like Cloudflare. Root operator

responses about future plans for growth suggest that the increase

of root DNS sites will slow in the coming years.

With such decentralized deployment (in part by design to pro-

mote resilience), coordinated optimization of root DNS latency is

difficult, even if latency optimization were a goal. By contrast, Mi-

crosoft’s CDN is latency-sensitive and is centrally run. Operators

optimize and monitor latency, thereby minimizing inflation (ğ6)

with direct paths to many users (ğ7.1). Unlike some root letters,

Microsoft does not (externally) compare latency with other CDNs,

considering latency proprietary. Construction of new front-ends

often follows business needs to support new markets. These com-

mercial motivations contrast with the above root DNS reasons for

expansion, yet the number of front-ends for Microsoft’s CDN has

more than doubled in the past five years.

7.3.2 Other Anycast Systems. A key takeaway from our results

is that one cannot generalize our results to other systems using

anycast. Anycast must be assessed in the context of the system in

which it resides. Prior work took the results of one system (root

DNS) and assumed it applied generally to a technique (anycast)

which resulted in misleading conclusions [51]. It would be difficult

to even extend our results to systems with similar deployments,

since the degree to which performance improvements are due to

the deployment and the degree to which they are due to tuning of

route configurations is unknown [9].

Other systems using anycast include Akamai DNS authoritative

resolvers [1], Google Cloud VMs [32], and Google Public DNS

[31]. All of these services have different performance requirements

for users; i.e., they all want inflation to be "low" but how "low"

it needs to be depends on the application. For example, Google

Cloud VMs can host game engines which have much stricter latency

requirements than fetching HTTP objects. We hope future work

will take these considerations into account when assessing anycast.

8 RELATED WORK

Root DNS Anycast. Many prior studies look at latency and in-

flation performance in the root DNS [13, 51, 52, 67, 69]. Our work

builds on these studies, conducting analysis for nearly every root

letter and calculating inflation for millions of recursives in 35,000

ASes. These larger scale measurements offer broad coverage, en-

able comparisons among root letter deployments, and allow us to

assess inflation in the root DNS system as a whole. We also cal-

culate latency inflation differently than in prior work, which we

believe offers a useful, orthogonal picture of inflation, and calculate

inflation using the same methodology for both Microsoft’s and

root DNS, which allows us to compare inflation directly between

Microsoft’s CDN and root DNS (not possible with prior studies).

Finally, we place latency and inflation in the context of user experi-

ence, while prior work on the root DNS does not. Other prior work

looks at anycast’s ability defend against DDoS attacks [58, 67]; we

do not consider anycast’s performance in this context. Other prior

work discussed how ad-hoc anycast deployments can lead to poor

performance and load balancing and is an early study of inflation

in the root DNS [13]. Our work supports these conclusions and

uses them in a larger conversation about anycast in the context

of applications. We also confirm observations in prior work that

anycast site affinity is high [12], at least over the duration of DITL.

CDN Anycast. Some CDNs use IP anycast [16, 21, 30, 65, 75].

Some prior work looked at inflation in CDNs [16], finding it to

be similarly low. Our work presents a much larger study of la-

tency and inflation (more than twice as many front-ends, orders

of magnitude more users and measurements), updating the numer-

ical results and lending confidence to the result that inflation is

low; places performance metrics in the context of user experience;

compares performance to other systems that use anycast; and pro-

vides some evidence of how CDNs can keep inflation low. Other

prior work looked at how prefix announcement configurations

can impact the performance of an anycast CDN [54]. More recent

work has investigated how to diagnose and improve anycast perfor-

mance through measurements in production systems [17, 43, 76].

Concurrent work examined addressing challenges faced by CDNs,

proposing a scheme to decouple addressing from services that is

compatible with anycast [27]. Our work characterizes, rather than

changes, anycast CDN performance.

Recursive Resolvers, The Benefits of Caching, andWeb Performance.

Prior work has looked at statistics and latency implications of local

resolvers [18, 44]. We calculate similar statistics using recent data.

Some previous work looked at certain pathological behaviors of

popular recursives and the implications these behaviors have on

root DNS load times [34, 49, 73, 81]. We present additional patho-

logical behavior of a popular recursive in Appendix E. Many studies

characterize web performance and consider DNS’s role in a page

load [8, 11, 72], although none consider how root DNS specifically

contributes to page load time and how this relates to user experi-

ence. Recent work considers placing DNS in the context of other

applications but does not look at root DNS latency in particular [6].

9 CONCLUSION

While anycast performance is interesting in its own right, prior

studies have drawn conclusions primarily from anycast for root

DNS [51].We have shown that anycast operates differently in CDNs,

with less inflation. Differences stem from the impact the anycast

service’s latency and inflation has on user-perceived latency. Our

results show the importance of considering multiple subjects in

measurement studies and suggest why anycast continues to see

wide, growing deployment.
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