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ABSTRACT

Direct Numerical Simulation (DNS) is often used to uncover and highlight physical
phenomena that are not properly resolved using other Computational Fluid Dynamics
(CFD) methods due to shortcuts taken in the latter to cheapen the computational cost. In
this work, we use DNS along with interface tracking to take an in-depth look at bubble
formation, departure, and ascent through water. To form the bubbles, air is injected
through a novel orifice geometry not unlike that of a flute submerged underwater, which
introduces phenomena that are brought to light in conventional orifice studies. For
example, our single-phase simulations show a significant leaning effect wherein pressure
accumulating at the trailing nozzle edges leads to asymmetric discharge through the
nozzle hole, and an upward bias in the flow in the rest of the pipe. In our two-phase
simulations, this effect is masked by the surface tension of the bubble sitting on the nozzle
but can still be seen following departure events. After bubble departure, we see the
bubbles drift rapidly toward an ellipsoidal shape, which has been validated using
experiments. As the bubbles rise, we note that local variations in vertical velocity
component cause the bubble edges to flap slightly, oscillating between relatively low and
high velocities at the edges, causing them to respectively lag and lead the bulk bubble

mass.
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1 INTRODUCTION

There is a large body of work investigating two phase flow through submerged
orifices, both experimentally [1-8], and computationally [9-12]. However, all known
cases involve air inflow perpendicular to the plane of the orifice, typically vertical air
injections into a small chamber blocked off by a plate with a hole (orifice) drilled into it.
This geometry has a significant array of applications in industry, such as in bubble columns
and slurry reactors. While there are some studies with air inflow into moving water [3,6],
there is a lack of research done with air cross-flow into stagnant water.

Furthermore, research done on orifice flows often focus on orifices larger
than 1 mm in diameter, though there are exceptions [2,3,6,8,12]. We note a few reasons
for this: i) the difficulty in precisely drilling sub-millimeter orifices is a barrier to
performing this experimentally; even if such orifices could be machined, they would
restrict bulk flow by a large amount unless used in large numbers relative to the plate
area, which would inherently entangle the dynamics of each orifice to those adjacent to
it — limiting the scope of such studies to measuring bulk quantities [7]; ii) it is very difficult
to experimentally capture accurate two-phase information such as the bubble
shape/volume/location at sub-millimeter scales without significantly compromising
bubble integrity iii) the quality of computational fluid dynamics (CFD) codes with interface
tracking has only recently reached the point wherein such simulations can be performed
— these emergent capabilities have been first utilized to gain new insight into existing
problems, rather than as a tool to uncover novel scientific insights. Simmons et al. [12]

reviewed the progression of research in underwater bubble formation spanning 40 years,
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and noted that at the time (2015), for a millimeter-sized bubble, experiments were able
to capture and resolve pictures down to tens of microns, whilst “numerical methods have
thus far failed to capture [those] scales” [12]. In their discussion, they did not mention
any 3-D computational approach, so it is not surprising that the cited numerical methods
failed to aptly capture and resolve continuum mechanics at those scales. Moreover, the
real issue herein is not absolute scale resolution, but the dynamic range of scales resolved
in a cohesive dataset, whether through simulations or experiments. By just using a local
cluster (up to 640 processing cores, with typical runs using 256 cores), we have been able
to capture phenomena spanning three orders of magnitude — from tens of microns (at
the orifice) to centimeters above the orifice, and with modern supercomputing, we have
the capability to capture phenomena spanning four orders of magnitude. For example,
work by Fang et al. [13] studied bubbly flow with over 600 sub-millimeter sized bubbles
in a subchannel 10 centimeters long and a bulk mesh size of 30 microns using simulations
run on the Argonne Leadership Computing Facility (ALCF) machine “Mira” — which was
built in 2012 and was #3 fastest supercomputer in the world at that time.

Past experimental studies have almost exclusively examined orifices drilled into
flat surfaces [1,3—-8] as this is not only much easier to manufacture, but also fitting for
conventional applications. Past numerical studies [9-12] have ignored behavior below the
orifice, starting the computational domain at the orifice opening — unlike our domain,
which includes a well resolved region below the orifice. One study by Qu et al. [2] used
very thin submerged pipes (with inner diameters ranging from 0.11 mm to 0.24 mm).

Though these pipes were referred to as “micro-orifices” by the authors, it is unclear to
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what extent the dynamics of bubble formation observed therein would be comparable to
that of a traditional orifice, where all the inflow does not directly reach the orifice, instead
of causing air recirculation in the corners furthest from the opening (see Fig. 1). However,
laminar flow in the thin pipe configuration may produce results similar to our air cross-
flow configuration wherein we also expect no recirculation due to the opportunity for the
air to exit at the next orifice. We expect similar liquid recirculation behavior, particularly
as a bubble departs, but the authors in [2] did not look into this aspect of bubble
formation.

Our work simultaneously introduces three novel variations to the conventional
orifice problem: i) air cross-flow, wherein the air inflow is parallel to the plane of each
orifice; ii) small orifices, each orifice in this investigation has a diameter of 0.5 mm; iii) a
cylindrical orifice exterior, while this is largely a challenge for experimentalists, especially
with orifices of this scale, the curved surface could impact certain dynamics of bubble
formation, such as the local liquid flow around bubbles as they form. This work aims to
break new ground using direct numerical simulation (DNS) to uncover intricate, small-

scale fluid dynamics that occur in this novel orifice geometry.
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Fig. 1 Various orifice configurations: A. Conventional plate orifice B. Thin pipe as seen in
[2] C. Our configuration with air cross-flow.
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1.1 Background

The apparatus introduced here is a setup designed to efficiently treat water with
non-thermal plasma. Plasma-water treatment has been of increasing interest for various
applications, e.g. as a novel method to produce fertilizer from water and air [14], or for
the decomposition of contaminants in water, such as polyfluoroalkyl substances (PFAS)
[15], or pharmaceutical residuents [16]. The direct ignition of plasma in liquids is difficult
to achieve due to the large magnitude of electric field required — that which supersedes
practical limitations [17,18]. Stratton et al. [19] investigated the efficiency of different
plasma reactor concepts and found that the surface to volume ratio plays a major role for
the efficiency of plasma-based degradation of contaminants. Reactive species produced
by the plasma enter the liquid to react further with contaminants or to accumulate as
nitrates and nitrites, for example, in the case of plasma agriculture. By increasing the
volume to surface ratio, the transport of reactive species from the gaseous plasma phase
into the liquid can be increased. One possibility to achieve that is the introduction of gas
bubbles into the liquid. If a high voltage is applied to the bubble liquid mixture, a plasma
can be ignited in the bubbles. Computational investigations have shown that streamer
breakdown could occur in submerged bubbles of a much lower density (and higher
permittivity) than that of the surrounding fluid, such as air [20,21]. Prior studies have
shown that due to the difference in permittivity between water and air, an electric field
applied across a submerged bubble will be enhanced [20]. In addition, when an electric

field is applied across ellipsoidal bubbles with the longest axis parallel to field lines (see
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Fig. 2 Electric field concentration in bubbles due to permittivity differences and proximity
effects of adjacent bubbles.

Fig. 2), the field is even further enhanced when compared to that which would be
achieved with a spherical bubble of the same volume [21].

Computationally, resolving the liquid-gas interface exposed to an electric field is
challenging. As identified in the Plasma-Liquid Roadmap (2016) “simulation of liquid-gas
interfacial flows is a significant challenge due to the evolving, non-regular shapes and
moving boundaries across which density changes by several orders of magnitude.” Small
deformations which may be caused by the electric field and the required accuracy of
interface tracking complicate the implementation. Turbulence is typically not included in
plasma-liquid interaction models. DNS or large-eddy simulations are required to address
the periodic motion occurring at the plasma-liquid interface, which has not been
addressed by the community. The typical non-thermal, non-equilibrium plasmas are often

described by de-coupled approaches which works well in most cases [22-24].
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Sophisticated 3D models coupling computational fluid dynamics (CFD), electromagnetics,
plasma-surface interactions, and mixture-dependent thermodynamics have been
developed for thermal plasmas [25-27]. Computational fluid dynamics with fluid
dynamic-thermal-electromagnetic coupling have mostly been applied for high-power
plasma discharges which are or are close to (local) thermal equilibrium [28], for example
the CFD simulation of radio-frequency plasma torches or the 3D simulation of electric
welding [29,30]. Other CFD fluid models, such as nonPDPSIM [31], are limited to 2D
where the interface between plasma and liquid is static, and relegates the problem to
simple mass-transfer problem.

In many plasma-liquid interface models, the liquid is represented as a thin liquid
layer [32-36], or as droplets [37] . The interface between plasma and liquid is treated as
a mass-transfer problem. Limitations of the 2D approach can be observed when plasma
is ignited in bubbles in liquids. The bubbles have been treated as an ideal ellipsoid
[20,38,39] or elongated, compressed, and tilted [21]. Streamers in bubbles have similar
physics to filaments in a DBD. A close proximity of the liquid-gas boundary with steep
density and permittivity gradients causes surface-hugging streamers due to the refraction
of the electric field along the surface of the bubble. Small bubbles lead to streamers that
fill the whole bubble, since the streamer dimensions exceed the bubble dimensions. For
larger bubbles, the plasma covers the bubble surface, forming a surface-hugging
streamer, since the streamer dimensions are smaller than the bubble dimensions. It was
also observed that the streamer path depends on the gas composition within the bubble.

The performed simulations further indicate the possibility of transporting or
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communicating plasma streamers across multiple bubbles [40]. Overall, the shape and
size of the bubble has been identified as an important parameter for plasma breakdown
and formation. So far, realistic bubble shapes could not be studied computationally due
to the truly 3-dimensional approach and the accuracy required for precise interface
tracking.
1.2 Motivation

Multiphase systems with steep gradients consisting of plasma, gas, and liquid have
gained interest for various applications, e.g. for water purification [16,19,41—-43], for the
production of fertilizer for plasma agriculture [44-50] or as plasma-treated liquids for
medical applications [51-55]. The introduction of gas bubbles is of great interest because
it i) lowers the electric field required for plasma breakdown, and ii) it opens another
degree of freedom in this multiphase system that influences the plasma behavior.
Furthermore, bubbles are ubiquitous in liquids, and additional bubbles can be produced
throughout the liquid by energy transport at the plasma-liquid interface. Most of the
plasma-bubble-liquid multiphase research focused on single bubble systems in a pin-to-
plate geometry [56-58]. Both bubble shape and size were found to influence the
breakdown and ignition behavior. Theoretical approaches have focused on ideal bubble
shapes (ellipsoid) and have neglected three-dimensional realistic bubble shapes due to
their complexity.

The experimental apparatus introduced here is a setup designed to efficiently
treat water with plasma [44]. If a high voltage is applied to the bubble liquid mixture, a

plasma can be ignited in the bubble. Computational investigations have shown that
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streamer breakdown could occur in submerged bubbles of a much lower density (and
higher permittivity), such as air [20,21]. Prior studies have shown that due to the
difference in permittivity between water and air, an electric field applied across a
submerged bubble will be enhanced [20]. In addition, when an electric field is applied
across ellipsoidal bubbles with the longest axis parallel to field lines (see Fig. 2), the field
is even further enhanced when compared to that which would be achieved with a
spherical bubble of the same volume [21].

Another trivial way to concentrate an electric field is by utilizing geometric
attenuation in cylindrical geometry. Electrical field strength, like gravitational field
strength, has an inverse square relationship with distance from a point source. If the point
source were extended to a line source, the field strength would be inversely proportional
to the distance from the source. We can use this relation to inform an experimental setup
(described in Section 2.2), which forms the basis for the numerical setup described later
in Section 2.2 & 2.3.

2 PROBLEM DESCRIPTION
2.1 Methodology

We have used a highly scalable and capable flow solver — PHASTA - to obtain the
results in this work. PHASTA is a Parallel, Hierarchic, higher-order, Adaptive, Stabilized,
Transient Analysis flow solver that is able to simulate incompressible flows in three
dimensions on an unstructured grid using the finite element method (FEM). PHASTA has
been used and validated in the study of various physical phenomena, such as: i) bubble

formation through an injection port [10]; ii) bubble breakup [59,60]; iii) bubbly flows [61—

10
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63]. Since our work will investigate very similar phenomena, i.e.: i) bubble formation
through submerged orifices; ii) bubble detachment at these orifices; iii) bubbles rising
through a stagnant fluid; PHASTA is an excellent choice for this study.
2.1.1 Governing Equations

DNS codes such as PHASTA directly solve for the strong form of the Incompressible

Navier-Stokes equations (INS):
V-u=0 (1)

ou
p (—_+ g-Vg)= -VP+ VT + f=0
ot = = @)

= p (Vu+vuh)

1=

The continuum surface tension model developed by Brackbill et. al [64] is used to
compute the surface tension force as a volumetric force density smeared across the
interfacial region (and included as a body force in Eq. 2). Further numerical details can be
found in [65-67]
2.1.2 Level Set Method

We use the level-set method developed by Sussman et. al [68] and Sethian [69] to
track the interface. This method utilizes a signed distance function (¢) to track the
interface, where positive values of ¢ are indicative of the liquid phase and negative values
of ¢ are indicative of the gas phase. The interface exists where ¢=0, i.e. the zero level-

set. The distance function is advected according to the following equation:

a9
Py +u-Ve (3)
where u is the flow velocity vector.

11
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As the distance function accounts for the presence of both liquid and gas, the INS
equations are solved for only one fluid, whose properties such as density and viscosity,
are smeared across the interface using a smoothed Heaviside function H(¢p). The value of

any fluid property a is set as follows,

a(p) = aH(p) + a,(1 — H(¢)) 4)
where a; is the property value of the liquid and «, is the property value of the gas. The

smoothed Heaviside function is defined according to the interface thickness, € [68];

( 0, P < —e€ )
1 ¢ 1 (e
H@ =1 3 [1+g+gsm(?)]' lpl<e (5)
1, ¢ >e€
\ J

The solution of the distance function ¢, if only solved for using Eq. 3, will deteriorate over
time in areas of high velocity gradients or sharp turbulence. To remediate this, a re-
distancing equation is employed in between timesteps, details of which are discussed in
[70].
2.2 Geometrical Setup

The experimental setup is designed to produce scaling information for a wire-to-
cylinder plasma discharge, where the wire is a capillary (tube) that allows gas flow into
the water, and the cylinder is a grounded electrode wrapped around a glass cylinder. The

glass cylinder serves as dielectric barrier between driven (wire) and grounded (cylinder)

12
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electrode. As described in section 1.2, the wire-to-cylinder geometry is favorable for the
distribution of electric field lines, which will be centered with high electric field strength
around the driven electrode, i.e. the outlet of the gas flow. The capillary that serves as
driven electrode has an inner diameter of 1 mm and is composed of stainless steel, with
five equidistant orifices serving as openings for bubbles to form. Varying bubble shapes
and sizes offer the possibility to adjust the required voltage for the plasma breakdown
and will have an impact on the resulting chemistry in the bubble-liquid mixture. Further,
it allows the fundamental investigation of plasma breakdown mechanisms in bubbles in
liquids dependent on the bubble size and shape. Thus, a detailed understanding of the
bubble formation and the impact of the capillary, the hole geometry, as well as the gas
flow dynamics on the bubble formation is investigated in a simpler setup with flat glass
panes forming a cuboid as that will allow for better optical analysis of the bubbles.

The setup for the simulations mirrors the previously described experimental
setup, which is essentially a regular cuboidal tank with water filled up to 50 mm above
the air inflow tube. The air inflow tube is a cylindrical metal pipe with five orifices drilled
into it, each 0.5 mm in diameter and 10 mm apart (center-to-center). The tube itself has
a1l mml.D.and an O.D. of 1.5875 mm (1/16 in.). Air flows horizontally into the tube and
vertically upwards into the tank (see Fig. 3). Having a small vent rather than an open top
tremendously saves on computation costs as we need to resolve a much smaller interface,
allocating more computational elements in areas where fluid dynamics is critical, i.e. at
and above each orifice. Thus, there is a small air vent (10x10x20 mm) at the top of the

tank directly above the first two orifices in the pipe. The vent is off the center of the

13
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Fig. 3. Computational domain: A. 3-D model B. Zoom in on inner air tube

domain (i.e. not directly above the third orifice) so as not to artificially interfere with
phenomena at and around the orifices.
2.3 Computational Mesh Design

The computational domain (Fig. 3) was filled with unstructured mesh elements
(tetrahedra) of various sizes depending on the proximity to the orifices (Fig. 4). The mesh
was refined in cylindrical regions leading into each orifice, with much larger refinement
regions present around orifices where bubble formation is expected (i.e. the first orifice
for two-phase flow at 50 mL/min). Key features of this mesh are enumerated in Table 1.
2.3.1 Mesh Verification

While these mesh parameters were based on iterative testing to strike a balance
between having enough resolution to capture bubble departure and being small enough
to run at a reasonable pace on our local cluster, we have conducted a grid convergence

study to show potential impact of further refinement or coarsening of the mesh on the

14
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Table 1. Mesh parameters

Parameter Value
Total number of mesh elements 4,197,675
Elements across orifice 18
Elements across inner pipe 12
. Elements across diameter 22
Reg;on Element Size 166.7 pm
Vertical Height (above nozzle) 24,000 um
. Elements across diameter 42
Reg:on Element Size 83.3 um
Vertical Height (above nozzle) 3,400 um
. Elements across diameter 42
Re3g;on Element Size 41.7 um
Vertical Height (above nozzle) 150 pm
* See Fig. 4

bubble volume representation. These simulations were setup in a reduced version of the

domain maintaining the water height (and thus, the hydrostatic pressure) and the

dimensions of the pipe, but with only one orifice. Five cases were setup, wherein the size

each of the elements in the focus area around the nozzle (i.e. the view seen in Fig. 4),

were multiplied by a fraction of the base value (0.63, 0.79, 1.00, 1.26 and 1.59).

Y M s Y I

1N/

it

NS FRRARRRRY

Fig. 4 Slice of computational mesh showing three critical successive cylindrical refinement
regions: A. Front View (vertical slice across the midplane of the pipe) B. Top View
(horizontal slice 1 mm above the center of the pipe, shown by the white dotted line in A).

15
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These numbers were chosen so that the relative volume of the average tetrahedra
formed would be 25%, 50%, 100%, 200% and 400%, respectively. Simulations were run
with the same air inflow rate as the two-phase simulations in the results section (50
mL/min) until a few hundred time steps after the point of detachment of the first bubble,
with results are presented in Table 2 and Table 3.

One aspect of what we looked at is how the mesh resolved the gas volume under
both static and dynamic conditions (Table 2). The static condition was simply the initial
condition and the volume of gas at the first timestep of each simulation was measured.
The dynamic gas volume growth as determined by looking at how good the mesh was at
mitigating the mass loss during the bubble injection process (a well-known issue in the
level set method) [71]. To do so, we took the difference between the total gas volume
500 timesteps after breakup occurred and the total gas volume 500 timesteps after the
initialization was completed (spanning several thousand timesteps depending on the

mesh, or 30-45 ms of simulation time).

Table 2. Static and Dynamic Gas Volume Resolution based on Grid Volume

Relative Start Volume Added Volume Added Effective

Element Volume (Theory) (Practice) % Difference Flow Rate

Volume [mm’] [mm?] ? [mm?] [mm?/s]
400% 7.92 33.28 17.95 -46.1% 436.5
200% 7.96 37.89 27.00 -28.7% 578.5
100% 7.97 30.14 23.38 -22.4% 630.1
50% 7.98 27.82 21.96 -21.0% 644.7
25% 7.98 25.15 21.83 -13.2% 712.8

?Based on the inflow rate numerically measured near the inlet

16
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Table 3. Effect of Mesh Resolution on Initial Bubble Formation

Relative Bulk Element Relative Detachment  First Bubble Number of
Element Edge Size [mm] Element Time [ms] Volume [mm?®] Elements"®
Volume? Edge Size*
400% 8.46 1.59 54.20 24.23 653,933
200% 6.72 1.26 59.95 33.20 1,149,194
100% 5.33 1.00 50.36 31.58 1,937,951
50% 4.23 0.79 47.07 30.79 3,236,166
25% 3.36 0.63 43.73 30.67 5,751,417

Relative to the main mesh used in this study (shown in Figure 4) in a truncated version of the domain
described in Table 1.

"Due to the way the far-field elements were created (outside of the interest area), the number of elements
does not scale exactly with relative element volume.

Due to the multi-tiered nature of the mesh (see Fig. 4) and the physics involved,
simply looking at mass conservation is not enough. In addition, the bubble departure
volume was examined as a parameter more heavily based on physics. A closer look at
detachment times shows bubbles steadily departing earlier the finer the mesh (excepting
that seen in the coarsest mesh). However, since the bubbles detach earlier the finer the
mesh is, those bubbles end up being smaller. The most likely reason for this is that the
finer mesh is able to resolve the undercurrent of water that pinches the bubble to cause
detachment.

As we see in the results shown in Table 3, it is clear that the volume of the first
bubble formed slowly converges to a value around 30.7 mm?3. In fact, the diameter of the
bubble in the most-refined mesh (3.88 mm) is only about 10% greater than that predicted
(3.51 mm) using the model developed by Gaddis & Vogelpohl based on a force balance at
the orifice [72]. While close, this is certainly not an exact result. We attribute this minor
difference to a combination of three factors: i) Gaddis & Vogelpohl based their theory on
a nozzle shaped like that in Fig. 1B with negligible nozzle thickness, rather than that in our

simulations (Fig. 1C) with considerable surface area for the interface to slide on; ii) Gaddis
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Fig. 5 First bubbles to depart at various mesh sizes going from coarsest (left) to finest
(right), with detailed parameters present in Table 3.

& Vogelpohl assumed that there would be no residual gas at the nozzle after bubble
detachment (i.e. that the nozzle would be nearly flush), which is not the case in our
simulations (Fig. 5); iii) Gaddis & Vogelpohl assumed that spherical bubbles would form,
but in our simulations we see non-spherical bubbles.

A mesh sensitivity study, including the computation of the grid convergence index
(GCI) [73] has been performed using the middle three meshes from the above tests (Table
4) — one courser than that used in the main results section, and one finer. We note an

12

order of convergence of 3.11, and monotonic asymptotic convergence with GClg5, =

5.79% and GCI%3 . = 2.98%.

fine

Table 4. Mesh Sensitivity of Initial Bubble Volume

Mesh 1 Mesh 2 Mesh 3
Total Number of Elements 1,149,194 1,937,951 3,236,166
First Bubble Volume [mm?] 33.2 31.6 30.8
Relative Error || 4.88% 2.50%
GClfine 5.79% 2.96%
Order of Convergence, p 3.11

18
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3 RESULTS & DISCUSSION
3.0 Validation

The experimental setup described in Section 2.2 was used to obtain quantitative
results to provide validation for the simulations. As described in Section 1.2 and illustrated
in Fig. 2, obtaining, and manipulating bubble shapes are critical to this study. Thus,
experimental data collection also focused on capturing bubble profiles.

Images were taken using a DSLR camera (Canon EOS 6D) and evaluated using
Matlab. The DSLR is placed at the lens’s closest focusing distance (45 cm) away from and
centered on the capillary. To capture bubble shape with as little blurring as possible the
DSLR is set to the quickest shutter speed (1/4000 s) and largest aperture (f/4). To
illuminate the bubbles an 800 lumen LED backlight (CREE LMH?2) is positioned behind the
apparatus with a diffuser. To process the images several frames of the experimental setup
are captured without bubbles flowing. These images are used as a pseudo-flat-field image
to correct for intensity reduction around the perimeter of the LED backlight. To ensure
consistent framing of each image the DSLR is controlled remotely and triggered to shoot
in continuous mode — capturing an image every 220 ms (4.5 fps). All images are loaded
into Matlab where they are cropped, subtracted from the “flat-field-frames”, converted
to binary (black & white), and filled to capture the geometry (Fig. 6). Each bubble in each
image can then be fitted to an ellipse to extrapolate major and minor axes, area (total
number of pixels), axis-tilt, and position in the image. Area is calculated assuming an

elliptical shape with the measured axes and compared to the observed area in pixels to
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Fig. 6 Processing of experimental bubble trains with an air inflow of 50 mL/min. (A) The
original image is subtracted from a biasing image to (B) extract only the bubbles from the
image . (C) The processed image is converted to binary and inverted. (D) The “holes” are
filled in by MatLab and colored to identify the bubble.

determine bubble deviation away from ellipticity. Likewise, volume must be extrapolated
under the assumption of azimuthal symmetry and oblate ellipsoidal bubbles.

For time resolved data, an Apple iPhone XS camera is used to capture slow-motion
video of the bubbles at the 240 fps capture setting. Due to the variable frame rate (VFR)
of the video encoder used for this device the average, minimum, and maximum
framerates must be determined from the metadata of each file. On average this device
captures 240.19 + 26.60 fps, or 4.1634 + 0.4621 ms between frames\average framerate
and error were calculated for each video. The lower image resolution of the video (720p)
as compared to the DSLR results in a loss of spatial data. At the distance of image capture
(45 cm), this results in a reduction in resolution from roughly 25 um per pixel (Canon EOS
6D) to 110 um per pixel (iPhone XS). Each frame of the video can be exported as an image

file and run through Matlab in the same manner as the still images. To calculate

differential volume of bubble formation the Matlab output data for each frame can
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extract the bubble at the nozzle position (minimum y-position) and used to plot the
calculated volume at each time-step between frames. As such, the slow-motion feature
must be used when capturing time-resolved behavior at flows greater than 5 mL/min,
otherwise, the spatial resolution captured through the DSLR is used to determine cross-
sectional area, ellipticity deviation, position, and calculated volume (Table 5). From the
spatially resolved data the major/minor diameters and eccentricity of the fitted ellipse of
each bubble can be plotted as a function of distance from the nozzle (Fig. 7, Fig. 8). The

eccentricity is a parameter of an ellipse that characterizes its shape,

e = /1_192/(12 (6)

where a is the major-axis radius, and b is the minor-axis radius. A circle has an eccentricity
of e = 0 and a straight line (b = 0) has an eccentricity of e = 1. The shape of the bubbles
from experiment show a consistent evolution and size from formation to detachment and
as they traverse to the surface. During formation, bubble size increases linearly with a=b,
while after detachment major (a) and minor (b) radii diverge and eccentricity reaches a
constant value around e = 0.9.

Table 5. Spatial Data Generated by Bubble Imaging

position? aP be Ameas®  Aca®  Vead  Ellipse Deviation
[mm] [mm] [mm] [mm? [mm? [mmd] [% difference]
(4.896,2.874) 1.544 1281 6.113 6212 12788 1.601
(4.765,7.817) 1923 1.064 6331 6.428 16477 1.513
(4.555,17.05) 2.005 0914 5.758 5.758 15.388 0.864
(4.199,27.69) 2292 0.825 5.722 5941 18.156 3.687
(1.797,38.55) 2.148 1.091 7.307 7.358 21.068 0.685

2 ((z,y) positions from the first orifice)

® (major axis of ellipse imposed over bubble)

¢ (minor axis of ellipse imposed over bubble)

4 (area calculated by pixel count of filled section of bubble)

¢ (area calculated for axes, A=mab)

f (volume of bubble calculated assuming azimuthally symmetric oblate ellipsoid V = (4/3) a- Ameas)
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Fig. 7 Plot of major and minor diameters of the fitted ellipse of individual bubbles as a
function of distance from the nozzle. The detachment region is highlighted in green.
Bubble images are superimposed at the distances at which they appear in a single frame.
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Fig. 8 Plot of the eccentricity of a fitted bubble as a function of vertical distance from the
nozzle. The detachment region is highlighted in green. The shape of an ellipse is illustrated
next to the corresponding eccentricity.
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3.1 Single Phase Air Flow Through the Domain

In order to enhance our understanding of how this orifice configuration may affect
the fluid dynamics of the system, we conducted a single phase simulation with air inflow
at 200 mL/min, allowing the air to pass through the entire domain several times before
capturing results. Before entering any orifices, the air velocity in the pipe formed a
parabolic profile (Fig. 9, Fig 10a). However, the air directly following the first orifice was
biased towards the top side of the tube (Fig. 10b). This can be explained by the localized
pressure build-up at the bottom-right side of the first orifice (Fig. 11). This behavior is
consistently noted at all five orifices (Fig. 10, Fig. 11), albeit to lesser extents as the flow
escapes through the orifices. We can see the trend in flow attenuation across the orifices
in Table 6 — where 50% of the flow ejects through the first two orifices and only 0.07% of
the flow remains as recirculation past the fifth orifice.

Upon closer examination of Fig. 9, we can see that the jets produced from the
orifices do not follow a trajectory that is fully perpendicular to the inflow axis. Instead, a
slight deviation towards the inflow direction (i.e. the positive z axis) is observed. This
deviation in jet flow is most pronounced in the first orifice, where the pressure buildup is
also most pronounced (Fig. 11), and regresses slowly towards a vertical line as the flow
escapes through the orifices and the pressure effect is less pronounced. This effect also

comes into play in our two-phase simulations.
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Fig. 9 Single phase flow distribution along the pipe.

Table 6. Single Phase Flow Distribution Within the Pipe

Flow Rate Flow Rate [% of
7z [m] <v>[m/s] Re [ml/min] inflow]
-0.025 4.14 269.75 200.00 100.00%
-0.015 2.99 195.04 144.61 72.31%
-0.005 2.03 132.31 98.10 49.05%
+0.005 1.23 80.36 59.58 29.79%
+0.015 0.57 37.48 27.79 13.90%
+0.025 0.00 0.19 0.14 0.07%

2 (where z = -0.02 is the position of the first orifice, and z =+0.02 is the position of the fifth orifice)
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Fig. 10 Single phase flow distribution at various cross-sections. From top to bottom, left
to right, the cross section positions are: z = -0.021, -0.019, -0.015, -0.011, -0.009, -0.005,
-0.001, +0.001, +0.005, +0.009, +0.011, +0.015, +0.019, +0.021.

25



Journal of Fluids Engineering

Gauge Pressure (Pa)

-1675 244 2062
[EERATE T

Fig. 11 Gauge pressure at each orifice during single phase flow.
3.2 Bubble Formation

The bubble formation process with air inflow of 50 mL/min was found to be
remarkably consistent (Fig. 12), excepting the formation of the first two bubbles. This can
be accounted for by noting that: i) the initialization process may have been sufficient to
fully stabilize the first bubble to depart; ii) the first bubble to depart has no wake above
it; iii) the second bubble to depart experiences the wake of the first departed bubble,
which is unsteady because the first bubble has no wake above it. By the time the third
bubble departs, the wake stream has stabilized enough such that repetitive behavior can
be observed, which is seen quantitatively in Table 7. Close examination of the bubbles
that trail departure events 1-8 (Fig. 13) shows successive leaning, like the phenomena

observed in Fig. 9, but to a much lesser extent.

101.7ms 157.6ms 205.4ms 254.5ms 303.1ms 351.9ms 4004ms 448.1ms
Fig. 12 Bubble Departure for eight successive bubbles at 50 mL/min
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Table 7. Bubble Formation Characteristics at 50 mL/min

Bubble Number
1 2 3 4 5 6 7 8
Formation Time
[ms] 101.7 559 478 49.1 48.6 48.8 48.5 47.7
Expected Volume?
[mm?] 84.8 46.6 39.8 409 40.5 40.7 404 39.8
Simulation Volume
[mm?] 36.3 36.3 334 336 333 33.6 33.2 333

Mass defect (%) S7%  -22%  -16%  -18% -18% -17%  -18% -16%

* Assuming that all of the air inflow contributes to the volume of the bubble at the first orifice

3.3 Bubble Evolution After Departure
3.3.1 Increase in eccentricity

As the bubbles form and rise, we see a clear trend in the bubble shape: an increase
in the eccentricity of the bubbles. Since eccentricity is typically defined for a 2D ellipse,
and the bubbles we see represent oblate spheroids (b>a, a=c) (Fig. 7), we can use a

modified form of Eq. 6 to represent the eccentricity of our bubbles,

where a is the major-axis radius, and b is the minor-axis radius, and c is the secondary
major axis (perpendicular to b). Note at the radii a, b, and c are calculated along the co-

ordinate axes X, y, and z respectively. In order to capture imperfections in the bubble

Fig. 13 Progressive leaning of remnant bubbles after departure events 1-8 (from left to
right). The dotted line is parallel to the outermost edge of the nozzle in this plane. Each
subsequent bubble progressively leans further to the right so while the tip of bubble #1 is
nearly above the center of the nozzle, the tip of bubble #8 is just over the outermost edge
of the nozzle.
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shape with respect to the co-ordinate axes, we can use the following equation:

Vsimulation

(%-71 ~abc)

Rimperfect =

(8)

where a value of unity for Rynperfect represents a perfect ellipsoid, whose axes are
aligned along co-ordinate axes. As the bubbles rise, we see an overall decreasing trend in
Rimperrect (Fig. 14). The greatest decrease in this parameter is seen within after the first
ten milliseconds of departure (after the bubbles have travelled on average 2 mm
vertically), which is when the bubble are seeing the greatest increase in eccentricity, and

are thus experiencing the most deformation.
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Fig. 14 Plot showing the decrease in alignment along cartesian axes during bubble
ascension. Data points for each bubble are extracted every 10 milliseconds of simulation
time.
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We also note that as the local vertical velocity within the rising bubbles is not
homogenous (Fig. 15); instead, oscillations can be observed between locally higher
velocities on the edges with lower velocities in the midframe (frames 2,4, and 6 of Fig.
15), and higher velocities in the midframe (frames 1,3, and 5 of Fig. 15). When a bubble
forms, the bulk velocity is in the bubble midframe, pushing it upward until it experiences
increased resistance due to drag. At this point, the momentum of the bubble is diverted
to the edges, which then rise above the bulk bubble mass subsequently causing them to
experience more drag, and slow down, allowing the bulk mass to carry the bubble

momentum once again.

velocity Y (m/s)

-0.20 0.1 0.4 0.70
I&III\I\!IL|H\\I_H‘\IIII\IL\I

Fig. 15 Successive snapshots of a rising bubble. The velocity scale has been selected to
highlight the local velocity changes within and around the bubble, thus the velocity
gradient at the nozzle is not visible. This figure tracks the position of bubble #3 for 60 ms,
with 10 ms passing in between each frame. Bubble # 2 is visible in the first 2 frames, and
the formation and departure of bubble #4 can also be seen.
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3.3.2 Bubble velocity components

The bulk of the bubble velocity is directed in the vertical direction (Fig. 16), with
1-5% of the bubble velocity in the tangential directions (Fig. 17). We note that while the
bubbles do not quite reach terminal velocity, each successive bubble is slightly faster on
average —this is likely due to the increased development of the wake region, allowing the
bubble to flow upward more easily. While the variations in the X direction (normal to slice
in Fig. 2B) appear stochastic, there is a noticeable trend in the Z velocities (Fig. 17). In
particular, the Z velocities increase in the -Z direction (to the left looking at the plane in
Fig. 2B or Fig. 15). This deviation did not occur as a direct result of the flow bias in the
system (due to the inflow being in the +z direction, or to the right in Fig. 2B & Fig. 15), but
rather, is likely to have occurred due to a stochastic result exacerbated by stabilization in
the bubble wake. That is, when one bubble departs significantly in a certain direction,
others are more likely to follow. This is clearly seen in Fig. 18, which shows the bubble
positions relative to the nozzle in the X and Z directions. For the first 10 millimeters of
rising, the bubbles follow a very consistent trajectory, likely where the wake is most well-
established. Past that point, stochastic variations in bubble velocity are able to steer to

bubble away from the “comfort” of any pre-established wake region.
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4 CONCLUSIONS

In this study, we have investigated bubble formation in a novel variation of the
conventional orifice problem: through a cylindrical pipe submerged in water with 0.5 mm
holes drilled into it with air injected into through the side at 50 mL/min (Fig. 2B). At this
flow rate, bubbles only came out of the first of five nozzles in both experiments and
simulations. Bubble eccentricity sharply rose as soon as each bubble departed and
approached an asymptote around e = 0.9. As the bubbles rose, imperfections also grew,
causing the bubbles to deviate slightly away from a perfect ellipsoidal shape. Though the
bubbles did not reach terminal velocity, there was a distinct flapping of the bubble edges
throughout their ascent, due to periodic variations in the local velocities inside the
bubble. Bubble wakes were seen to influence subsequent bubbles by i) allowing them to
reach slightly higher vertical velocities and ii) stabilizing paths not necessarily
perpendicular to the orifice.
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NOMENCLATURE

a Major axis radius for an ellipse (or ellipsoid)
b Minor axis radius for an ellipse (or ellipsoid)
c Second major axis radius for an ellipsoid (prolate spheroid)
e Eccentricity of an ellipse

€bub Equivalent eccentricity of an oblate spheroid
f Body forces
H Smoothed Heaviside function
P Pressure field

Ratio of bubble volume measured from a simulation to that calculated

Rimperfect using assuming the bubble is an oblate spheroid aligned along
coordinate axes
t Time
u Velocity vector
Vsimulation Bubble volume measured from a simulation
|
o Generic fluid property variable
€ Gas-Liquid interface thickness
U Dynamic viscosity
[0) Distance function for interface tracking
o Density
T Viscous stress tensor
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Figure Caption List

Fig. 1

Various orifice configurations: A. Conventional plate orifice B. Thin pipe
as seen in [2] C. Our configuration with air cross-flow.

Fig. 2

Electric field concentration in bubbles due to permittivity differences and
proximity effects of adjacent bubbles.

Fig. 3

Computational domain: A. 3-D model B. Zoom in on inner air tube.

Fig. 4

Slice of computational mesh showing three critical successive cylindrical
refinement regions: A. Front View (vertical slice across the midplane of
the pipe) B. Top View (horizontal slice 1 mm above the center of the
pipe, shown by the white dotted line in A).

Fig. 5

First bubbles to depart at various mesh sizes going from coarsest (left) to
finest (right), with detailed parameters present in Table 3.

Fig. 6

Processing of experimental bubble trains with an air inflow of 50 mL/min.
(A) The original image is subtracted from a biasing image to (B) extract
only the bubbles from the image . (C) The processed image is converted
to binary and inverted. (D) The “holes” are filled in by MatLab and
colored to identify the bubble.

Fig. 7

Experimental Images: A. Raw image B. Processed image after dividing
out “flat-field images” C. Image after thresholding to binary and pixel
inversion D. Image after “fill hole” command and coloring individual fill
regions.

Plot of the eccentricity of a fitted bubble as a function of vertical distance
from the nozzle. The detachment region is highlighted in green. The
shape of an ellipse is illustrated next to the corresponding eccentricity.

Fig. 9

Single phase flow distribution along the pipe

Fig. 10

Single phase flow distribution at various cross-sections. From top to
bottom, left to right, the cross section positions are: z =-0.021, -0.019, -
0.015, -0.011, -0.009, -0.005, -0.001, +0.001, +0.005, +0.009, +0.011,
+0.015, +0.019, +0.021.

Fig. 11

Gauge pressure at each orifice during single phase flow

Fig. 12

Bubble Departure for eight successive bubbles at 50 mL/min

Fig. 13

Progressive leaning of remnant bubbles after departure events 1-8. The
dotted line is parallel to the outermost edge of the nozzle in this plane.
Each subsequent bubble progressively leans further to the right so while
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the tip of bubble #1 is nearly above the center of the nozzle, the tip of
bubble #8 is just over the outermost edge of the nozzle.

Fig. 14

Plot showing the decrease in alignment along cartesian axes during
bubble ascension. Data points for each bubble are extracted every 10
milliseconds of simulation time.

Fig. 15

Successive snapshots of a rising bubble. The velocity scale has been
selected to highlight the local velocity changes within and around the
bubble, thus the velocity gradient at the nozzle is not visible. This figure
tracks the position of bubble #3 for 60 ms, with 10 ms passing in
between each frame. Bubble # 2 is visible in the first 2 frames, and the
formation and departure of bubble #4 can also be seen.

Fig. 16

Increase in bubble rise velocity during bubble ascent

Fig. 17

Variation in tangential components of bubble velocity (X - blue and Z -
green) about the nozzle center

Fig. 18

Tangential deviation in bubble center of mass about the nozzle center
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Fig. 1 Various orifice configurations: A. Conventional plate orifice B. Thin pipe as seen in
[2] C. Our configuration with air cross-flow
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Fig. 2 Electric field concentration in bubbles due to permittivity differences and
proximity effects of adjacent bubbles
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Fig. 3 Computational domain: A. 3-D model B. Zoom in on inner air tube
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Fig. 4 Slice of computational mesh showing three critical successive cylindrical
refinement regions: A. Front View (vertical slice across the midplane of the pipe) B. Top

View (horizontal slice 1 mm above the center of the pipe, shown by the white dotted

linein A).
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Fig. 5 First bubbles to depart at various mesh sizes going from coarsest (left) to finest
(right), with detailed parameters present in Table 3.
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Fig. 6 Processing of experimental bubble trains with an air inflow of 50 mL/min. (A) The
original image is subtracted from a biasing image to (B) extract only the bubbles from
the image . (C) The processed image is converted to binary and inverted. (D) The “holes”
are filled in by MatLab and colored to identify the bubble.
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Fig. 7 Plot of major and minor diameters of the fitted ellipse of individual bubbles as a
function of distance from the nozzle. The detachment region is highlighted in green.
Bubble images are superimposed at the distances at which they appear in a single

frame.
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Fig. 8 Plot of the eccentricity of a fitted bubble as a function of vertical distance from the
nozzle. The detachment region is highlighted in green. The shape of an ellipse is
illustrated next to the corresponding eccentricity.
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Fig. 9 Single phase flow distribution along the pipe
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Fig. 10 Single phase flow distribution at various cross-sections. From top to bottom, left
to right, the cross section positions are: z = -0.021, -0.019, -0.015, -0.011, -0.009, -0.005,
-0.001, +0.001, +0.005, +0.009, +0.011, +0.015, +0.019, +0.021.
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Fig. 11 Gauge pressure at each orifice during single phase flow
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Fig. 12 Bubble Departure for eight successive bubbles at 50 mL/min
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Fig. 13 Progressive leaning of remnant bubbles after departure events 1-8. The dotted
line is parallel to the outermost edge of the nozzle in this plane. Each subsequent bubble
progressively leans further to the right so while the tip of bubble #1 is nearly above the
center of the nozzle, the tip of bubble #8 is just over the outermost edge of the nozzle.
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Fig. 14 Plot showing the decrease in alignment along cartesian axes during bubble
ascension. Data points for each bubble are extracted every 10 milliseconds of simulation
time.
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Fig. 15 Successive snapshots of a rising bubble. The velocity scale has been selected to
highlight the local velocity changes within and around the bubble, thus the velocity
gradient at the nozzle is not visible. This figure tracks the position of bubble #3 for 60 ms,
with 10 ms passing in between each frame. Bubble # 2 is visible in the first 2 frames, and
the formation and departure of bubble #4 can also be seen.
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Fig. 17 Variation in tangential components of bubble velocity (X - blue and Z - green)
about the nozzle center.
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Fig. 18 Tangential deviation in bubble center of mass about the nozzle center.
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Table 1. Mesh Parameters

Parameter Value
Total number of mesh elements 4,197,675
Elements across orifice 18
Elements across inner pipe 12
) Elements across diameter 22
Rezlg:on Element Size 166.7 um
Vertical Height (above nozzle) 24,000 pm
) Elements across diameter 42
Reg;on Element Size 83.3 um
Vertical Height (above nozzle) 3,400 pm
) Elements across diameter 42
Resg;on Element Size 41.7 pm
Vertical Height (above nozzle) 150 pum
2 See Fig. 4
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Table 2. Static and Dynamic Gas Volume Resolution based on Grid Volume

Relative  Start Volume Added Volume Added Effective
Element Volume (Theory) (Practice) % Difference Flow Rate
Volume [mm’] [mm?3] ? [mm?] [mm?/s]
400% 7.92 33.28 17.95 -46.1% 436.5
200% 7.96 37.89 27.00 -28.7% 578.5
100% 7.97 30.14 23.38 -22.4% 630.1
50% 7.98 27.82 21.96 -21.0% 644.7
25% 7.98 25.15 21.83 -13.2% 712.8

“Based on the inflow rate numerically measured near the inlet
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Table 3. Effect of Mesh Resolution on Initial Bubble Formation

Relative Relative

Element Bulk lillement Element De.tachment First Bubble3 Number obf

Volume* Edge Size [mm] Edge Size® Time [ms] Volume [mm°] Elements
400% 8.46 1.59 54.20 24.23 653,933
200% 6.72 1.26 59.95 33.20 1,149,194
100% 5.33 1.00 50.36 31.58 1,937,951
50% 4.23 0.79 47.07 30.79 3,236,166
25% 3.36 0.63 43.73 30.67 5,751,417

Relative to the main mesh used in this study (shown in Figure 4) in a truncated version of the domain

described in Table 1.
"Due to the way the far-field elements were created (outside of the interest area), the number of elements
does not scale exactly with relative element volume.

64



Journal of Fluids Engineering

Table 4. Mesh Sensitivity of Initial Bubble Volume

Mesh 1 Mesh 2 Mesh 3
Total Number of Elements 1,149,194 1,937,951 3,236,166
First Bubble Volume [mm?] 33.2 31.6 30.8
Relative Error || 4.88% 2.50%
GClfine 5.79% 2.96%
Order of Convergence, p 3.11
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Table S. Spatial Data Generated by Bubble Imaging

position® aP b¢ Ameas®  Aca® Vel  Ellipse Deviation
[mm] [mm] [mm] [mm? [mm?] [mm?] [% difference]
(4.896,2.874) 1.544 1281 6.113 6212 12788 1.601
(4.765,7.817) 1.923 1.064 6331 6.428 16477 1.513
(4.555,17.05) 2.005 0914 5.758 5758 15.388 0.864
(4.199,27.69) 2292 0.825 5.722 5941 18.156 3.687
(1.797,38.55) 2.148 1.091 7307 7.358 21.068 0.685

2 ((z,y) positions from the first orifice)

b (major axis of ellipse imposed over bubble)

¢ (minor axis of ellipse imposed over bubble)

4 (area calculated by pixel count of filled section of bubble)

¢ (area calculated for axes, A=nab)

f (volume of bubble calculated assuming azimuthally symmetric oblate ellipsoid V = (4/3) a* Ameas)
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Table 6. Single Phase Flow Distribution Within the Pipe

Flow Rate Flow Rate [% of

7' [m] <v>[m/s] Re [ml/min] inflow]

-0.025 4.14 269.75 200.00 100.00%
-0.015 2.99 195.04 144.61 72.31%
-0.005 2.03 132.31 98.10 49.05%
+0.005 1.23 80.36 59.58 29.79%
+0.015 0.57 37.48 27.79 13.90%
+0.025 0.00 0.19 0.14 0.07%

2 (where z = -0.02 is the position of the first orifice, and z =+0.02 is the position of the fifth orifice)
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Table 7. Bubble Formation Characteristics at 50 mL/min

Bubble Number
1 2 3 4 5 6 7 8
Formation Time
[ms] 101.7 559 478 49.1 48.6 48.8 48.5 47.7
Expected Volume?
[mm?] 84.8 46.6 39.8 409 40.5 40.7 404 39.8
Simulation Volume
[mm?] 36.3 36.3 334 336 333 33.6 33.2 333

Mass defect (%) S7%  -22%  -16%  -18% -18% -17%  -18% -16%

* Assuming that all of the air inflow contributes to the volume of the bubble at the first orifice
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