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Abstract—The increasing number of products is the trend
of current industry. However, the product development process
is significantly limited by budget and testing risk. Recently,
digital twin has emerged as a promising industrial paradigm that
provides an integrated and cohesive view of the product design
process. In this paper, we propose a product design framework
for Internet of Things (IoT) platforms, namely Digital Twin-aided
IoT Platform Design (DTIPD). This framework considers a large
number of IoT devices performing different tasks with machine
learning (ML) technologies. Each IoT device constructs a par-
ticular ML-based model that deals with its task automatically
by feeding related data with labels. The challenges of large-
scale network management and ground truth shortage at the
initial stage of product iteration are addressed. We propose a
two-level hierarchical learning process using the real-time model
status stored at Digital Twin Servers (DTS), aiming to improve
product quality while shortening the development lifecycle. The
comprehensive experimental results for both the single-DTS and
multiple-DTS scenarios demonstrate the applicability of our
framework.

Index Terms—Digital twin, distributed learning, machine
learning, internet of things, product design

I. INTRODUCTION

THE INCREASING number of products is the trend
and key competitiveness of the industry. It has been

reported by Cisco that there will be 29.3 billion connected
devices by 2023, up from 18.4 billion in 2018 [1], which
has fundamentally reshaped the structure and morphology
of the current industrial environment. Some concepts, such
as Industry 4.0 [2] and smart manufacturing [3], have been
raised to emphasize the importance of product connectivity
and integration. Vertical and horizontal process integration is
expected to achieve higher performance in the new industrial
era.

Driven by the Internet of Things (IoT) and the new wire-
less networking technologies (e.g., 5G), the deployments of
products are more ubiquitous. The application scenarios of
industrial products can be either at the macroscopic level such
as smart city with big-data analysis and processing [4], [5], or
microscopic and personalized recommendation taking place in
everyone’s smart devices [6]. Leveraging the strength of data-
driven and auto-improving algorithms, colloquially named as
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Machine Learning (ML), the products from IoT platforms have
become smarter and more powerful than ever before. The
connected products can learn from each other, thus forming a
group of more intelligent agents with sufficient exploitation.

Product designers, who give birth to stable products (i.e.,
accessory equipment, operating supplies or services), are
generally responsible for the entire lifecycle of products,
including the design, polish and test phases. It is inevitable
that designers should sustainably improve and interact with
the production system to satisfy the stringent requirements in
terms of robustness, efficiency and budget. This is especially
important at the initial stage of product design due to the scarce
or partially available resources. For this reason, we should
comprehensively examine every in-depth change of products
led by computing power, intelligent control, and connectivity
[7] so as to increase system utility.

One more fact about product design is that tuning products
in real-world systems is often risky and costly for many
unanticipated damages and errors. Digital Twin (DT), as a
promising industrial paradigm, assists product design in a more
efficient and responsive way [8]. Often referred to as the
comprehensive virtual representation of a group of physical
components, DT is invented to collect the data of products
throughout all the lifecycle phases. With the virtual replicas of
a set of entities powered by the new-generation communication
technology, DT is able to exhibit the potential evolution of an
industrial system. For example, an ultrahigh fidelity DT model
of individual aircraft in [9] is utilized to predict the life of
aircraft structure and assure its structural integrity. Moreover,
DT enables us to find out more flexible and economic solutions
to improve the physical performance of systems in all the life-
cycle phases. The General Electric (GE) company developed
a DT interface [10] to manage a wind farm, which configures
the control features to optimize the performance of a plurality
of wind turbines. In addition, DT-aided architectures facilitate
troubleshooting remote equipment, thus mitigating system
damage or degradation [11]. Inspired by these innovations, we
raise the question - whether the DT technology could facilitate
the design of ML-based IoT platform products.

In this paper, we propose a DT-aided product design frame-
work for IoT platforms, where the IoT devices are distributed
in a network to cope with real-world problems (i.e., classifi-
cation tasks) using ML-based models. In most scenarios with
heterogeneous deployment, the goals of IoT devices can vary
significantly by place and time, which raises the requirement
of online learning. In summary, the challenges of designing
such a DT-aided IoT platform lie in the following aspects:

1) In industrial network environments, it is not realistic to
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Fig. 1: An IoT platform with the digital twin technology.

synchronize the digital replicas of a considerable number
of heterogeneous IoT devices with a single server. Tasks
might differ on devices, but we could still leverage some
similarities of tasks by transferring the experience of
one particular device to others to guide their learning
processes.

2) At the initial stage of product design, designers do
not have enough resources to label the dataset of a
large volume. The manageable size of the dataset with
ground truth heavily depends on the budget and human
resources. Notably, the unlabeled data can be relatively
easier to obtain by IoT devices than the labeled data. For
this reason, it is critical to utilize all accessible resources
to reduce the development cycle and train reasonable
problem-solving models.

To enhance the ML-based product design on a DT-aided
IoT platform and address the aforementioned challenges, we
propose a DT-aided IoT Platform Design (DTIPD) framework.
DTIPD characterizes the process of learning and models the
deployment for all the IoT devices in a group of industrial
networks. An overview of DTIPD is illustrated in Fig.1, where
the IoT platform consists of heterogeneous IoT devices (e.g.,
smartphones, cars, or sensors) with different tasks sampled
from some unknown distribution. For ease of management,
the IoT devices dealing with the same task in the physical
space are grouped under the same DT Server (DTS) in the
virtual space, and they synchronize with the server to update
their digital replicas. Each IoT device can only communicate
with one DTS, and each DTS serving as a cluster head
communicates with the adjacent servers. The digital replicas
stored at any DTS are a set of model parameters learned by
adjacent DTSs and all the IoT devices regarding the task.
For each task, the robust model is iteratively gathered at its
corresponding DTS by utilizing the fine-grained models from
IoT devices and the features of models from adjacent DTSs.
Our DTIPD framework can well address the challenges by
decoupling the network through transforming a distributed
network to a two-level-hierarchy structure (challenge 1), and
for a specific task, utilizing both labeled and unlabeled data
from devices, and even the features of models from other tasks
at the initial stage to improve data exploitation (challenge 2).

The main contributions of our paper are summarized as
follows.

• We formalize the industrial product iterative design for

ML-based IoT platforms, in which IoT devices are de-
ployed with ML models to deal with real-world tasks.

• In our framework, DTSs collect real-time status of other
components. With DT, we could exert extensive simula-
tions and utilize the results to facilitate product design. To
the best of our knowledge, this is the first work applying
the DT technology on IoT platforms with a concrete
product design pipeline, which is meaningful for future
designs with the DT technology.

• In the deployment, two-level hierarchical learning is per-
formed, which includes task-level learning and network-

level learning. DTSs, as the junctions of two-level learn-
ing, guide each device using other devices’ experience
and help to combat the challenge with a few labeled data
at the initial stage of product iteration. Moreover, each
DTS collaboratively communicates with other DTSs to
incorporate the experience of different tasks.

• We discuss the deployment of DTIPD in practice. The
experimental results in both single-DTS and multiple-
DTS scenarios demonstrate the benefits of our design.

The remainder of this paper is organized as follows. Section
II reviews some related works. In Section III, we present the
framework with a single DTS. In Section IV, the learning
process with multiple DTSs is illustrated. The case studies
and experimental results are presented in Section V. Section
VI concludes the paper.

II. RELATED WORKS

A. Digital Twin

Digital twin (DT), different from traditional technologies
such as Cyber-Physical System (CPS) [12], [13], [14] and
simulation [15], [16], was designed under current inevitable
trends of Internet of everything, high-capacity computing
and network environment. Generally, CPS emphasizes the
architecture, where physical and cyber components rely on the
information technology for monitoring and control. Simulation
is broadly used as an offline tool to analyze complex systems
with pre-defined modelings and settings.

Compared with CPS and simulation, the essence of DT
is its outcome of constant iterations in the product creating
and engineering activities. The work in [17] introduces the
methods of finding the best scheduling policy of sensors for
IoT applications with the setting of DT, where DT allows
service providers to access the real-time cached copies of
the sensor readings. An architecture of DT edge network was
proposed in [18], where the DTs of edge servers and mobile
edge computing environment can coordinate with each other
to provide training data for offloading decisions. In summary,
DT differs from the traditional computer-aided design and
engineering in many ways [19], such as its unique advantages
of constant refinement facilitation, traceability promotion and
remote troubleshooting. In our work, the model status of IoT
devices is constantly monitored by DTSs, which assures the
traceability. Moreover, DTSs do not apply the gathered models
to local devices directly but provide them with improvement
suggestions, which remotely facilitates troubleshooting de-
vices.
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B. Distributed Online Learning

Distributed online learning, as a decentralized learning
method, updates all the models progressively as the data sam-
ples arrive. An online distributed learning method with fixed
per-round computing time was proposed in [20]. The work
in [21] considers the heterogeneity of distributed networks
and enabled tasks offloading during training. The work in
[22] devised an iterative distributed learning method, which
performs local computation and global communication so as
to average the information and synchronize the prediction in an
online manner. The aforementioned distributed solutions might
not be appropriate for the management of DT-aided IoT plat-
forms, since the tasks of devices differ and the communication
mainly takes place between devices and their corresponding
DTSs. Moreover, none of these works can address the issue
of inadequate labels in product iterations.

C. Unsupervised Learning and Semi-Supervised Learning

In product design, it is essential to seek a way to alleviate
the pressure of lacking labeled data at the initial stage of devel-
opment. Unsupervised learning and semi-supervised learning
work promisingly to address the label shortage in the learning
process.

In [23], a variety of tasks constructed based on clustering
embeddings are trained under the unlabeled data, and the
result shows that the final model is applicable to a wide range
of tasks. In [24], a principled unsupervised learning model,
using Variational Autoencoder (VAE) and set-level variation
inference, was proposed to generalize across different tasks
without pre-defined task distributions.

Apart from the extreme cases without any labels, some stud-
ies considered exploiting some unlabeled data to reduce the
overfitting. The work in [25] maintained average model weight
target during training process and penalized the predictions
that deviate from the target. The work in [26] proposed a semi-
supervised learning method which arguments the unlabeled
data and used mixed labeled and unlabeled data with label
guesses to train the model.

However, none of these methods are considered along with
the DT technology. In our work, with DTSs, the digital replicas
of both devices and servers are aggressively leveraged to
enhance semi-supervised learning.

III. THE SINGLE-DTS SCENARIO

In this section, we start the discussion with an IoT platform
where a set of IoT devices, denoted by N = {1, 2, · · · , N},
are deployed in a physical space and directly solve the same
image classification task. These devices are grouped under a
DTS for ease of management.

To make decisions without being explicitly programmed,
IoT devices are asked to train their ML-based models locally
according to data samples (e.g., training images) with the
ground truth (i.e., true labels). Given that the data are sampled
from an unknown distribution P and the complete label set is
C, the ground truth of any data sample can be encoded by a
one-hot vector of dimensionality |C|. Each data point has |C|
optional labels and only one of the labels is true. In the product

design process, each device first samples a data pool without
ground truth from P , and then picks a portion of them to seek
the true labels. Assuming that the IoT platform has pre-defined
the architecture of ML-based models, the status of any device
can be represented by the parameters of its ML-model.

In fact, it is not sufficient to train an applicable model for
classification only depending on the strength of a single device,
considering some constraints such as storage or computation
[27]. One possible solution could be maintaining continuous
connections with other devices in the IoT platform to leverage
their expertise. However, the cost of devices increases due to
the extra computation, and the communication among devices
also increases the cyber-security risks [28] and hinders the
traceability.

To overcome these drawbacks, we assume that each IoT
device does not need to communicate with other devices. With
the setting of a DTS, each IoT device can simply upload its
model parameters and data samples collected locally via the
dedicated channel connecting with its corresponding DTS, thus
creating a digital replica in the DTS.

A. Task-Level Learning with Labeled and Unlabeled Data

We first introduce the product design of task-level learning
process performed locally by devices. This step mainly takes
place in the physical space, where each device incorporates
its own data samples for task fitting and generalization. To
better formulate the learning process, we divide the whole time
horizon of iteration into T time periods. The model deployed
in the physical space, denoted by ✓, should be gradually
improved with time due to the increasing number of data
samples and iterations.

At the beginning of any time period t 2 {1, 2, · · · , T}, each
IoT device collects some labeled data samples and uploads
them to its DTS. After receiving the labeled data samples from
all the IoT devices within the pre-allocated time slot, a DTS
constructs a shared labeled dataset Dt. Since the size of the
labeled dataset is relatively small, it is realistic to distribute
Dt to all the IoT devices managed by this DTS.

For each time period t and any device n 2 N , the learning
iterates for mt,n times. In any iteration i 2 [mt,n] of time
period t, device n samples a minibatch of labeled data points
Di

t,n
from the shared labeled dataset Dt, and each point j

satisfies (xj

t,n
, yj

t,n
) 2 Rd ⇥ C, where xj

t,n
is the input vector

of an image and yj
t,n

is its true label. Given the ML-based
model architecture, which is pre-defined by the IoT platform,
we denote the logits g(x|✓) as the outputs of the last fully
connected layer using input vector x and model parameters of
✓.

To measure the generalization capability of local model ✓i
t,n

within iteration i, device n calculates the cross entropy loss
of Di

t,n
using

l(✓i

t,n
|Di

t,n
) =

�1

|Di
t,n

|
X

j2Di
t,n

X

c2C
pj,c
t,n

log qj,c
t,n

, (1)
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where pj

t,n
= {pj,c

t,n
, 8c 2 C} = 1{c=y

j
t,n}

is the one-hot
ground-truth label distribution, and qj

t,n
= {qj,c

t,n
, 8c 2 C} is

calculated with the softmax of logits g(xj

t,n
|✓i

t,n
), i.e.,

qj,c
t,n

=
exp(gc(xj

t,n
|✓i

t,n
))

P
k2C exp(g

k(xj

t,n
|✓i

t,n
))
. (2)

The classification loss LCL
t,n

of a minibatch of labeled data
points Di

t,n
is defined as

LCL

t,n
(✓i

t,n
|Di

t,n
) = l(✓i

t,n
|Di

t,n
). (3)

Meanwhile, device n collects a group of unlabeled dataset
U i
t,n

in the i-th iteration, where each point j is presented by
xj

t,n
2 Rd. The overall loss f(✓i

t,n
) should be the summation

of classification losses for Di
t,n

and U i
t,n

, that is

f(✓i

t,n
) = LCL

t,n
(✓i

t,n
|Di

t,n
) + LCL

t,n
(✓i

t,n
|U i

t,n
). (4)

However, the ground-truth labels of unlabeled datasets are
not commonly accessible if without yielding budget in the
product design process, and in our case, the challenge is how
to utilize the unlabeled dataset U i

t,n
without labeling them.

In practice, since the ground-truth label distributions {p}
of U i

t,n
are missing, the loss LCL

t,n
(✓i

t,n
|U i

t,n
) in (4) is not

available if calculated similarly to (1). Thus, the challenge of
task-level training can be concluded as how to train the model
if only applying inputs with limited labels, and how to quantify
the generalization performance of a model on the unlabeled
dataset. To characterize the effect of ✓i

t,n
on an unlabeled

dataset U i
t,n

, we define a consistency loss LCO
t,n

instead of LCL
t,n

for U i
t,n

with the aid of digital replicas and a DTS, which is
explained in Section III-B.

B. Communication between IoT Devices and DTS

We next introduce how to promote the level of model
generalization with a DTS. In general, in the virtual space, a
DTS creates the digital replicas of models for all the devices
under this server, and each digital replica synchronizes with
its corresponding device in the physical space after each step
of model iteration.

In details, after receiving the labeled data samples from IoT
devices in the data-collecting time slot of time period t, a
DTS first initializes a teacher model as �̂1

t
, which will guide

the learning process of devices under this server. A DTS also
creates the real-time model parameter vector of all the IoT
devices ⇥̂t = {✓̂t,n}N as the digital replicas of the physical
devices. Both the parameters of teacher model and digital
replicas can be written to a real-time table  t = {�̂t, ⇥̂t},
and a DTS initially sets �̂t = �̂1

t
and ✓̂t,n = ✓1

t,n
, 8n 2 N .

As discussed previously, within iteration i 2 [mt,n], apart
from collecting an unlabeled dataset U i

t,n
, device n also

samples a portion of labeled dataset Di
t,n

from the shared
labeled dataset Dt, and uses Di

t,n

S
U i
t,n

to iterate its local
model ✓i

t,n
. For the labeled dataset, device n can simply derive

the classification loss LCL(✓i
t,n

|Di
t,n

) using the loss function
defined in (3).

Instead of calculating the classification loss for unlabeled
set, we use the consistency loss LCO

t,n
to measure the ability

of local model ✓i
t,n

. To compute the consistency loss, device
n first communicates with a DTS to upload U i

t,n
. Then, this

DTS can exert the real-time table  t, including the teacher
model �̂t and digital replicas {✓̂t,n}N , on batch U i

t,n
with

a divergence function Div(·) [25], [29], which can be either
Mean Squared Error (MSE),

DMSE(µ,⌫) =
1

|C|
X

c2C
(µc � ⌫c)

2,

or Kullback-Leibler (KL) divergence,

DKL(µ,⌫) =
X

c2C
µc log

µc

⌫c
.

More concretely, a DTS applies the digital model replicas
of all the devices except device n to U i

t,n
, and calculates

the logits g(xj

t,n
|✓̂t,n0) of every data point j 2 U i

t,n
using

models {✓̂t,n0}N\n. With the logit prediction {g} of all
other devices, one can easily count the predicted distribution
for U i

t,n
of device n0, qi

t,n0 = {qj

t,n0 , 8j 2 U i
t,n

}, where
qj

t,n0 = {qj,c
t,n0 , 8c 2 C}, and qj,c

t,n0 is calculated similarly to
(2) with xj

t,n
of U i

t,n
. In the same way, we denote qi

t,n the
predicted distribution of device n using model parameters of
✓̂t,n or ✓i

t,n
.

Hereby, the evaluation of model ✓i
t,n

for U i
t,n

from digital
replicas of other IoT devices is equivalent to Div(µi

t,n,⌫
i
t,n),

where µi
t,n = 1

N�1

P
n02N\n q

i
t,n0 = {µj

t,n
, 8j 2 U i

t,n
} and

⌫i
t,n = qi

t,n = {⌫j

t,n
, 8j 2 U i

t,n
}, and

Div(µi
t,n,⌫

i
t,n) =

1

|U i
t,n

|
X

j2Ui
t,n

D⇤(µ
j

t,n
,⌫j

t,n
)

where D⇤ stands for either MSE or KL divergence.
Similarly, the evaluation of model ✓i

t,n
for U i

t,n
from the

teacher model �̂t is equivalent to Div(µ̂i
t,⌫

i
t,n), where µ̂i

t

includes the softmax of logits for every j 2 U i
t,n

using
g(xj

t,n
|�̂t). Hence, the consistency loss for U i

t,n
calculated

with  t,

LCO

t,n
( t|U i

t,n
) = Div(µi

t,n,⌫
i
t,n) +Div(µ̂i

t,⌫
i
t,n),

is returned to device n for its further local update.
Once the feedback from the DTS is received, device n will

replace the local model parameters of ✓i
t,n

by

✓i+1
t,n

= SGD(✓i

t,n
, f̄(✓i

t,n
)) (5)

using stochastic gradient descent (SGD) [30], where f̄(✓i
t,n

)
is a surrogate loss of (4) incurred by the inquiry of
LCO
t,n

( t|U i
t,n

), denoted by

f̄(✓i

t,n
) = LCL

t,n
(✓i

t,n
|Di

t,n
) + �LCO

t,n
( t|U i

t,n
). (6)

� is the weight parameter that qualifies the effect of consis-
tency loss. The updated model parameters of ✓i+1

t,n
then replace

✓i
t,n

at local physical device n, and will be uploaded to the
digital space (i.e., DTS) to update its digital replica ✓̂t,n in
vector ⇥t.

Suppose the i-th model iteration of device n incurs the i0-
th inquiry of all the devices to the DTS within time period
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t. The teacher model �̂i
0+1
t

will incorporate ✓i+1
t,n

using the
exponential moving average (EMA) prediction method [25],

�̂i
0+1
t

= ↵�̂i
0

t
+ (1� ↵)✓i+1

t,n
, (7)

where ↵ is the smoothing coefficient parameter. Finally, a DTS
carries out replacement of teacher model �̂t = �̂i

0+1
t

and
digital replica ✓̂t,n = ✓i+1

t,n
in ⇥̂t. The real-time table  t =

{�̂t, ⇥̂t} is simply updated accordingly for each inquiry of
devices.

For a device n, after a total of mt,n times of iteration, the
local model ✓t,n evolves according to (5), finally deriving
✓
mt,n+1
t,n

, which is the initialization ✓1
t+1,n of the next time

period. Similarly, after a total of mt =
P

n2N mt,n times
of update from different IoT devices, the teacher model �̂t

evolves according to (7), finally deriving �̂t = �̂mt+1
t

, which
is the exact model initialization �̂1

t+1 of next time period.
In this way, each IoT device can implement the task-level
learning even with a few labeled data samples by fully utilizing
a teacher model and digital model replicas of devices in the
product design process.

IV. PEER-REVIEW DISTRIBUTED LEARNING AMONG
MULTIPLE DTSS

The goals of IoT devices might vary significantly by place
and time in an IoT platform. Considering network heterogene-
ity and deployment, it is not realistic to manage all the IoT
devices by a single DTS. In this section, we generalize the DT-
aided IoT Platform Design (DTIPD) by introducing multiple
DTSs, each of which communicates with the devices dealing
with the same task. Each DTS has its own task, which is
different from yet related to that of other DTSs.

Although we can directly apply the task-level learning to
each set of DTS and devices, it is still necessary to inspect the
in-depth change brought by the deployment of multiple DTSs
so that all available resources could be fully utilized. One
observation is that, compared with ubiquitous devices, DTSs
can be more easily managed in the product design process.
We assume that each DTS can exchange data with its adjacent
DTSs, so as to increase network connectivity.

To characterize the topology of multiple DTSs, we define
the network of an IoT platform as G = {V, E}, where V =
{1, 2, · · · , V } denotes the set of DTS nodes and E ⇢ V ⇥
V denotes the edges among DTSs. The set of IoT devices
deployed under a DTS node v 2 V is denoted by Nv . The
task of a DTS v and its dominated devices Nv follows the
distribution Pv ⇢ P, 8v 2 V . Fig.2 illustrates an example
IoT platform with DTIPD, where DTSs can connect to their
adjacent DTSs.

Considering DTS connectivity and task similarity, we pro-
pose to incorporate the models dealing with different but
related tasks from other DTSs to further address the label
shortage issue. In DTIPD, besides devices’ task-level learning,
the network-level learning is further performed by each DTS
to improve the generalization ability of its teacher model. We
employ a distributed online learning manner so that each DTS
can learn from its neighboring DTSs, especially at the early
stage of the design with limited ground-truth knowledge.

DTS�2
DTS�3

DTS�1

DTS�4

DTS�5

Fig. 2: DTIPD with multiple DTSs.

A. Peer-Review Process at a DTS

As discussed in Section III, at the end of a time period t,
each DTS should have completed parameter initialization of
teacher model �̂1

t+1,v = �̂
mt,v+1
t,v

corresponding to its task1,
which is trained by the task-level learning with its own shared
labeled dataset Dt,v and unlabeled dataset

Ut,v =
[

n2Nv

U1
t,n

[ · · · Umt,n

t,n
.

At the network level, each DTS shares its within-task training
efforts by broadcasting the teacher model to adjacent DTSs at
the beginning of each time period.

The broadcasting process among DTSs can be characterized
as following. During the time slot for devices to collect labeled
data samples, DTS v 2 V sends its model parameters of �̂1

t,v

to every adjacent DTS v0 in Av = {v0, 8(v, v0) 2 E , v 6= v0},
and receives the digital replicas of adjacent DTSs, denoted
by �̂t,v = {�̂t,v0 = �̂1

t,v0}Av . To reduce the communication
among DTSs, we assume that communication only takes place
at the beginning of each time period. By introducing �̂t,v , the
real-time table of DTS v extends to  t,v = {�̂t,v, ⇥̂t,v, �̂t,v}.

In this way, in addition to the task-level learning, DTS v can
perform a peer-review process over its own unlabeled dataset
with the evaluation of adjacent nodes’ models, which is similar
to the online knowledge distillation process in [31]. The results
of peer review are used to improve the meta model �t,v kept
by DTS v. Notably, the parameters of meta model �t,v differ
from the ones of teacher model �̂t,v . Besides the parameters of
the pre-defined model architecture for classification, the meta
model �t,v includes two extra projection matrices to identify
the importance of other peer models.

In Section III, for any unlabeled data batch U i
t,n

from device
n 2 Nv, i 2 [mt,n], we only utilize the teacher model of
DTS v and digital replicas of other devices in Nv . A DTS
evaluates the local model ✓i

t,n
by computing the consistency

loss LCO
t,v

( t,v|U i
t,n

), and returns the result to device n. In
generalized DTIPD with multiple DTSs, before using the
method introduced in Section III, the attitude of all adjacent
peers of DTS v might be collected to update the teacher model
�̂t,v when v is idle.

1Xt,n represents the attributes related to IoT device n and Xt,v represents
the attributes related to DTS v.
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To incorporate the attitude of peer DTSs into DTS v, we use
the meta model �t,v to bridge the divisions between {�̂t,v0}Av

and �̂t,v . In details, when DTS v indeterminately chooses
a data batch Di

t,n

S
U i
t,n

to train its meta model �t,v , the
evaluation of peer nodes is taken into consideration. After
that, the teacher model �̂t,v incorporates the meta model �t,v ,
hence increasing the generalization ability.

For the labeled dataset Di
t,n

, a DTS can simply derive the
classification loss of the meta model LCL

t,v
(�t,v|Di

t,n
) using the

loss function defined in (3). However, for the unlabeled dataset
U i
t,n

, we use the consistency loss LCO
t,v

to measure the ability
of the meta model �t,v instead of calculating the classification
loss. The consistency loss is an overall evaluation of all the
other peer-adjacent DTSs.

To be more clear, DTS v can apply the digital replicas in
�̂t,v , and calculate the logits of every data point j 2 U i

t,n
using

every adjacent node’s model in {�̂t,v0}Av , i.e., g(xj

t,n
|�̂t,v0).

With the logit prediction {g} of all the adjacent DTSs of node
v, the predicted distribution for U i

t,n
of each adjacent peer v0

is qi,v
t,v0 = {qj

t,v0 , 8j 2 U i
t,n

}, where qj

t,v0 = {qj,c
t,v0 , 8c 2 C}

and

qj,c
t,v0 =

exp(gc(xj

t,n
|�̂t,v0))

P
k2C exp(g

k(xj

t,n
|�̂t,v0))

. (8)

The importance of each peer-adjacent DTS’s evaluation dif-
fers on time. Thus, it is essential to consider the capabilities of
peer nodes and identify the differential efficacy of evaluations.
To that aim, one can extract peers’ evaluation by applying
weight parameters to predicted distributions and aggregating
them to µi

t,v = {µj

t,v
, 8j 2 U i

t,n
}, where

µi
t,v =

X

v02Av

wt

v,v0qi,v
t,v0 , (9)

and wt

v,v0 represents the normalized efficacy of node v0 com-
pared with the other adjacent nodes of DTS v. The method of
evaluating wt

v,v0 uses two linear projection matrices, and we
will detail it in Section IV-B.

We also denote the predicted distribution of DTS v as
⌫i
t,v = qi,v

t,v = {⌫j

t,v
, 8j 2 U i

t,n
} which is similar to (8) but

using the logits of the meta model �t,v . The evaluation of
the meta model �t,v for U i

t,n
from digital replicas of adjacent

peers is equivalent to Div(µi
t,v,⌫

i
t,v), where

Div(µi
t,v,⌫

i
t,v) =

1

|U i
t,n

|
X

j2Ui
t,n

D⇤(µ
j

t,v
,⌫j

t,v
)

using either MSE or KL divergence. Similarly, the evaluation
of the meta model �t,v for U i

t,n
from the teacher model �̂t,v

is equivalent to Div(µ̂i
t,v,⌫

i
t,v), where µ̂i

t,v is the softmax of
logits calculated by g(xj

t,n
|�̂t,v).

Hence, the overall consistency loss considering both peer
review and teacher model is given by

LCO

t,v
( t,v|U i

t,n
) = Div(µi

t,v,⌫
i
t,v) +Div(µ̂i

t,v,⌫
i
t,v),

and DTS v updates the meta model parameters of �t,v by

�⇤
t,v

= SGD(�t,v, f̄(�t,v)) (10)

using stochastic gradient descent. In (10), f̄(�t,v) is a surro-
gate loss incurred by the inquiry of LCO

t,v
( t,v|U i

t,n
), denoted

by

f̄(�t,v) = LCL

t,v
(�t,v|Di

t,n
) + �LCO

t,v
( t,v|U i

t,n
), (11)

where � is the weight parameter that qualifies the effect of
consistency loss. The model parameters of �⇤

t,v
will substitute

the ones in �t,v for the next-time update of network-level
learning.

If the i-th inquiry of device n is selected for the network-
level learning, and this i-th inquiry is the i0-th inquiry of all the
devices to DTS v, the teacher model �̂i

0+1
t,v

first incorporates
�⇤

t,v
(excluding the projection matrices) and then applies the

task-level learning to incorporate ✓i+1
t,n

using the EMA method,
which is

�̂i
0+1
t,v

= ↵[↵�̂i
0

t,v
+ (1� ↵)�⇤

t,v
] + (1� ↵)✓i+1

t,n
,

where ↵ is the smoothing coefficient parameter. DTS v will
exert parameter replacements of �̂t,v = �̂i

0+1
t,v

for the follow-
ing evaluation.

Finally, at the end of time period t, the meta model
parameters of �t+1,v are set to �t,v with m0

t,v
times of update,

and the teacher model parameters of �̂1
t+1,v are set to �̂

mt,v+1
t,v

with mt,v times of update. m0
t,v

and mt,v are the total times
of network-level learning and task-level learning within time
period t respectively. Note that m0

t,v
can be a number that

differs from mt,v since the network-level learning of a DTS
uses undetermined batches according to the workload and
computing capacities.

B. Individual Weight Graph Calculation

Due to the divergence of tasks processed by different DTSs,
each DTS should take the efficacy of other tasks’ models
into consideration if seeking to utilize them. However, the
efficacy is ambitious to determine by manual methods [32].
We adopt a method similar to the work [31] to explore the
compatibility of adjacent nodes’ models, but maintaining the
projection matrices of each DTS independently.

When DTS v evaluates the unlabeled data batch U i
t,n

using
the teacher models of DTSs in Av

S
v, high-level features

{h} are provided in addition to logits {g}. These features are
described as high-level since they contain more information
compared with the logits.

To calculate the individual weight graph, DTS v first applies
the teacher models of itself and its adjacent nodes to all input
vectors of U i

t,n
, thus deriving the high-level features hi,v

t,u =

{h(xj

t,n
|�̂t,u), 8j 2 U i

t,n
}, u 2 Av

S
v. Next, the high-level

features are projected into two subspaces

Lv = W T
L,v

hi,v
t,v and Ev,v0 = W T

E,v
hi,v
t,v0 , v0 2 Av (12)

separately, where WL,v and WE,v are the learned projection
matrices maintained by DTS v. With the projection matrices,
DTS v can determine the individual weight map wt

v =
{wt

v,v0 , v0 2 Av}, where

wt

v,v0 =
eL

T
veEv,v0

P
u2Av

eLT
veEv,u

(13)
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Algorithm 1: DTIPD
Input: Network topology G = {V, E} and IoT devices

set {Nv}V , iteration rounds T ;
Output: teacher model �̂T+1,v, 8v 2 V .

1 Initialization:
Initialize the parameters �̂1

1,v and �1,v, 8v 2 V .
2 for t = 1, 2, · · · , T do
3 - Stage 1: Time slot for collecting labeled

datasets and digital replicas of teacher models
4 for all DTS v 2 V do
5 ⇤ Each device n 2 Nv collects data samples,

finds the ground truth, uploads the labeled
dataset Dt,n to DTS v;

6 ⇤ DTS v queries �̂t,v0 of adjacent DTS
v0 2 Av and updates  t,v;

7 ⇤ DTS v distributes Dt,v to all devices in Nv;

8 - Stage 2: Model updates
9 for all DTS v 2 V do

10 while within time period t and device n 2 Nv

collects U i
t,n

do
11 ⇤ Device n uploads U i

t,n
to DTS v, and

samples a minibatch Di
t,n

from Dt,v;
12 - Network-level Learning (Optional)
13 ⇤ DTS v calculates LCL

t,v
and LCO

t,v
using

wt
v and digital replicas of teacher models

�̂t,v;
14 ⇤ DTS v obtains the overall loss f̄(�t,v),

updates the meta model �t,v;
15 ⇤ DTS v updates  t,v;
16 - Task-level Learning
17 ⇤ DTS v returns LCO

t,n
to device n using

digital replicas of local models ⇥̂t,v;
18 ⇤ Device n calculates LCL

t,n
, and obtains the

overall loss f̄(✓i
t,n

), updates the local
model ✓i

t,n
and the digital replica ✓̂t,n;

19 ⇤ DTS v updates  t,v;

20 ⇤ DTS v initializes �̂1
t+1,v = �̂

mt,v+1
t,v

and
�t+1,v = �t,v .

is calculated using Embedded Gaussian [33] with normaliza-
tion.

In this way, we can obtain the individual weight graph for all
DTSs, and simply calculate the peer-review evaluation of DTS
v (9) by substituting wt

v,v0 with (13) to weigh the evaluation of
other DTSs. Since the projection matrices are included in the
meta model �t,v , the individual weight map of DTS v evolves
with the data batches chosen for the network-level learning.
The algorithm of two-level hierarchical learning of DTIPD is
summarized in Algorithm 1.

V. EXPERIMENTS AND EVALUATION

In this section, we present the evaluation of DTIPD under
both the single-DTS and multiple-DTS scenarios. The results

DE/^dͲD ^s,E h^W^ ^ǇŶƚŚ�ŝŐŝƚƐ DE/^d

Fig. 3: Data visualization.

Layer Hyperparameters
Input 28⇥ 28 3-channel image
Convolutional 128 filters, 3⇥ 3, same padding
Convolutional 128 filters, 3⇥ 3, same padding
Convolutional 128 filters, 3⇥ 3, same padding
Pooling Maxpool 2⇥ 2
Dropout p = 0.5
Convolutional 256 filters, 3⇥ 3, same padding
Convolutional 256 filters, 3⇥ 3, same padding
Convolutional 256 filters, 3⇥ 3, same padding
Pooling Maxpool 2⇥ 2
Dropout p = 0.5
Convolutional 512 filters, 3⇥ 3, valid padding
Convolutional 256 filters, 1⇥ 1, same padding
Convolutional 128 filters, 1⇥ 1, same padding
Pooling Average pool (6⇥ 6 ! 1⇥ 1 pixels )
Softmax Fully connected 128 ! 10

TABLE I: The convolution network architecture used in the
experiments.

of the simulation study show that the deployment of DTIPD
greatly benefits distributed IoT platforms.

A. Tasks and Models in Simulation Environments

In practice, there are many kinds of tasks, such as image
classification, speech recognition, robotic control, etc. In this
work, we consider an IoT platform focusing on image clas-
sification tasks, specifically digit classification. As shown in
Fig.3, we used five datasets to evaluate the performance of
DTIPD. The datasets are MINST-M [34], SVHN [35], USPS
[36], SynthDigits [34], and MNIST [37], each of which stands
for a kind of task and consists of images of 0-9 digits. Either
gray-scale or RGB images are reshaped to 28 ⇥ 28-pixel
images with 3 channels, and the pixel values of each image are
normalized to a fixed mean and standard deviation. According
to the feature distributions of datasets, we can treat the tasks
as non-iid [38].

In each task, we used the training set that consists of 7,438
images randomly sampled from the original training dataset
and kept the testing set the same as in [38]. As formulated
in the previous sections, we used cross-entropy loss between
softmax distributions and one-hot labels as the classification
loss, and calculated the consistency loss using MSE2.

In the simulation experiments, we applied a 13-layer Con-
volution Neural Network (CNN) [25] on all the IoT devices
as shown in Table I. In addition to the 13-layer CNN, two
linear projection layers are deployed with the meta model
of all the DTSs, both of which take the high-level features

2We only use the divergence function of MSE, since the performance
difference between MSE and KL divergence is outside of the scope of this
paper.
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after the last pooling operation as input. All digital replicas of
DTSs’ teacher models or devices’ local models only contain
the 13-layer CNN.

In each group of experiments, a portion of the training
dataset was selected as the labeled dataset while the remaining
data points were treated as the unlabeled dataset. In each
round of training, we divided the whole unlabeled dataset
into many minibatches with size 64. Meanwhile, for each
unlabeled minibatch, we randomly sampled a minibatch of
64 data samples from the labeled dataset, and combined this
labeled minibatch with the unlabeled minibatch to form a
training batch. The total number of combined training batches
is the same as the number of the unlabeled minibatches. We
ran the SGD optimizer for T = 180 epochs with the learning
rate ⌘0 = 0.05 and maximum consistency weight parameter
� = 100. The EMA weight parameter ↵ is set to 0.97. Similar
to [25], the consistency cost parameter � is subject to the
ramp-up from 0 to the maximum value, using the sigmoid-
shaped function e�5(1�y)2 , where y 2 [0, 1].

B. Evaluation for the Single-DTS Scenario

In the single-DTS scenario, each DTS does not commu-
nicate with other DTSs for teacher model synchronization,
thus only consisting of task-level learning. To show the perfor-
mance of our method in the single-DTS scenario, we employ
5% data points of the training dataset as labeled data (i.e., 371
images with labels), and compute the testing accuracy of the
teacher models (EMA models) stored at the DTSs with the
following settings:

1) S5D5-EMA. There are 5 DTSs, each of which is respon-
sible for 5 IoT devices. In each training iteration, one of
the 5 devices is randomly chosen to receive the training
batch. The chosen device updates the local model and
incurs teacher model update according to the received
batch. Both labeled and unlabeled data are used for
training.

2) S5D1-EMA. The setting is similar to that of S5D5-EMA
except that there is only 1 device under each DTS. To
compare with S5D5-EMA, each of the training batch
can be received by the only device under the DTS with
the probability of 20%.

3) S5D1-NON-EMA. The setting is similar to that of S5D1-
EMA, where there is only 1 device under each DTS. The
difference is that each device only utilizes the labeled
data in each received training batch, and directly uploads
its updated model parameters to DTS. No unlabeled data
are utilized in this case.

Fig.4 presents the testing accuracy of the 13-layer CNN
models in terms of 5 different datasets with the settings of
S5D1-EMA, S5D1-NON-EMA, and S5D5-EMA. As shown
in Fig.4, the results in S5D5-EMA outperform the ones in
the other two cases in regard of both testing accuracy and
convergence speed. The reasons lie in two aspects. The first
reason is that unlabeled data samples play important roles in
the training process with limited data labels. Table II shows
the best testing accuracy of different tasks. According to the
values in the rows for S5D1-EMA and S5D1-NON-EMA in

Table II, we can find that the use of unlabeled data steadily
improves performance in all the different tasks from 0.62%
to 8.57%, especially for the MINST-M and SVHN datasets,
which confirms our perspective - it is critical to leverage
unlabeled data at the initial stage of product design. The
second reason is related to the number of devices controlled
by a DTS. Since we adopt the averaging model at the DTSs,
it is of great advantage that each device can simply upload
its model parameters to its DTS after each iteration step.
The weight average approach scales well to large datasets
[25] and more devices, which means the increasing number
of active devices can accelerate the development lifecycle of
products. This perspective can be validated by the rows for
S5D1-EMA and S5D5-EMA in Table II, where by increasing
the number of devices from 1 to 5, the performance of different
tasks improves from 0.47% to 6.60%. The weight averages
of model parameters also improve all layer outputs, which is
beneficial in the peer-review process with multiple DTSs due
to the exploitation of high-level features.

C. Evaluation for the Multiple-DTS Scenario

To show the performance of DTIPD in multiple-DTS sce-
nario, we discuss the deployment of DTSs adopting the follow-
ing topologies shown in Fig.5: (a) Isolation (ISO), (b) Strong

Connectivity (SC). Each DTS controls 5 devices. In Fig.5(a),
each DTS is completely isolated from other DTSs, while in
Fig.5(b), each DTS can synchronize the digital replicas of
teacher models of all the other DTSs. To explore to what extent
a DTS can exploit the models of other DTSs, we consider
the following cases: SC-0.02 and ISO-0.02, SC-0.05 and ISO-
0.05, SC-0.08 and ISO-0.08, where the number stands for
the portion of labeled data used for learning. The peer-review
process is not adopted in all the ISO cases. Without loss of
generality, in all the SC cases, a DTS only carries out network-
level learning for the inquiry raised by device 1, which ensures
that the workload of a DTS is compatible with that of devices.
The random seeds used for training and sampling are different
from the ones in the single-DTS scenario.

Fig.6 presents the testing accuracy of the 13-layer CNN
models in terms of 5 different datasets with the settings of
SC-0.02, ISO-0.02, SC-0.05, ISO-0.05, SC-0.08 and ISO-0.08.
The results in Fig.6 show that the digital replicas of teacher
models have inconstant impact on different tasks with various
numbers of labeled data samples. We also present the best
testing accuracy of different tasks in Table III.

In Fig.6(b), we can observe obvious anomalies in both the
SC-0.02 and ISO-0.02 cases of SVHN task. The phenomena
are caused by the overfitting since we only apply an extremely
limited number of labeled samples in this two cases. Hence,
we omit the best accuracy of SVHN task for SC-0.02 and ISO-
0.02 in Table III. However, we find that the other tasks can still
benefit from the peer-review process in regard of convergence
speed or accuracy, according to the results of SC-0.02 and
ISO-0.02 shown in Fig.6.

As shown in Fig.6(d) and (e) and from Table III, with 2%
of the labeled data at all DTSs, the best testing accuracy
with respect to the SynthDigits and MNIST tasks increases
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(a) (b) (c)

(d) (e)

Fig. 4: The testing accuracy of 13-layer CNN models with (a) MNIST-M, (b) SVHN, (c) USPS, (d) SynthDigits, (e) MNIST
tasks in the S5D5-EMA, S5D1-EMA and S5D1-NON-EMA cases.

Datasets MNIST-M SVHN USPS SynthDigits MNIST
S5D5-EMA 93.62 80.87 98.54 96.07 98.22
S5D1-EMA 87.02 77.37 98.07 93.71 97.41

S5D1-NON-EMA 82.79 68.80 97.76 91.51 96.79

TABLE II: Best testing accuracy of different tasks (datasets) in the S5D5-EMA, S5D1-EMA and S5D1-NON-EMA cases of
the single-DTS scenario.

Datasets MNIST-M SVHN USPS SynthDigits MNIST
Modes ISO SC ISO SC ISO SC ISO SC ISO SC

148 labeled samples (2%) 81.55 81.91 - - 98.39 98.44 93.77 94.44 96.90 97.82
371 labeled samples (5%) 91.50 92.93 83.48 85.22 98.33 98.70 96.29 96.28 98.38 98.31
595 labeled samples (8%) 94.38 94.96 88.96 89.72 98.59 98.80 97.09 97.07 98.29 98.62

TABLE III: Best testing accuracy of different tasks (datasets) in the SC-0.02 and ISO-0.02, SC-0.05 and ISO-0.05, SC-0.08
and ISO-0.08 cases of the multiple-DTS scenario.

(ď)�Strong�Connectivity(a) Isolations

Fig. 5: Two simulation topology cases considered in the
experiments.

by 0.67% and 0.92% when adopting the DTS peer-reviewing
process. As the portion of labeled data samples increases
to 5%, we cannot tell the significant difference of testing
accuracy for the SC and ISO cases in the SynthDigits and
MNIST tasks. Despite this uncertainty, the SC cases start
to outperform the ISO cases by a significant margin in the
MNIST-M and SVHN tasks, achieving 1.43% and 1.74%
higher accuracy. When continuously increasing the labeled
data samples to 8% of the training dataset, we could still
observe the advantages of the peer-review process in the
MNIST-M and SVHN tasks since the best testing accuracy
with respect to the MNIST-M and SVHN tasks increases by
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(a) (b) (c)

(d) (e)

Fig. 6: The testing accuracy of the 13-layer CNN models with (a) MNIST-M, (b) SVHN, (c) USPS, (d) SynthDigits, (e)
MNIST tasks in the SC-0.02 and ISO-0.02, SC-0.05 and ISO-0.05, SC-0.08 and ISO-0.08 cases.

0.58% and 0.76% when using the SC case instead of the ISO
case. It is because the benefits of peer-review process might
be reduced when supplying sufficient labeled data samples.
The peer-review process is significantly sensitive to both the
numbers of available labeled data samples and distributions of
tasks. This means in practice, we could adjust the network-
level learning policy according to the progress of product
iterations.

VI. CONCLUSIONS

In this paper, we propose a DT-aided product design frame-
work for IoT platforms, namely Digital Twin-aided Internet of
things Platform Design (DTIPD). This is to address the issues
of large-scale network management and lack of ground-truth
labels at the initial product design stage for ML-based IoT
platforms. Digital twin, as an emerging paradigm, is promising
to improve the future product management and design. The
comprehensive experimental results in both the single-DTS
and multiple-DTS scenarios demonstrate the applicability of
DTIPD.

As future works, we plan to employ the DT technique in
a wide range of applications. First, an outstanding feature
brought by DT is that it enables customers to visualize the
IoT assets in real-time across the entire lifecycle. To this aim,
we will study how to promote information synchronization in
DT-aided IoT platforms. Second, the work in [39] proposed
to build DT to forecast the future state transition of physical
entities. However, this direction is not yet well studied. We

plan to study the DT-aided fault detection methods to improve
the quality of IoT services. Additionally, data or model sharing
may cause severe privacy issues in industrial IoT platforms
[40]. We will study the data leakage problem when applying
the DT technique in real-world production systems.
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