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Multi-label image recognition has been an indispensable fundamental component for many real computer
vision applications. However, a severe threat of privacy leakage in multi-label image recognition has been
overlooked by existing studies. To fill this gap, two privacy-preserving models, Privacy-Preserving Multi-label
Graph Convolutional Networks (P2-ML-GCN) and Robust P2-ML-GCN (RP2-ML-GCN), are developed in this
article, where differential privacy mechanism is implemented on the model’s outputs so as to defend black-
box attack and avoid large aggregated noise simultaneously. In particular, a regularization term is exploited
in the loss function of RP2-ML-GCN to increase the model prediction accuracy and robustness. After that, a
proper differential privacy mechanism is designed with the intention of decreasing the bias of loss function
in P2-ML-GCN and increasing prediction accuracy. Besides, we analyze that a bounded global sensitivity can
mitigate excessive noise’s side effect and obtain a performance improvement for multi-label image recognition
in our models. Theoretical proof shows that our two models can guarantee differential privacy for model’s
outputs, weights and input features while preserving model robustness. Finally, comprehensive experiments
are conducted to validate the advantages of our proposed models, including the implementation of differential
privacy on model’s outputs, the incorporation of regularization term into loss function, and the adoption of
bounded global sensitivity for multi-label image recognition.
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1 INTRODUCTION

Multi-label image recognition is a fundamental component in computer vision applications [7],
such as medical diagnosis recognition [12], human attribute recognition [19], and retail checkout
recognition [13, 37]. With the rapid development of deep neural networks, the performance of
multi-label image recognition is remarkably improved via deep learning models. However, due to
the reliance on massive images uploaded to third-party platforms to accomplish multi-label image
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recognition, these deep learning models may face a serious risk of privacy leakage [4]. For exam-
ple, attackers can infer private information via extracted features and/or victim model’s weights,
causing substantial economic losses for individuals and institutions. More problematically, they
even can launch attack mechanisms in black-box applications (APIs) by only utilizing the distribu-
tion of model’s outputs [27, 33]. As multi-label image recognition plays a pivotally important role
in many real applications, it becomes essential to guarantee privacy protection while maintaining
prediction performance for the multi-label image recognition models.

Recently, researchers have realized the importance of privacy protection when designing deep
neural networks in real applications. One vein of research is to hide sensitive visual information by
integrating noise with images for data publishing to protect privacy [5, 6, 28, 34, 41, 43]. However,
due to the lack of theoretical privacy guarantee, the performance of those methods heavily rely
on discriminator. On the other hand, differential privacy mechanisms are adopted in many deep
learning models [38, 47, 49] to theoretically achieve privacy guarantee for different goals, such
as generation and determination. In these deep learning models, noise is usually employed to
disturb the models’ weights in order to keep the models’ parameters secure [22, 39, 40, 42], or
integrated into the models’ input features so as to generate privacy-preserving data for public
publishing [15, 25]. However, large aggregated noise brought by deep structure will result in low
performance and poor model usability in real applications. Moreover, black-box attack, which can
be easily implemented only using the model’s outputs, is not considered in the existing works. The
aforementioned observations motivated us to work out a solution to ensure privacy protection,
maintain prediction accuracy, alleviate the aggregated noise’s side effect, and defend black-box
attack simultaneously for the multi-label image recognition models.

In this article, we propose P2-ML-GCN mechanism that satisfies e-differential privacy on the
outputs of Multi-label Graph Convolutional Networks (ML-GCN) [7] with the intention of
preventing black-box attack. To further increase the prediction accuracy of P2-ML-GCN, we de-
velop RP2-ML-GCN, where a regularization term is designed to enhance the model’s robustness,
and the global sensitivity in differential privacy mechanism is smoothed via a proper bound to
mitigate excessive noise’s side effect. In other words, we can enhance the prediction accuracy
using a regularization term and/or a bounded global sensitivity, which pioneers a new research di-
rection for effectively designing privacy-preserving deep learning algorithms. Moreover, through
rigorous theoretical analysis, we prove the guarantee of privacy protection for ML-GCN, the ef-
fectiveness of our proposed regularization term for robustness improvement, the advantage of
utilizing a bounded global sensitivity to alleviate excessive noise’s side effect, and the capability
of our proposed models to protect the privacy of model’s weights and input features. Finally, we
evaluate the performance of our proposed models by conducting intensive real-data experiments
and comparing them with the-state-of-the-art models. Our multifold contributions are addressed
as follows.

— To the best of our knowledge, this is the first work to design privacy-preserving multi-label
image recognition models based on differential privacy mechanism.

— Our first model P2-ML-GCN applies differential privacy mechanism on the model’s outputs,
which can defend black-box attack and avoid large aggregated noise even if a neural network
has many layers.

— To improve the prediction accuracy of P2-ML-GCN, a regularization term is designed in
our second model RP2-ML-GCN to enhance the model’s robustness, and a proper bound
of global sensitivity in differential privacy mechanism is set to alleviate the side effect of
excessive noise.
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— Through rigorous theoretical analysis, we prove that our two proposed models are able to
protect the privacy of the model’s outputs, weights and input features with the guarantee of
e-differential privacy, which provides a guidance for the design of privacy-preserving deep
learning algorithms.

— Comprehensive experiments are well-conducted to validate the advantages of P2-ML-GCN
and RP2-ML-GCN.

The rest of this article is organized as follows. Related works are briefly summarized in Section 2.
After introducing preliminaries in Section 3, we detail our models in Section 4. In Section 5, we
conduct real-data experiments and analyze all results. Finally, we end up with a conclusion in
Section 6.

2 RELATED WORKS

The state-of-the-art about multi-label image recognition and differential privacy-based machine
learning algorithms is summarized in the following.

2.1 Multi-label Image Recognition

A straightforward idea of multi-label recognition is to train independent binary classifiers for each
object label based on state-of-the-art deep Convolutional Neural Networks (CNNs) [16, 30, 32],
which, however, ignores the relationship among labels. To improve the efficiency of multi-label
image recognition models, the label correlation is taken into account in some works [7, 35, 36, 48].
Wang et al. considered the correlation of labels through employing Recurrent Neural Networks
(RNNs) in embedded label vectors [35]. Zhu et al. studied both semantic and spatial relations of
multiple labels to design a spatial regularization network based on weighted attention maps [48].
Wang et al. proposed a spatial transformer layer and Long-Short Term Memory (LSTM) units
to capture label correlation [36]. Recently, Chen et al. proposed a GCN-based ML-GCN model,
which applies the directed graph of multiple object labels built by labels’ co-occurrence pattern
in dataset [7]. So far, the method of [7] outperforms other existing methods. However, the study
about how to design a privacy-preserving model for such multi-label image recognition has been
overlooked by the existing works.

2.2 Differential Privacy in Deep Learning

Differential privacy mechanism was proposed by Dwork et al. for privacy guarantee on adjacent
databases [8]. The incorporation of differential privacy mechanisms and deep learning algorithms
in most of the existing works can be briefly divided into two categories. One is to update weights in
stochastic gradient descent (SGD) algorithms with additional noise calculated by the gradient
bound [1, 22, 39, 40, 42], or to update weights in regression models with additional noise calculated
by the polynomial coefficient of the regression models’ parameters [24], which mainly focuses
on the parameters of learning models to satisfy differential privacy requirements. The other is
to obtain a privacy-preserving generative model by employing a proper noise, which keeps an
eye on input features [3, 15, 25, 45]. But, when the number of input features and the number
of shared parameters are large, these existing works sacrifice a high privacy budget to maintain
models’ accuracy. In addition, since differential privacy mechanisms are implemented on either
weights or features in every layer of deep learning models, these existing works may suffer from a
large aggregated noise when a neural network contains too many layers. Moreover, even if these
works can obtain secure weights and features, they cannot resist black-box attack that can be
accomplished based on the distribution of models’ outputs [27, 29].
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In this article, in order to defend black-box attack and protect privacy for multi-label image
recognition, we propose two novel models, including P2-ML-GCN and RP2-ML-GCN, by imple-
menting differential privacy mechanisms on ML-GCN’s outputs. Compared with the state-of-the-
art, our models have three major advantages: (i) the noise added into outputs can be bounded even
if the neural network has many layers, which can significantly reduce the aggregated noise of an
entire model and thus provide a higher degree of privacy guarantee; (ii) the two proposed models
can prevent the aforementioned black-box attack because the noise disturbs the distribution of
outputs; and (iii) in RP2-ML-GCN, a regularization item based on the Frobenius norm of weights
of classifiers is added to the loss function for the performance improvement, and a bound of global
sensitivity in differential privacy mechanisms is set appropriately to mitigate the excessive noise’s
side effect in P2-ML-GCN. Finally, we rigorously prove that our proposed mechanisms can provide
a helpful guidance for the design of privacy-preserving deep learning algorithms.

3 PRELIMINARIES

In this section, we introduce graph convolutional network (GCN), ML-GCN model for multi-
label image recognition [7], and the basics of differential privacy [8].

3.1 Graph Convolutional Network

GCN was introduced in [18] to perform semi-supervised graph classification aiming to update the
node representations of a graph by convolutional operations. The two inputs of GCN include the
node feature matrix in the I/th layer H I'e R™d and the node correlation matrix A € R™", where
n denotes the number of nodes in a graph and d is the dimension of node features in Ith layer.
After employing the convolutional operations of [18], the node feature matrix H'*! € R"™*¢ in the
(I+1)th layer can be represented as H'*! = h(AH'W'), where h(-) denotes a non-linear operation,
A € R™" is the normalized version of correlation matrix A, and W! € R’ is a transformation
matrix to be learned.

3.2 ML-GCN

By taking the label correlation into account, ML-GCN outperforms other existing approaches in
multi-label image recognition [7] and thus is adopted as our baseline. In [7], a directed graph is built
on all images of a dataset, where the vertices represent object labels, and the weight of a directed
edge is the occurrence probability of a head vertex when its corresponding tail vertex occurs. The
directed graph is used to mine co-occurrence patterns of object labels within the dataset through
GCN. The image features can be extracted by Resnet-101 [14]. Then, the co-occurrence pattern
can be combined with features to improve the performance of multi-labels recognition.

Let C be the number of labels’ categories, D be the dimension of features, and § € RE be the
output prediction labels. We can obtain g via Equation (1).

y=Wx, (1)

where W € RE*P is the final parameter matrix after GCN has been trained, and x € RP is the
feature vector extracted by Resnet-101.
Finally, ML-GCN is trained with the following multi-label classification loss function.

C
L= yilog(o(i)) + (1 - ;) log(1 - o (§1)), @

i=1
where y; € {0, 1} is the real label of ith category, ¢; € [0, 1] is the confidence score of ith category,
and o(-) is the sigmoid function [44].
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3.3 Differential Privacy

Differential privacy defines a mathematical measurement of data privacy protection for a
dataset [8].

Definition 1. A randomized mechanism, M (U — R), satisfies e-differential privacy, if for any
two adjacent inputs u,u’ € U and any S C R, there is

PriM(u) € S] < e“Pr[M ') € §], (3)
where € is a positive real number and quantifies information leakage.

To achieve e-differential privacy, M can be constructed by a Laplace mechanism based on any
real-value function f.
With respect to f, the global sensitivity Sr is defined as the maximum absolute distance between
any two adjacent inputs in U [17, 21, 31], i.e.,
Sp= sup If(w)— f@)l. (4)
u,u’elU
The randomized mechanism, M, which satisfies e-differential privacy for function f, can be
obtained via additive Laplace noise as follows.

M(u) = f(u) + Lap(0, S¢ /€), (5)
in which Lap(0, S¢/€) is the Laplace distribution.

4 PROPOSED APPROACHES

In this section, we elaborate on the details of our proposed models, including P2-ML-GCN and
RP2-ML-GCN. In P2-ML-GCN, to achieve privacy-preserving multi-label image recognition, we
apply differential privacy mechanism to ML-GCN’s prediction outputs based on additive Laplace
noise. Notice that the prediction accuracy of P2-ML-GCN may be reduced due to the added additive
Laplace noise. Hence, to further improve the image recognition performance, we propose RP2-ML-
GCN that enhances the model’s robustness with the help of a regularization term. Moreover, we
analyze the relationship of privacy guarantee between our proposed models that implement dif-
ferential privacy mechanisms on the prediction outputs and the approaches that adopt differential
privacy mechanisms on input features or parameters, which confirms the effectiveness of our pro-
posed models. Finally, we extend our findings to a more general case to offer a guidance for the
design of privacy-preserving deep learning approaches. Since it is hard to show all analysis of
multi-layer neural network with limited page length, in this article, we mainly focus on analyzing
the bias of loss function and the performance of differential privacy for model weights and features
in a single layer perceptron.

4.1 Privacy-Preserving ML-GCN

In P2-ML-GCN, we implement differential privacy mechanism on ML-GCN’s prediction output
vector, ¢, in order to make the model’s outputs satisfy e-differential privacy, in which Laplace
noise is utilized to disturb ML-GCN’s outputs instead of its input features or parameters to resist
black-box attack. According to Laplace mechanism, there are two steps to establish a random-
ized mechanism satisfying e-differential privacy. First, we denote the global sensitivity of § as S.
Second, from Equation (5), we can obtain a randomized mechanism g’ that satisfies e-differential
privacy by adding the Laplace noise Lap(0, S?") to the output vector § as shown in Equation (6),

. S . .
where §j € R and « generated from Lap(0, =2) are C-dimension vectors.

7 =7+a. (6)
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S . .
THEOREM 1. Given the Laplace noise Lap(0, %) added into the output vector 1, each element 1j;’
in the disturbed output vector i’ satisfies e-differential privacy.

Proor. Let Pr[-] be a commonly designed Laplace distribution [9]. Accordingly, we have,

-5 14l
Pr(y;] ne U €
In —— =ln—= ——— = — (7’| = l4il) < e. (7)
Pr(y;’] e o5 9 Sy,
25

i
Equation (7) shows that each element ;” in the disturbed output vector i}’ satisfies e-differential
privacy. O

Theorem 1 demonstrates that our proposed model P2-ML-GCN can provide the multi-label im-
age recognition with differential privacy guarantee. Correspondingly, the loss function of multi-
label image recognition in P2-ML-GCN can be expressed by the disturbed output vector §’ in
Equation (8).

C
L= Y yilog(o(§") + (1 - y) log(1 ~ o (§"))

i=1

c s
= Z y; log (0 (y} + Lap (0, ?y))) ®)
i=1

5y
+ (1 — yl)log (1 -0 (yAI +L(Zp (0, ?))) .

During the training process of P2-ML-GCN, we intend to minimize Lp; to improve the prediction
accuracy of ML-GCN while ensuring e-differential privacy. In addition, we can control the privacy
protection degree by adjusting the value of €. Particularly, a smaller € indicates a higher privacy
protection degree.

4.2 Robust Privacy-Preserving ML-GCN

The noise added in P2-ML-GCN indeed offers differential privacy guarantee, but may also reduce
the prediction accuracy of ML-GCN. Therefore, we design a more robust model, RP2-ML-GCN, to
alleviate the influence on the prediction accuracy of multi-label image recognition while gaining
the same degree of differential privacy guarantee. Specifically, in RP2-ML-GCN, we integrate the
loss function of P2-ML-GCN with a regularization term to increase the prediction accuracy of
ML-GCN.

There are three phases in RP2-ML-GCN. (i) In the first phase, we simplify the traditional multi-
label loss function for better theoretical analysis. (ii) In the second phase, we calculate the bias
of loss function to analyze the influence of the additive Laplace noise on the prediction accuracy
of multi-label image recognition model. (iii) In the third phase, we theoretically prove that the
regularization term can improve the model’s robustness from the viewpoint of linear regression.

4.2.1  Function Simplification. Since the sigmoid function is differentiable at the point 0, we can
obtain an approximate quadratic polynomial in Equation (9) through Taylor Theorem [26] at the
point 0.

_g 1, 1,
log(1+e7¥) ~log2 — Eyi + g(yi)z. 9)

Then, we simplify the traditional multi-label loss function via the sigmoid function and its ap-
proximate quadratic polynomial function. The simplification process of traditional multi-label loss
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function is presented as follows:

C
L= yilog(o (i) + (1~ yi) log(1 - o(§i))

0
—_

—yilog(1 +e7Y) + (1 - y;)(log(e™¥))

yi — 1) log(1 +e7¥)
(10)

'Mo + I:I'Mn

I
—_

yiyi — Ui — log(1 + e %)

. 1, 1,
yili — i — (logz i g(yi)z)

Q

NN

I
—_

1., 1. .
—(U:)" — -¥i + yiy; — log 2.
g W)™ = S¥i + yili — log

1
By substituting Equation (1) into Equation (10), we obtain Equation (11).

C
1, R
L= Z ——yl—+y,-yl-—log2
2
i=1 (11)

(W) (W) — (% - yl-) (Wx) = Clog?2,

oolb—‘

1
8

where W is the parameter matrix learned by GCN, x is feature vector extracted by Resnet-101,
y; € {0, 1} is the groundtruth label of ith category, and C is the number of categories.

4.2.2  Bias Analysis. According to Equation (11), we can rewrite the loss function of P2-ML-GCN
in Equation (12).

Ly =-— l((Wx +a) T (Wx + a))
5 (12)

1

- (5 —y,-) (Wx + a) — Clog 2.

In the analysis of machine learning algorithms, the bias of loss function is typically used to
investigate the influence of the additive noise on the prediction accuracy.

LEmMMA 1. The expectation of Laplace noise Lap(0, %) is

forf) -

LEMMA 2. The expectation of square Laplace noise E(Lap(0, S?y)z) is equal to

Sg Sg, 259
E (Lap (0, ?)) + Var (Lap (0, ?)) = ?

ACM Transactions on Knowledge Discovery from Data, Vol. 16, No. 4, Article 69. Publication date: January 2022.



69:8 H. Xu et al.

According to Lemma 1, Lemma 2, Equation (11), and Equation (12), the bias of loss function,
denoted by E(AL), can be calculated via Equation (13).

E(AL) = E(|Ly - LI)
=E (|—%aTWx - %xTWTa - %aTa - (— - y,-) a')
- —%E(aT)]E(Wx) - %E(xTWT)E(a) - %E(aTa) - (% - y,-) E(a)|

(13)
N ISR
8 €
Sy
T 4e?
S
4€?

From the expression of E(AL), we can see that there exists an inverse proportion between E(AL)
and e€; that is, the smaller € is, the greater E(AL) is. In other words, a higher privacy protection
degree reduces the prediction accuracy of the multi-label recognition model.

In order to alleviate the side-effect of additive Laplace noise, weight decay mechanism [46]
inspires us to increase the prediction accuracy by reducing WY W for the purse of improving P2-
ML-GCN’s robustness. Accordingly, we propose our model RP2-ML-GCN by integrating P2-ML-
GCN’s loss function with a regularization term as shown in Equation (14).

C
S
Lgrpy = Z Yi log (O' (]jl + Lap (0, ?y)))
i=1

» 5§ F
+(1—-y;)log|1—-0|Yy;i+ Lap 0,? + AW,

where A is a hyperparameter to control the weight of the regularization term, and the Forbenius
norm ||W]| If is equal to the value of WTW.

During the training process in P2-ML-GCN, we accomplish image recognition with privacy
guarantee by minimizing Lgp, and improve the model’s robustness by minimizing W7 W. Notably,
in fact, the regularization term can improve the robustness of the traditional ML-GCN model even
without additional noise.

(14)

4.2.3 Robustness Analysis. In the following, we theoretically investigate how the regularization
term can improve P2-ML-GCN’s robustness from two aspects. On the one hand, the regularization
term helps shrink the space of weights so as to avoid overfitting. On the other hand, the utilization
of the regularization term can reduce the variance of weights.

The training process of P2-ML-GCN can be treated as a generalized linear regression without
regularization, while the training process of RP2-ML-GCN can be treated as a generalized ridge
regression with regularization. Let Wy g and W44, denote the weight matrixes trained in P2-ML-
GCN and RP2-ML-GCN, respectively, which can be computed in Equation (15) and Equation (16),
respectively.

Wi = argmin||g’ — Wx]||%. (15)
w

Widge = argmin||§’ — Wx||* + A|[W][*. (16)
w
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Assume that x is centralized and standardized, and xx” is reversible. We can obtain two estima-
tors, i.e., Wrg for Wi g and Wg,age for Wrigge.

Wi = §'x" (xx”) 7, (17)

Wridge = 9'x” (xx” + A1)
= 'xT (xx D) oex D) (oex T + AT) 7!
= Wir(ex D) (ex T + A1)~
= Wir(exT + AL = A1) (xexT + A7
= Wir(I - A(xxT + A1)

< Wrr.

(18)

Remark: From Equation (17) and Equation (18), WR,-dge can be considered as the shrinkage of
Wig, achieving weight decay to avoid overfitting.

LEMMA 3. If(V is the unbiased estimator of any one random variable V, E(V) = V.
LEmMMA 4. Three numerical characteristics in matrix theory are shown as follows:
E(o” Go) = (E(0))T GE(0) + tr(G Var(o)),
tr(EFG) = tr(FEG) = tr(GEF),
tr(G") = tr(G),
where o is white noise, and E, F, and G represent any matrix.

Furthermore, to demonstrate that the regularization term indeed improves the model’s ro-
bustness, we need to prove that the variance of Wg;q4e is lower than the variance of Wyg. Let
) = Wx + o, where o is the white noise following N (0, 0%). We rewrite Wir in Equation (19).

R =9'x" (xx)!
= (Wx + 0)x 7 (xxT) 7! (19)
= Wig +ox! (xxT)7.

Since Wy is an unbiased estimator, the variance of Wy g can be calculated using Lemma 3 and

Lemma 4 as follows:
Var(Wir) = E(Wir — E(WiR))®

= E(Wg — Wir)?

= E[(Wir — Wir)" (Wir — Wir)]

= E[(oxT (xxT)™HToxT (xxT) ]
=E[((xxT) ™) x0T oxT (xxT) 1] (20)
= a?tr(((exD) ™ TxxT (xxT) ™)

= o’tr[((xx") 1"

= o’tr((xxT)™)

= sz.
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Similarly, the variance of WRidge can be calculated by:
K

ki
,Z::‘ (ki +2)°

Var(WRidge) =0’

i 5| varging (21)
= ——— | Var(Wpr
(ki + 2)?
= zVar(WLR),
where K is the rank of xx7, (ki, k, . . ., kg) is the set of eigenvalues of xxT,and z = [Z;}il (kikTi,l)z]

denotes variance expansion factor.

Remark: The variance of WR,-dge can be lower than Wy g by adjusting A. On the other hand, vari-
ance expansion factor z becomes smaller when the value of 1 is increased, which further reduces
the variance of WRidge. Therefore, a conclusion can be drawn that RP2-ML-GCN indeed improves
the robustness of P2-ML-GCN by adding the regularization term from the viewpoint of the linear
regression.

4.3 Bound of Global Sensitivity

To improve the prediction accuracy of P2-ML-GCN, there are two methods: one is to enhance the
model’s robustness, and the other is to decrease excessive noise added into the prediction outputs.
A regularization term in RP2-ML-GCN can improve the model’s robustness. In this subsection, we
show that an appropriate bound of global sensitivity in differential privacy mechanisms can allevi-
ate excessive noise’s side effect. Before introducing our method, we present a critical observation
as follows.

OBSERVATION 1. Most existing analyses on differential privacy mechanisms assume that the max-
imum contribution (i.e., the global sensitivity of query function) is fixed in advance. However, we may
end up adding excessive noise for privacy protection due to some outliers in database, resulting in
the reduction of prediction accuracy of learning models. Therefore, a bound of global sensitivity of
query function can be set to mitigate the side effect of excessive noise, which can improve the model
performance [2].

According to Observation 1, the calculation of global sensitivity, Sj, in P2-ML-GCN is affected by
the imbalanced distribution of outputs, causing excessive noise. Inspired by the idea of [2], we set
a bound factor, denoted by S;, € (0, 1), to mitigate excessive noise’s side effect for the improvement
of P2-ML-GCN’s accuracy.

In the following, we reimplement differential privacy mechanism with a bounded global sensi-
tivity to see how it works to improve P2-ML-GCN’s accuracy. First, we substitute S; with $;S;.
According to Theorem 1, the disturbed output function satisfies S——dlfferentlal privacy that is
called relaxed-differential privacy in th1s article because S, € (0, 1). Second, we rewrite the bias

of loss function by replacing Lap(0, ?) with Lap(0, ":y) in Equation (13), which is shown in
Equation (22).

125, SpSy

E(AL)_' 87 | ae

Equation (22) implies that we can indeed decrease the bias of loss function in P2-ML-GCN by
reducing the value of S, and thus improve the prediction accuracy of P2-ML-GCN.

Remark: To guarantee relaxed-differential privacy and improve prediction accuracy simultane-

ously, we can select an appropriate bound for the global sensitivity in P2-ML-GCN and RP2-ML-

GCN based on the specific distribution of outputs to alleviate excessive noise’s side effect.

(22)
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4.4 Model Effectiveness

As aforementioned in Section 2, prior differential privacy-based privacy-preserving deep learning
approaches either protect the model’s weights or input features. Different from the state-of-the-
art, in our proposed models, privacy-preserving mechanisms are applied to protect the model’s
outputs, which can prevent black-box attack. In this subsection, we theoretically prove that our
proposed models are also able to ensure e-differential privacy for the model’s weights and input
features.

4.4.1 Effectiveness for Weights’ Differential Privacy. Since the outputs of ML-GCN are calcu-
lated by both the weights and the input features, the noise added into outputs will reflect on the
weights of classifiers and features through a backward propagation training process. In order to
find out how the disturbed output vector § influences the parameter matrix, the feature vector x
is supposed to be fixed. We can rewrite the disturbed output vector with the disturbed parameter
matrix, denoted by W,, in Equation (23).

7 =7+a=Wyx, (23)

where ¢ is the original output vector, and « is the additional Laplace noise used in differential
privacy mechanism.

Let y; = max{|x;'|} with x;! being the ith element in vector x~
x~! is the reciprocal of the corresponding element in x. Then, we can obtain the inequality in

Equation (24).

1 where each element in

1 1

We=@+a)x ! =igx +ax”
y y (24)

=W+ax ' <W+pa.
Let W be the maximum value of elements in W and W, be the maximum value of elements in
W,, and max{a} be the maximum value of elements in a. According to Equation (24), we have
Wy = W + y; max{a}.

THEOREM 2. If the disturbed output vector " satisfies e-differential privacy, the disturbed param-

€(W+max{ |x; |} max

lah -differential privacy.

eter matrix Wy satisfies max (x|

Proor. Pr[-] is commonly designed as Laplace distribution. Since « follows Lap(0, S?y) the addi-

25,
tional Laplace noise can be designed as y; &, which follows Lap(0, %), for the disturbed weight
matrix W, according to Equation (24). Thus, we have

Pr(w] _, 2

In =
Pr[W,] e,

€ e(W + y; max{a} (25)
= —— (Wl = [W)) < ( n )

15§ "
~ e(W + max{|x;!|

} max{a})

max({|x;!|}?

e (W +max{ |x;! |} max{a})
max({|x;1[}? )

That is, we can prove that the disturbed weight matrix W, satisfies

differential privacy. O
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4.4.2  Effectiveness for Features’ Differential Privacy. Similarly, in order to find out how the dis-
turbed output vector 7" influences the feature vector, we assume that the parameter matrix W is
fixed. The disturbed output vector is rewritten with the disturbed feature vector, denoted by x,,
in Equation (26).

7 =0+a=Wx,. (26)

Lety, = max{IWi;ll} where WJI is the element in ith row and jth column in matrix W~!. We
can obtain the inequality in Equation (27).

X =Wl G+a) =W 1lj+Wla
1 (27)
=x+W a<x+ypa

Let X be the maximum value of elements in x and X, be the maximum value of elements in x,.
From Equation (27), there is X, = X + y, max{«a}.

THEOREM 3. If the disturbed output vector 1’ satisfies e-differential privacy, the disturbed feature

E(Y+max{\Wi’].1|}maX{a}
ma{ W, )2

vector x,, satisfies ) -differential privacy.

Proor. Pr[-] is commonly designed as Laplace distribution. Since & follows Lap(0, Sg—y), the addi-

25,
tional Laplace noise can be designed as y,a, which follows Lap(0, Yzesy ), for the disturbed feature

vector x, according to Equation (27). Then we can prove that the disturbed feature vector x,
e(?%—max{lW&W}max{a}

max{|W,;'}2

) -differential privacy as follows:

satisfies

- x|

€ ) ‘g
Pr[x] 2y25; ¢
In =In — I
Prlxq] € iy Xec
2y;Sg

€(x + y, max{a}) (28)

€
=— (Ixo| = Ix]) < >

2
2 2
e(x + max{|W'|} max{a}))

max{|W;'[}?

O

Remark: As analyzed in priors works [1, 42], W and X are finite values. Although in our pro-
posed models, we implement differential privacy mechanism on the model’s outputs, Theorem 2
and Theorem 3 show the effectiveness of our models to achieve e-differential privacy for model’s
weights and input features, which provides a new direction to perform differential privacy in deep
learning algorithms.

4.5 Model Generalization

To further illustrate that our proposed models can achieve any degree of differential privacy for
model’s weights or input features, we extend our theoretical analysis to a more general scenario,
in which two corollaries can be directly derived from Theorem 2 and Theorem 3.

Let £ and yp be two finite values representing two scale parameters for the design of differential
privacy on the model’s weights. In the training process of the multi-label image recognition model,
we set yp > max{|x; 1} by controlling the feature extractor first. Then, we set W, < ),;)go when
updating parameters. Accordingly, we can obtain Corollary 1.
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CoroLLARY 1. If the disturbed output vector i’ satisfies e-differential privacy with yp >
max{|x; |} and W, < yé?, the disturbed weight matrix W, satisfies eP-differential privacy.

2
ProoF. If yp > max{|x; |} , Lap(0, )%’) can be considered as the additional Laplace noise to

disturb weight matrix W according to Equation (24). If W, < yi,SD, we can prove that the disturbed
weight matrix W, satisfies eP-differential privacy as below:

e vl
Pr[W] 2 °
In =In -
Pr[Wa] Le_Yleal
o (29)
2
€ eysP
= —(IWal - IW)) < —2
Yp Yp
=eP.
O

Similarly, we use two finite values, Q and yq, to denote two scale parameters for the design of
differential privacy on model’s input features. In the training process, we set yq > maX{IWi;1|}

when updating parameters and set x, < yéQ when extracting features. Then, we can obtain
Corollary 2.

CoRroOLLARY 2. If the disturbed output vector i’ satisfies e-differential privacy with yq =
max{|Wl.;1|} andxg < yéQ, the disturbed feature vector x, satisfies eQ-differential privacy.

- Ya . . .
Proor. If yq > max{ IWl.jl |}, Lap(0, -2) can be treated as the additional Laplace noise to disturb

feature vector x according to Equation (27). If x, < yéQ, the disturbed feature vector x, satisfies
€Q-differential privacy, which is proved below.

-5 x|
e
Pr[x] 2¥a
In = -
Prlxq] € _glx’zl
a (30)
€ 6)’(23@
= 5 (Ixel = Ixl) £ —5
Q Q
= eQ.
O

Remark: Since $ and Q can be any finite real number, we can successfully protect the model’s
weights and input features with any degree of differential privacy by implementing e-differential
privacy mechanisms on the model’s outputs in our proposed models. Moreover, Corollary 1 and
Corollary 2 provide a guidance for the design of privacy-preserving deep learning algorithms in a
general scenario.

5 EXPERIMENTS

In this section, comprehensive experiments are conducted to validate that our two proposed mod-
els, P2-ML-GCN and RP2-ML-GCN, can effectively accomplish multi-label image recognition while
guaranteeing e-differential privacy; especially, compared with P2-ML-GCN, RP2-ML-GCN can in-
crease prediction accuracy. Besides, experiments are set up to confirm that our proposed regu-
larization term indeed improves the performance of ML-GCN model even without Laplace noise.
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Moreover, we investigate the advantage of setting a proper bound of global sensitivity to increase
the accuracy of P2-ML-GCN by fine-tuning different values of S;,. Finally, the effectiveness of our
proposed models is further evaluated through a comparison with the state-of-the-art.

5.1 Experiment Settings

The datasets, performance metrics, and mechanism implementation in our experiments are de-
scribed below. Our implementation codes can be found in https://github.com/ahahnut/-R-P2-ML-
GCN.

5.1.1 Datasets. We report the experimental results on two benchmark multi-label image recog-
nition datasets, including Voc2007 [10] and MS-COCO [20]. Notice that there are 20 categories of
images in Voc2007 (i.e., C = 20) and 80 categories of images in MS-COCO (i.e., C = 80). According
to the definition of global sensitivity in Equation (4), the global sensitivity S; is set as 20 when we
use Voc2007 in our experiments and is set as 80 when we use MS-COCO in our experiments.

In machine learning training, the number of proper epochs for different datasets are different.
According to the state-of-the-art, we train Voc2007 dataset with 40 epochs and defaultly train
MS-COCO dataset with 20 epochs. Similarly, we need to set different values of € to make sure e-
differential privacy guarantee when training different datasets. The value of €, which is so-called
“privacy budget”, indicates the degree of privacy protection. More specifically, a smaller € implies
a higher privacy protection degree.

5.1.2  Performance Metrics. Typically, the average per-class precision (CP), recall (CR), F1 (CF1),
the average overall precision (OP), recall (OR), F1 (OF1), and mean average precision (mAP) are
adopted to quantify prediction performance [11, 35, 48]. For a fair comparison, the prediction per-
formance of top-3 labels is also evaluated using the above performance metrics [11, 48] represented
by (*_3), where * could be OP, OR, OF1, CP, CR, or CF1.

5.1.3  Mechanism Implementation. For clear performance evaluation, ML-GCN is adopted as
the baseline model in our experiments. Our proposed models, including P2-ML-GCN and RP2-ML-
GCN, are implemented according to the instructions of ML-GCN [7]. There are four main steps in
our experiments:

(1) The dimensions of output features in two GCN layers are 1,024 and 2,048, respectively.

(2) Label representations in GCN are adopted for training on Wikipedia dataset [23].

(3) Resnet-101 [14] is utilized to extract features of images resized into 448 x 448.

(4) The parameter € in Laplace noise is used to adjust the degree of privacy protection for
privacy-preserving training.

5.2 Evaluation of Privacy Preservation

We implement our model P2-ML-GCN with € = 8, 10, 30 in the experiments, which is reasonable
and applicable in real applications according to the scenario of our studied problem and the set-
ting of € in previous works [1, 3, 40, 45]. To illustrate the feasibility of P2-ML-GCN, the results
on Voc2007 dataset with 40, 60, 80, and 100 epochs are presented in Figure 1, and the results on
MS-COCO dataset with 10, 15, 20, and 25 epochs are presented in Figure 2. In Figures 1 and 2,
obviously, P2-ML-GCN can achieve different degrees of e-differential privacy guarantee by ad-
justing the values of ¢; especially, a lower € indicates a higher degree of privacy protection. In
specific, take the OP value of P2-ML-GCN in Figure 1 as an example. For P2-ML-GCN on Voc2007
dataset with 40 epochs, OP = 0.6963 in P2-ML-GCN with € = 8, OP = 0.7152 in P2-ML-GCN with
€ = 10, and OP = 0.7431 in P2-ML-GCN with € = 30. By comparing these OP values, we can find
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Fig. 1. P2-ML-GCN v.s. ML-GCN on Voc2007 dataset with different e.

that the increase of the added Laplace noise does not cause too much decrease of prediction per-
formance of P2-ML-GCN. The same conclusion can be obtained by comparing other performance
metrics on Voc2007 dataset in Figure 1. Besides, we can also get the same conclusion by comparing
all performance metrics on MS-COCO dataset in Figure 2. To sum up, compared with ML-GCN,
the prediction performance of P2-ML-GCN does not suffer a lot with the increase of the added
Laplace noise, which indicates that P2-ML-GCN can maintain the performance of multi-label im-
age recognition while providing e-differential privacy guarantee. These results demonstrate the
effectiveness of P2-ML-GCN for privacy protection as analyzed in Section 4.1.

5.3 Ablation Study

We analyze that the scale parameter A can be used to reduce the variance of loss function in
Section 4.2.3, and the bounded global sensitivity S;,S; can be used to decrease the bias of loss
function in Section 4.3. Thus, in order to validate the analysis of the regularization term and the
bounded global sensitivity, we present the following experiment results.

In Figure 3(a), RP2-ML-GCN is trained on Voc2007 dataset with 40 epochs by fixing € = 10 and
varying A from 0.1 to 0.9 with 0.2 step size. We change the value of A that represents the weight
of the regularization term to observe its impact on the prediction performance in RP2-ML-GCN.
Specifically, we use the OP value as an example to analyze this impact. In Figure 3(a), OP = 0.3835
when A = 0.1, OP = 0.6022 when A = 0.3, OP = 0.7793 when A = 0.5, OP = 0.7702 when A = 0.7,
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Fig. 3. Ablation study.

and OP = 0.7083 when A = 0.9. From these OP values, one can find that the OP value of RP2-ML-
GCN can be highly improved when A is increased from 0.1 to 0.5 but gradually decreases when A
is increased from 0.5 to 0.9. The same trend can also be observed by comparing other performance
metrics. These phenomenons illustrate that the regularization term can be used to reduce the
variance of loss function by adjusting the scale parameter A as mentioned in Section 4.2.3. We will
use A = 0.5 when implementing RP2-ML-GCN model in the following experiments.

In Figure 3(b), P2-ML-GCN is trained on Voc2007 dataset with 40 epochs by fixing € = 10 and
changing S; from 0.75 to 1. The results show that with the same ¢, different values of S; can
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Fig. 4. Comparison results of six models.

indeed affect the performance of P2-ML-GCN. From Figure 3(b), we observe that OP = 0.7134
when S, = 0.75, OP = 0.8032 when S, = 0.8, OP = 0.7555 when S}, = 0.85, OP = 0.6988 when
Sp = 0.9, OP = 0.7131 when S, = 0.95, and OP = 0.7152 when S; = 1. By comparing these OP
values, a proper bound factor (i.e, S, = 0.8 in our experiments) can be used to improve the OP
value of the original P2-ML-GCN. For the other performance metrics in Figure 3(b), the utilization
of the proper bound factor S, = 0.8 can also improve other performance metrics of the original
P2-ML-GCN. In other words, a proper bound can indeed help enhance P2-ML-GCN’s prediction
performance while ensuring relaxed-differential privacy, which confirms the advantage of using a
proper bounded global sensitivity to increase P2-ML-GCN’s accuracy. More concretely, Theorem 1
tells that the disturbed output vector satisfies i-differential privacy when a bound factor, Sp, is
set to the global sensitivity. Thus, according to the observation in Figure 3(b), we set the proper
bound factor as S = 0.8 to design Laplace noise with € in the following experiments.

5.4 Evaluation of Our Proposed Approaches

The comparison results for ML-GCN, R-ML-GCN, P2-ML-GCN, RP2-ML-GCN, P2-ML-GCN with
Sp, and RP2-ML-GCN with S, are shown in Figure 4. These six models are implemented on Voc2007
dataset with 40 epochs by setting € = 10, A = 0.5 and S, = 0.8, whose results are shown in
Figure 4(a). And they are also trained on MS-COCO dataset with 20 epochs by fixing € = 10,
A =0.5and S, = 0.8, whose results are shown in Figure 4(b).

The OP value is used as an example for analysis. In Figures 4(a) and 4(b), OP = 0.7152 in P2-
ML-GCN on Voc2007, OP = 0.7793 in RP2-ML-GCN on Voc2007, OP = 0.6452 in P2-ML-GCN on
MS-COCO, and OP = 0.7842 in RP2-ML-GCN on MS-COCO. Obviously, the OP value of RP2-ML-
GCN is higher than that of P2-ML-GCN on both two datasets. Also, from Figures 4(a) and 4(b),
we observe that RP2-ML-GCN’s other performance metrics are higher than P2-ML-GCN’s on both
two datasets through simple comparison. All comparison results for P2-ML-GCN and RP2-ML-
GCN demonstrate that RP2-ML-GCN can improve P2-ML-GCN’s prediction performance by re-
ducing the bias of loss function with the help of an additional regularization term, which is consis-
tent with our theoretical analysis in Section 4.2.2. In order to clearly illustrate the effectiveness of
our proposed regularization term, we incorporated the regularization term into ML-GCN without
adding Laplace noise, which is named R-ML-GCN. Concretely, we have OP = 0.8001 in ML-GCN
on Voc2007, OP = 0.8055 in R-ML-GCN on Voc2007, OP = 0.7954 in ML-GCN on MS-COCOQO,
and OP = 0.7966 in R-ML-GCN on MS-COCO, showning that R-ML-GCN’s OP is higher than
ML-GCN’s on both datasets. Additionally, notice that R-ML-GCN’s other performance metrics are
higher than ML-GCN’s on both two datasets. All these comparison results for ML-GCN and R-ML-
GCN confirm that the regularization term can improve the prediction performance of ML-GCN
even without Laplace noise, which has been analyzed in Section 4.2.2.
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Similarly, by observing Figures 4(a) and 4(b), we obtain OP = 0.7555 in P2-ML-GCN with S,
on Voc2007, OP = 0.7152 in P2-ML-GCN on Voc2007, OP = 0.8231 in P2-ML-GCN with S, on
MS-COCO, and OP = 0.6452 in P2-ML-GCN on MS-COCO, which indicates that the OP value
of P2-ML-GCN with S;, is better than that of P2-ML-GCN on both two datasets. In addition, P2-
ML-GCN with Sj, is better than P2-ML-GCN in terms of other performance metrics on both two
datasets. Thus, we can improve the prediction performance of P2-ML-GCN by setting a proper
bound to avoid excessive noise as analyzed in Section 4.3. Moreover, we train RP2-ML-GCN with
Sp by integrating a regularization term and a proper bounded global sensitivity. Particularly, in
Figure 4(a), OP = 0.8011 in RP2-ML-GCN with S; on Voc2007, OP = 0.7152 in P2-ML-GCN on
Voc2007, OP = 0.7793 in RP2-ML-GCN on Voc2007, and OP = 0.7555 in P2-ML-GCN with S; on
Voc2007; in Figure 4(b), we have OP = 0.8491 in RP2-ML-GCN with S;, on MS-COCO, OP = 0.6452
in P2-ML-GCN on MS-COCO, OP = 0.7842 in RP2-ML-GCN on MS-COCO, and OP = 0.8231 in
P2-ML-GCN with S; on MS-COCO. From these OP values, we can conclude that RP2-ML-GCN
with S outperforms P2-ML-GCN, RP2-ML-GCN, and P2-ML-GCN with S, on both two datasets.
Besides, we can obtain the same conclusion by comparing other performance metrics. That is,
RP2-ML-GCN with Sj, is the best privacy-preserving deep learning model for multi-label image
recognition among our proposed models.

5.5 Our Proposed Approaches v.s. the State-of-the-Art

According to Corollary 1, we set € = 10 in P2-ML-GCN and £ = 1/10, making the model’s weights
satisfy 1-differential privacy. Meanwhile, as indicated by Corollary 2, we set € = 10 in P2-ML-GCN
and Q = 1/10, making the model’s input features achieve 1-differential privacy.

For a fair comparison, two existing schemes are adopted: (i) the scheme of [1] that adds the
Laplace noise to make the model’s weights meet (¢,, = 1)-differential privacy; and (ii) the scheme
of [45] that adds the Laplace noise to make the model’s input features reach (¢y = 1)-differential pri-
vacy. The comparison results for 1-differential privacy on Voc2007 dataset and MS-COCO dataset
are shown in Figures 5(a) and 5(c), respectively. In a similar way, we conduct comparative ex-
periments to make weights or input features satisfy 0.1-differential privacy, whose results are
presented in Figures 5(b) and 5(d).

For a clear illustration, we compare the OP values in Figure 5(a). As shown in Figure 5(a), we
have OP = 0.7995 in P2-ML-GCN using Corollary 1 on Voc2007, OP = 0.7714 in the scheme
of [1] on Voc2007, OP = 0.7802 in P2-ML-GCN using Corollary 2 on Voc2007, and OP = 0.7063 in
the scheme of [45] on Voc2007. It can be seen that with the same degree of e-differential privacy,
the OP value of P2-ML-GCN is better than that of the two existing schemes. And via the same
simple comparison, in Figure 5(a), other performance metrics of P2-ML-GCN are also better than
those of the two existing schemes. That is, with the same degree of e-differential privacy, the pre-
diction performance of P2-ML-GCN is better than that of the two existing schemes, indicating that
our P2-ML-GCN model outperforms the two existing schemes. Additionally, we can also obtain
the same conclusion by comparing the results of Figures 5(b), 5(c), and 5(d). Furthermore, com-
pared with P2-ML-GCN, RP2-ML-GCN can achieve the same degree of e-differential privacy and
enhanced prediction performance. Thus, we can conclude that RP2-ML-GCN also outperforms the
two existing schemes, for which the main reason is that the noise added to the model’s outputs
in both P2-ML-GCN and RP2-ML-GCN can be bounded in deep learning training even if a neural
network contains many layers.

Evaluation Summary: All of the above experiments clearly demonstrate the superiority of our
two proposed models, P2-ML-GCN and RP2-ML-GCN, in ensuring privacy protection, mitigating
noise’s side effect, and maintaining the model’s accuracy, which is consistent with our theoretical
analysis in Section 4.
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Fig. 5. P2-ML-GCN v.s. baselines.

6 CONCLUSION

In this article, we firstly propose P2-ML-GCN model to achieve privacy guarantee while accom-
plishing multi-label image recognition. Then, the Forbenius norm of weights in GCN is designed
as a regularization term in RP2-ML-GCN to improve the prediction accuracy and robustness
of P2-ML-GCN. Additionally, the idea of bounded global sensitivity is exploited to enhance the
prediction accuracy. In both P2-ML-GCN and RP2-ML-GCN, our privacy-preserving mechanism
implemented on the model’s outputs not only can defend black-box attack but also can provide
privacy protection for the model’s weights and input features. Moreover, the effectiveness of
privacy protection, regularization term, and bounded global sensitivity in our proposed models
has been rigorously proved. The results of comprehensive real-data experiments, especially the
comparison with the state-of-the-art, can validate the advantages of our proposed models.
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