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tion inputs into a consensus evaluation. Specifically, this work derives mathematical mod-
eling components to enforce three types of logical couplings between the collective ordinal
and cardinal evaluations: Rating and ranking preferences, numerical and ordinal estimates,
and rating and approval preferences. The proposed methodology is based on axiomatic dis-
tances rooted in social choice theory. Moreover, it adequately deals with highly incomplete
evaluations, tied values, and other complicating aspects of group decision-making con-
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Social choice texts. We illustrate the practicality of the proposed methodology in a case study involving
Axiomatic distances an academic student paper competition. The methodology’s advantages and computational
Incomplete rankings and ratings aspects are further explored via synthetic instances sampled from distributions parame-

trized by ground truths and varying noise levels. These results show that multimodal
aggregation effectively extracts a collective truth from noisy information sources and suc-
cessfully captures the distinctive evaluation qualities of rating and ranking preference data.

© 2022 Elsevier Inc. All rights reserved.

1. Introduction

The natural tendency to reconcile multiple sources of conflicting information into a representative whole continues to
spur the development of data aggregation techniques. Many such methods aim to systematically eliminate error/noise,
thereby enhancing the quality of extractable information from individual information sources that collectively evaluate
the same set of entities or systems of interest [ 1]. This motivation is especially prevalent in group decision-making, collective
intelligence, and various other fields that seek to make sense of multiple subjective evaluations—judgments, preferences,
estimates—which are inherently heterogeneous or contradictory. Furthermore, while most existing data aggregation methods
work on a single data modality (continuous, ordinal, linguistic, etc.), there is a growing interest in developing new method-
ologies capable of integrating multiple data modalities (e.g. [2,3]). Integrating data with different modalities is important
because different modalities are equipped to capture distinctive qualities of interest; hence, combining them could help
extract more useful information than when separately considering each data modality.

In group decision-making and various other data aggregation applications, it is imperative that the aggregate evaluation
is a good representation of the underlying “collective truth” inherent in the inputs. This overriding concern has led to
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increased attention on methods founded on the socio-theoretical concept of a consensus (e.g. [4-6]). Consensus aggregation
methods find an aggregate evaluation of a set of objects that least disagrees (or, equivalently, most agrees) with the evalu-
ations provided by a set of individuals or judges. Most methods differ by the evaluations’ format (cardinal or ordinal) and the
measure of disagreement used. In an ordinal evaluation, the objects are ordered based on their rank relative to a criterion of
interest. For example, ranking vectors are used in group decision-making to sort the objects from “most preferred” to “least
preferred” by assigning them a non-decreasing sequence of numerical values. In a cardinal evaluation, individual objects are
given a score (a scalar value) quantifying the degree by which each possesses one or more qualities of interest (quantified
according to an explicit or implicit reference scale). For example, rating vectors are used in group decision-making to record
the scores of multiple objects; higher rating values (scores) typically indicate a higher quality/preference according to the
evaluation criterion.

The usage of cardinal versus ordinal evaluations for making fair and effective collective decisions is a longstanding point
of contention [7] dating back to the origins of voting theory [8]. On the one hand, advantages of ordinal evaluations include
their avoidance of subjective scales, emphasis on pairwise comparisons, and their aggregation methods’ robustness against
outliers. On the other hand, advantages of cardinal evaluations include a lower cognitive load of elicitation (since reviewers
can ostensibly evaluate each object independently), reflection of “intensities of preference” between objects, and their aggre-
gation methods’ computational efficiency. This work unifies these two contrasting theories by introducing a multimodal
aggregation methodology founded on axiomatic distances. The proposed method is elaborated primarily in the context of
group decision-making. However, the featured contributions have broader applicability because consensus aggregation
methods are employed to reconcile heterogeneous evaluations in a variety of fields and applications, including bioinformat-
ics [9], information retrieval [10], and wireless sensor networks [11], to name but a few.

This paper makes six main contributions:

o It introduces a general distance-based methodology for jointly aggregating ordinal and cardinal evaluations into a con-
sensus multimodal evaluation.

e It derives mathematical modeling components to enforce three logical couplings between cardinal and ordinal
evaluations.

e It constructs a ranking and rating consensus aggregation model that combines two axiomatic distances for group
decision-making. Notably, the distances allow the inputs to be incomplete and contain ties, and they are generalizations
of the Kemeny and Snell [12] ranking distance and the Cook and Kress [13] rating distance.

o It derives exact and approximate optimization models for solving the joint rating and ranking aggregation problem and
computational enhancements based on polyhedral theory.

o It introduces supplementary techniques for identifying sources of high inconsistency in the evaluations and cases that
may warrant further inspection.

o It assesses the practicality of the proposed methodology in a real-world case study and carefully-designed synthetic
instances.

The paper is organized as follows: Section 2 provides an overview of axiomatic methodologies for ordinal and cardinal
aggregation in group decision-making. This section also reviews approaches for incorporating subjective evaluations of mul-
tiple modalities. Section 3 describes the models and the axiomatic distances used to measure disagreement. Section 4 derives
mathematical modeling components for enforcing three different logical interrelationships between ordinal and cardinal
evaluations. Section 5 focuses on a multimodal aggregation problem associated with one of these couplings: the rating
and ranking aggregation problem. Specifically, this section (i) proves the NP-hardness of the rating and ranking aggregation
problem, (ii) derives a mixed-integer linear programming formulation and enhances it using polyhedral theory, (iii) derives a
convexified formulation, and (iv) describes how to identify inconsistencies in the given evaluations. Section 6 illustrates the
practicality of the proposed methodology in a case study involving the 2007 MSOM Student Paper Competition and in syn-
thetic instances motivated by the case study and other practical considerations. Finally, Section 7 presents the conclusions of
this work.

2. Literature Review

Group decision-making literature has addressed, for the most part, either the rankings-alone aggregation problem (e.g.
[12,14-17]), or the ratings-alone aggregation problem (e.g. [18-23]). The ranking aggregation problem has been studied
extensively, especially in the social choice literature. One of the most celebrated results is Arrow’s impossibility theorem
[14], which states that there is no “satisfactory” method to aggregate a set of rankings, where a satisfactory method is
one that fulfills five conditions: universal domain, no imposition, monotonicity, independence of irrelevant alternatives,
and non-dictatorship. In spite of this landmark result, different ranking aggregation methods have been developed to guar-
antee the fulfillment of a selected number of these and other desirable properties of the collective decision [6]. Kemeny and
Snell [12] proposed a set of axioms that a distance metric between complete rankings should satisfy and proved that their
distance uniquely satisfies all of them. More precisely, the distance is defined over weak orders, which are binary relations
that are reflexive, transitive, and total. The distance measures the number of rank reversals between two rankings. A rank

323



A.R. Escobedo, E. Moreno-Centeno and R. Yasmin Information Sciences 590 (2022) 322-345

reversal is incurred when two objects have a different relative order in the given rankings, and half of a rank reversal is
incurred when two objects are tied in one ranking but not in the other. Kemeny and Snell defined the median ranking as
the ranking that minimizes the sum of the distances to the input rankings. Their methodology has become synonymous with
robust ranking aggregation. This axiomatic framework is known to ensure fairness, hinder manipulation, and mitigate indi-
vidual bias in the aggregate outcome, as has been illustrated in different applications.

Bogart [24] extended the Kemeny and Snell distance framework to strict partial orders, which are binary relations that are
irreflexive, asymmetric, and transitive. Cook et al. [25] developed a similar axiomatic distance measure for non-strict partial
orders, which are binary relations that are reflexive, antisymmetric, and transitive; their measure is equivalent to the
Kemeny and Snell and Bogart distances under the respective ranking subspaces. Subsequently, Hassanzadeh and Milenkovic
[5] proposed a family of distance measures that prioritize the top part of the ranking and similarities between objects; these
distances are founded on axioms similar to those of Kemeny and Snell. More recently, Moreno-Centeno and Escobedo [26]
devised a generalization of the Kemeny-Snell ranking distance for incomplete rankings, which reduces to the original dis-
tance when the rankings are complete. In Yoo et al. [27], the authors bolstered the intuitiveness of this distance function
by showing its connection to a generalization of the Kendall-t ranking-correlation coefficient [28]. Unfortunately, the opti-
mization problem that needs to be solved to find a median ranking via any of the measures mentioned above is NP-hard [15].
For this reason, a variety of algorithms have been developed to expedite the solution of the ranking aggregation problem (see
[4]).

The difficulties presented by Arrow’s impossibility theorem and the NP-hardness of finding a consensus ranking can be
overcome by replacing ordinal rankings with (cardinal) ratings. Following this direction, Keeney [21] proved that the aver-
aging method satisfies all of Arrow’s desirable properties; in this method, the collective rating of an object is the average of
the scores it receives. However, an immediate drawback of this approach is that it implicitly requires that all judges use the
same rating scale; that is, all individuals must be equally strict or lenient. Such a standard is nearly impossible to enforce,
even when providing detailed evaluation rubrics, as evidenced by the case study in Section 6. Moreover, the rating aggrega-
tion approach ignores the aspect of relative pairwise comparisons, which are fundamental towards avoiding specific unde-
sirable outcomes—e.g., an object that would win a two-candidate election against every other object may not be selected as
the winner [6].

The separation-deviation model of Hochbaum and Levin [20] overcomes the computational difficulties of the Kemeny-
Snell model and mitigates the inadequacies of incomparable subjective scales. The model takes point-wise scores and poten-
tially also pairwise comparison intensities as inputs, and it is one of the building blocks of the models proposed herein. When
the chosen penalty functions are convex, the separation-deviation optimization problem is solvable in polynomial time.

Axiomatic distance methodologies have been extended to linguistic preferences [29], where instead of using numeric val-
ues (e.g., ratings or rankings), individual preferences are conveyed using a small predefined set of linguistic terms—a repre-
sentative such set is {“very bad”, “bad”, “medium”, “good”, “very good”}. Very recently, Li et al. [30] proposed the first
axiomatic distance on linguistic preferences for measuring group consensus. However, their consensus concept noticeably
differs from the featured axiomatic distance approach. Expressly, Li et al. refer to a feedback adjustment mechanism through
which judges iteratively discuss and modify their preferences based on the collective preference values until they reach a
specific level of agreement. Moreover, although judges use members of the predefined linguistic set to express their subjec-
tive evaluations, these linguistic inputs are then transformed into scores based on a personalized numerical scale for each
judge during the consensus reaching process. Accordingly, the collective preferences obtained suffer from similar drawbacks
as the aforementioned cardinal aggregation methodologies.

In an attempt to circumvent the limitations associated with using a single modality of preferences, some recent works
have proposed analyzing multiple modalities of subjective evaluations to arrive at a more comprehensive decision. There
are two general approaches for utilizing such multimodal inputs: modality transformation and multi-objective optimization.
An overview of these methods in the context of group decision-making can be found in Chen et al. [31].

The first primary approach involves transforming evaluations of various modalities into a single evaluation modality. As a
representative example, Chiclana et al. [32] presented an aggregation process that allows inputs to be expressed in one of
three modalities: preference orderings (i.e., rankings), utility functions (i.e., ratings), and fuzzy preference relations (binary
relations that reflect the degree of preference of one object over another on a scale of 0 to 1). All three types of evaluations
are converted into fuzzy preference relations. Finally, the concept of a fuzzy majority is used to aggregate the results and
induce a global ranking of the alternatives by sorting the resulting score values obtained. A related but more inclusive
approach in terms of allowable input modalities was introduced by Wu and Liao [33] which, in addition to the three modal-
ities mentioned above, also allows interval-valued and linguistic preferences. This method consists of three steps. First,
mutually exclusive groups of judges are formed based on preference modality utilized; second, all evaluations from a par-
ticular cluster are aggregated using methods appropriate to the associated modality; third, a ranking is induced from each
cluster, and the resulting heterogeneous rankings are aggregated using a feedback mechanism similar to [30]. A significant
drawback of works that align with this first primary approach is that modality transformations may lead to a loss of infor-
mation [34].

The second primary approach for utilizing multimodal evaluations in group decision-making is integrating them through
multi-objective optimization techniques. For instance, Fan et al. [35] proposed to aggregate multiplicative and fuzzy prefer-
ence relations by minimizing the deviation between a solution priority vector (reflecting each object’s priority weight col-
lectively) and the input evaluations associated with each modality. The authors introduced a goal programming model that
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reduces the two respective deviation functions into soft constraints. Wang et al. [36] introduced a chi-squared model that
compares the squared deviation between a solution priority vector and multiplicative and fuzzy preference relations. The
authors derived a single-objective nonlinear optimization model in which the two deviation functions are summed accord-
ing to the weight assigned to the deviation from each judge. One drawback of these approaches is that, while the inputs can
consist of multiple modalities, a single solution modality is explicitly optimized; this single modality may also be different
from the input modalities. It is important to add that, although some of these models may allow judges to submit an eval-
uation consisting of multiple modalities, they do not explicitly consider or take advantage of this possibility.

Methods for utilizing multiple modalities of subjective evaluations have also been defined outside of the axiomatic
group decision-making context. In crowdsourcing, Li et al. [3] proposed a statistical approach to jointly aggregate rating
and ranking information gathered in two steps. In the first step, participants are asked to provide rating values for a
large set of objects; these evaluations are aggregated into coarse aggregate scores. In the second step, participants are
asked to rank a smaller set of alternatives that achieved the highest such scores. In the context of machine learning,
Sader et al. [37] proposed integrating categorical data collected from experts and ranking data collected from novices
to solve the ordinal classification problem. To mitigate computational difficulties encountered therein, Tang et al.
[38,39] instead proposed a k-nearest neighbor-based classification approach. Although these machine learning models
utilize multiple modalities, the nature of the underlying problems is inherently different from the proposed approach.
The classification problem seeks to use the multimodal inputs to train a prediction model capable of correctly classifying
additional evaluations that are not part of the training set. Furthermore, the axiomatic method presented herein seeks to
derive a collective multimodal evaluation that provides a robust representation only of the given inputs; if more eval-
uations are received (even if they are duplicates of those already included), it is expected that the collective evaluation
could be different. That said, our proposed approach could be adapted for use in ordinal classification. This is left for
future research.

This paper addresses three main research gaps that can be observed in the preceding discussion:

o Existing multimodal aggregation methods explicitly or implicitly transform one or more modalities into a modality of a
different type. Unfortunately, such transformations tend to lead to a loss of information [34]. Conversely, the proposed
approach determines a consensus evaluation (which is multimodal and matches the input modalities) and utilizes dis-
tance functions specific to each input modality. Consequently, the solution does not need to transform one modality into
another; instead, it interrelates the modalities through logical axioms.

e The group decision-making literature tends to assume that each judge expresses their evaluation in exactly one prefer-
ence modality that aligns with the aggregation model. Accordingly, they do not tap into the rich information that could be
derived from assessments in multiple modalities (e.g., a judge’s rating evaluation whose values contradict the same
judge’s ranking evaluation). Furthermore, most works assume that the judges evaluate all objects, which is impractical
in some real-world situations. The proposed methodology allows the evaluations to be expressed in cardinal and/or ordi-
nal modalities, to be incomplete, and to contain ties.

e Alternative models that enable determining group consensus based on multimodal data stop at the aggregation process
and do not consider additional uses for the multimodal data. This paper develops techniques for systematically identify-
ing problematic evaluations by leveraging modality-specific inconsistencies with respect to the aggregate evaluation. For
example, a judge’s evaluation whose values highly contradict the collective assessment in one or two modalities could be
grounds for initiating an investigation and/or further deliberations.

3. Preliminaries

This section introduces basic notation and definitions used throughout the paper. It reviews the concepts of the
separation-deviation (SD) model, the axiomatic distance between incomplete ratings, and the axiomatic distance between
incomplete rankings.

3.1. Basic Notation and Definitions

Let V be the universal set of n objects to be evaluated; without loss of generality, assign a unique identifier to each ele-
ment so that V = {1,2,...,n}. There are m judges indexed by k € {1,2,...,m}, each of who provides a (possibly incomplete)
vector of scores or ratings, a¥, over V. Specifically, a]’.‘ is the score given by judge k to object j, and aj’.< is undefined or assigned

“won

the token “e” if judge k did not rate object j; the subset of the objects rated by judge k is written as V’; C V.Itis also assumed

that the input ratings may contain ties. Without loss of generality, the scores are contained in a prespecified interval [L, U];

the ratings’ range is given by R := U — L. The implied (cardinal) separation gap (or intensity of preference) of object i to object j
expressed by judge k is

ak — gk if icVfandje V¥

oo | ey g

undefined otherwise.
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Judge k may also provide a (possibly incomplete) ranking vector, b*, over V. Specifically, b)’.‘ is the rank position (an ordinal

won

number) given by judge k to object j, and b]’-‘ is undefined or assigned the token “e” if judge k did not rank object j; the subset
of the objects ranked by judge k is written as V’,; C V. This work also assumes that the input rankings may contain ties accord-
ing to the following convention. When b ties all the objects in a subset V}, C V;, and these objects are all ranked strictly worse
than (p — 1) other objects in Vp, where p > 1, then b; = p for all i € V}. Likewise, an object j € V}, \ V}, that holds the next
(worse) ranking position relative to i € V receives the rank b; = p + |V} |. Stated otherwise, the expression (|V§| — bf-‘) reflects
how many objects from V;j are tied or ranked worse than i (excluding itself).

The implied (ordinal) separation gap (or preference) of object i to object j expressed by judge k is given by sign(bf-‘ - b]’f). if
judge k ranks both objects, and is undefined otherwise. The sign function is defined as

-1 if x<0,
sign(x) = 0 if x=0, (2)
1 if x>0.

Although we assume that every judge gives both a rating and a ranking, the herein proposed methodology also applies to
situations where not all judges provide both types of evaluations. Consequently, our methodology is also applicable to cases
where some judges give only ratings and other judges give only rankings.

Since the axiomatic distances used in the proposed methodology rely on comparing the scores or ranks of pairs of objects,

it is convenient to define the pairwise comparison arc set over the object set ij (or Vﬁ) as follows:
A= {(i.j) 1€ Vo, € Va i <}, (3)

(B is defined analogously for the ranking data); by convention, the pairwise comparison arc sets contain only arcs from
lower to higher indices to eliminate duplicate comparison pairs.

Given a rating vector a, we denote as rank(a) the ranking obtained by first sorting the objects by their non-decreasing
scores in @ and then assigning to each object the ordinal number corresponding to its position in the sorted list. For example,
a=(4.5,5,2,¢,2,1.7) induces rank(a) = (2,1, 3, e,3,5). Throughout the paper, it is assumed that higher ratings are superior
(preferred) to lower ratings—as is customary in product reviews, student grading, and other group decision-making contexts.

A distance-based consensus is defined as the optimal solution to the cardinal aggregation (CA) problem or the ordinal
aggregation (OA) problem, which can be respectively written succinctly as

(CA) min zm:d(x,a") I (0A) min zm:d(y,bk)7 4)
k=1

k=1

where the respective solution vectors ¥ and y are assumed to be complete. This work also assumes that the solution vectors
may contain ties.

3.2. Review of the Separation-Deviation Model

The separation-deviation (SD) model can be applied to group decision-making problems where the input is given as pair-
wise comparisons and/or point-wise scores. In the model, the variable x; is the i object’s aggregate score and, thus, (x; — X;)
represents the aggregate separation gap of the i over the j™ object. A set of separation gaps p;; given as inputs must be con-
sistent, that is, for all triplets (h,i,j), pn + Py = Py;- The consistency of a set of separation gaps is equivalent to the existence of
a set of scores w; fori=1,...,n such that p; = w; — w; [20]. The mathematical programming formulation for the SD problem

is as follows:

m n n m n
(D) min Y DN fi(xi-x)—pk) + - D ek(xi— ). (53)
k=1 i=1 j=1 k=1 i=1
subjectto L<x <U i=1,...,n, (5b)
Xx€ezZ i=1,...,n (5¢)

The function f g(‘) penalizes the difference between the aggregate separation gap and the k™ reviewer’s separation gap for
object-pair (i, j). The function g¥(-) penalizes the difference between the aggregate score of i and the k™ reviewer’s score of i.
In order to ensure polynomial-time solvability, fi-J‘-(A) and g¥(-) must be convex. In the context of rating aggregation, the pen-
alty functions assume the value 0 for the argument 0; this means that if the output separation gap for object-pair (i,j) (given
by (x; — x;)) agrees with pﬁj thenfg.((xi —Xj) — pg.) :fZ(O) =0.Ifi ¢ V’,j, then gk(-) is set to the constant function 0; similarly, if
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i¢ Viorje¢ Vv thenf§(~) is set to the constant function 0. Furthermore, for linearfg.(-) and gk(-) with L, U € Z, the resulting
problem can be solved as a linear program and x is guaranteed to be integral due to the unimodularity of the constraint coef-
ficient matrix.

The SD problem is a special case of the convex dual of the minimum cost network flow (CDMCNF) problem [20]. The most
efficient algorithm known for the CDMCNF has a running time of O(mn log% log(U — L)) [40], where m is the total number of
given separation gaps, and n = |V|.

3.3. Axiomatic Distance Between Incomplete Ratings (Possibly with Ties)

Defining a penalty function on separation gaps is equivalent to quantifying the distance between them. Cook and Kress
[13] proposed a distance between complete ratings. This distance function was generalized to incomplete ratings in Fishbain
and Moreno-Centeno [11]. This generalized distance called the normalized projected Cook-Kress distance (NPCK) uniquely sat-
isfies a set of desirable metric-like axioms. Given incomplete ratings a' and a?, the NPCK distance between the implied sep-
aration gaps is defined as

deek (@', @) =C? > Y

ievinv2 jevinv2

Py —pil. (6)

where
-1

(o7 )

and where || and [-] represent the floor and ceiling functions, respectively. In the above expression, €' is a normalization
constant that guarantees that 0 < dypcc(@',@?) < 1, and R := U — L is the ratings’ range. Since \p}j - pl?j\ = |p},. — pf,-\, eq. (6) can
be expressed equivalently as

dypek(a', @) = 2" Z |P1], - P3| (8)
(ijjeA (A2

vinv2

In Fishbain and Moreno-Centeno [11] the aggregate rating, x*, is the optimal solution to the Ratings Cardinal Aggregation
problem:

m
R-CA) min} dypk(ax). 9
( ) i I; ek (@, X) 9)

CA is a special case of the SD model; therefore, it is solvable in polynomial time.

We note that dypcg(@l, @?) = 0 and dypck (@', @?) = 1 indicate that there is total agreement and total disagreement, respec-
tively, between the ratings @' and a?. The normalization is necessary for the distances in problem (9) to be comparable to
each other even when the individuals score different numbers of objects. The normalization constant ¢'? was chosen to
address the following difficulties: (i) The numbers of objects rated by each incomplete rating may be different; therefore,
the distances in problem (9) are over different dimensional spaces. (ii) Each of the distance calculations in problem (9) is
between a complete rating, x*, and an incomplete rating, a*—meaning, it only considers the number of objects rated by
the incomplete rating. (iii) Distances in higher dimensional spaces tend to be considerably larger than distances in lower-
dimensional spaces—from eq. (6), observe that the number of summands of each distance term dypck(@¥,x) in problem (9)
is squarely proportional to the size of V.

3.4. Axiomatic Distance Between Incomplete Rankings (Possibly with Ties)

Kemeny and Snell [12] proposed a distance between complete rankings. This distance function was generalized to incom-
plete rankings in Moreno-Centeno and Escobedo [26]. The authors proved that this generalization, called the normalized pro-

jected Kemeny-Snell distance (NPKS), uniquely satisfies a set of desirable metric-like axioms. Given incomplete rankings b'
and b?, the NPKS distance is defined as

dyms(B',0%) =D'2 3" > Lsign(b] - b)) —sign(b; — bj)|
ievi (V2 jevy (V2

=D 3 l‘sign(b?7b?)7sign(b?,b.2)‘ (10)
2 1 J ) J

327



A.R. Escobedo, E. Moreno-Centeno and R. Yasmin Information Sciences 590 (2022) 322-345
(since |sign(b; — b') — sign(b? — b?)| = |sign(b} — b}) — sign(b? — b?)| for all i,j), where
i J i J J i J i W

‘v},mvi‘ : (‘v},mvi( -1)
2

D'2 = (11)

The eq. (10) summand is the Kemeny and Snell [12] distance function term associated with the ranks given to objects i

and j by b' and b*; D'? is a normalization constant that guarantees that 0 < dyps(b',b?) < 1. The distance dypcs(b', b*) has
the following natural interpretation: The distance between two incomplete rankings is proportional to the number of rank

reversals between them. A rank reversal is incurred whenever two objects have a different relative order in the rankings b’

and b?. Similarly, a half rank reversal is incurred whenever two objects are tied in one ranking but not in the other ranking. In
Moreno-Centeno and Escobedo [26] the aggregate ranking, y*, is the optimal solution to the Rankings Ordinal Aggregation
problem:

(R - OA) n}in;dwxs(bkd’)- (12

Problem R-OA is NP-hard whether the input rankings are complete [15] or incomplete [26].

We note that when there is total agreement between b' and b? in the ordinal positions of the objects ranked in common,
dexs(b', b?) is equal to 0; when there is total disagreement, their distance is equal to 1; otherwise, the distance is strictly
between 0 and 1 and proportional to the level of disagreement. The normalization is necessary for the distances in problem
(12) to be comparable to each other even when the individuals rank different numbers of objects. The normalization con-
stant D'? was chosen to address an analog set of difficulties as C'* for incomplete ranking aggregation.

4. Logical Couplings for Multimodal Aggregation

This work develops mathematical models for the joint aggregation of a set of cardinal evaluations {a"};f:1 and a set of

ordinal evaluations {bk},in:l. The proposed consensus aggregation models are designed to find a cardinal-ordinal evaluation
that least disagrees with the multimodal inputs, quantified through an appropriate pair of (axiomatic) distances. These mod-
els can be compactly written as

(COA) n}}nZW’gdc(ak7x)+Zw’5do(b",y), (13)
k=1 k=1

where, respectively, dc(-,-),do(-,-) denote unspecified ordinal and cardinal distance functions; parameters wk, w¥ denote
weights assigned to the cardinal and ordinal information from judge k; and variable vectors x,y denote the aggregate car-
dinal and ordinal evaluations. The full contents of these models—objective function, constraints, auxiliary variables—depend
on the choices of distance function and the aggregate-evaluation domains (e.g., complete, with ties, etc.). They also depend
on the requisite logic to be enforced (e.g., bounds on the solution values, linearized expressions, etc.). The following subsec-
tions introduce modeling components to couple or logically interrelate x and y. In particular, they consider three general
interrelationships between cardinal and ordinal evaluations: rating and ranking preferences, numerical and ordinal esti-
mates, and rating and approval preferences.

Before proceeding, it is worthwhile to explain that, while some researchers have defined analogous versions of the COA
objective function given by (13) to aggregate multimodal evaluations (e.g. [35-39]), this is where the fundamental similar-
ities with the proposed approach stop. The full specification of the optimization models is starkly different. Specifically, these
alternative approaches effectively optimize from the perspective of only one solution modality (e.g., priority vectors), which
often differs from the input modalities. Additionally, their solution vector values are compared to the multimodal inputs via
non-axiomatic distance functions that directly mix different modalities of data. Conversely, the proposed approach determi-
nes the optimal solution using a multimodal vector that matches the input modalities, and it utilizes distance functions that
are specific to each modality. Another key difference from the proposed approach is that these alternative methods do not
attempt to logically interrelate cardinal and ordinal evaluations from an axiomatic basis. We refer the reader to Section 2 for
more details on alternative approaches for utilizing multimodal data.

4.1. Coupling Rating and Ranking Preferences

For the decision-making context, an aggregate rating (i.e., cardinal evaluation) ¥ and an aggregate ranking (i.e., ordinal
evaluation) y are coupled by requiring that y = rank(x). This coupling guarantees that objects with higher rating values in
the consensus solution also obtain better ranking positions. The following theorem demonstrates how to enforce this logic
by adding O(n?) linear constraints and auxiliary binary variables.
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Theorem 1 (Rating-Ranking Coupling). Let X,y € Z" be complete rating and ranking vectors that allow ties. Then, the
following constraints ensure the preferences expressed in ¥ and y are logically interrelated, i.e., that objects with higher
cardinal scores are also ranked higher (receive lower ordinal values).

Vi+ Y zj=n i=1,.,n, (14a)
J#i

Xi—Xj+1 <M, Zjj l..,j:L..,Tl;l.?éj, (14]3)

—Xi +X < My(1 —2z) Lj=1,.,mi#], (14c)

z € {0,1} Lj=1,.,mi#j. (14d)

where z € {0, 1}"2 are auxiliary variables and M;, M, are constants large enough so that constraint (14b) is satisfied when-
ever z; = 1 and constraint (14c) is satisfied whenever z; = 0, for any feasible setting of x.
Proof. We give a preference interpretation to auxiliary variable z;:

1 if objectiis preferred or tied with object j,
Zjj = (15)

0 otherwise.

Constraint (14a) provides a one-to-one relationship between variables z; and the ranking position of object i, according to
the convention for expressing rankings with ties described in Section 3.1. That is, tallying the number of other objects over
which i is preferred or tied, given by 3, ;zy, and subtracting this total from n provides the object’s rank, y;. Next, constraints
(14b) and (14c) enforce that y = rank(x), by considering the implications of each preference modality onto the other.

First, the ordinal preferences implied by the relationships between aggregate cardinal variables x; and x; are encapsulated
with two cases:

o Cardinal to Ordinal Preferences, Case 1: x; > x;.
The left-hand side of constraint (14b) is positive, which forces z; = 1, i.e,, i is tied or ranked better than j. This setting
makes the right-hand side of constraint (14c) equal to 0; the constraint is automatically satisfied since x; — x; < 0.

o Cardinal to Ordinal Preferences, Case 2: x; < x;. The left-hand side of constraint (14c) is positive, which forces z; = 0, i.e.,
i is ranked worse than j. This setting makes the right-hand side of constraint (14b) equal to 0; the constraint is automat-
ically satisfied since x; — x; < 0.

Second, the cardinal preferences implied by the aggregate ordinal preferences between i and j, represented by z;, are
encapsulated with two cases:

e Ordinal to Cardinal Preferences, Case 1: z; = 0.
The right-hand side of constraint (14b) is 0, which implies that x; + 1 < x; (note that (14c) becomes redundant). In other
words, if i receives a worse rank than j, then it must also receive a lower rating.

o Ordinal to Cardinal Preferences, Case 2: z; = 1. The right-hand side of constraint (14c) is 0, which implies that x; < x;. In
other words, if i is tied or ranked better than j, then it must receive at least as high a rating as the latter. O

A couple of clarifications are in order. First, the assumption in Theorem 1 that the aggregate rating vector is integral is
without loss of generality since it is possible to specify any desired rating precision through the interpretation of x. Expressly,
bounding x; as /it < x; < U/, fori=1,...,n,where L and U are the rating bounds and ¢ = 1/p is the desired score precision
or minimum rating separation, with an integer p > 1, x; can be interpreted as the number of minimum separation gaps from
L obtained by object i (see Section 5 for more details). Given this interpretation, the tightest possible “Big-M” constants for
constraints (14b) and (14c) are M; = (U - L+ 1)/uand M, = (U — L)/, respectively. Second, notice that constraints (14a)-
(14d) are sufficient to prevent cycles in the aggregate ordinal preferences because the consensus ranking positions of any
three objects h,i,j € V are directly implied by the ordering of their consensus rating values (each of which cannot assume
more than one cardinal value).

4.2. Coupling Cardinal and Ordinal Estimates

Although axiomatic aggregation methods are traditionally associated with social (i.e., human) contexts, their use extends
to numerous other situations requiring the aggregation of conflicting information from non-human sources. For example,
consensus aggregation has been widely used in information retrieval to derive representative lists of relevant documents
in databases and perform metasearch [10] and in bioinformatics to build genetic maps and consolidate gene expression
results [9]. Akin to the social context, consensus aggregation methods are used in these settings to consolidate heteroge-
neous evaluations that may be inconsistent, unreliable, and/or biased. The proposed multimodal consensus aggregation
may apply to such contexts where cardinal and ordinal assessments are available. However, an important distinction is that
there may be multiple options for coupling x and y, the appropriateness of which must be judged from the context at hand.
The requirement that objects that receive higher cardinal values must also receive lower ordinal values was covered in
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Section 4.1. This subsection covers another coupling relevant for estimating some objectively quantifiable characteristics,
namely the requirement that objects that receive higher cardinal values must also receive higher ordinal values.

Theorem 2 (Cardinal and Ordinal Estimate Coupling). Let x,y € Z" be complete cardinal and ordinal vectors that allow ties.
The following mixed integer linear constraints interrelate ¥ and y so that objects that receive higher cardinal values also
receive higher ordinal values:

Vi+ Y zj=n i=1,.,n, (16a)
J#i

Xi—X+ 1< M(1-—2z) Lj=1,.,ni#]j, (16b)

—Xi +X < M, z; iLj=1,.,ni#], (16¢)

z; € {0,1} ij=1,.,ni]. (16d)

where z € {0, 1}"2 are auxiliary variables and M, M, are constants large enough so that constraint (16b) is always satisfied
when z; = 0 and constraint (16c) is always satisfied when z; = 1, for any feasible setting of x.
Proof. We give a slightly different interpretation to auxiliary variable z;:

1 if object iexhibits a lower quantity of the
Zjj = observed characteristic than object j, 17)
0 otherwise.

The remainder of the proof uses similar logic as that of Theorem 1 and is omitted for brevity. CI.
4.3. Coupling Rating and Approval Preferences

Approval voting is a relatively simple ordinal voting method that has received recent attention from various communities
[6]. The technique seeks to divide the objects into an “approved” (i.e., winning) subset and a “disapproved” (i.e., losing) sub-

set. An approval ballot is defined as a subset Vﬁ C V that indicates those objects judge k deems as approved; all other objects
evaluated by judge k belong to a disapproved subset V¥ C V' \ V’j. Judge k’s approval ballot can be equivalently expressed
using a binary (ordinal) vector b* defined as

1 if objectiis approved,
bf =< 0 if objectiis disapproved, (18)
o if objectiis not evaluated by judge k.

An aggregate approval voting vector y € {0,1}" is defined similarly, with the only difference that the last case from eq.
(18) is unnecessary since the solution vector is assumed to be complete. Approval voting has been criticized for its oversim-
plification of the collective preferences. Here, we propose logical expressions that can be used to construct ratings and
approval-voting joint aggregation models.

Before proceeding, it is pertinent to mention a model recently introduced by Dong et al. [41] for coupling ranking and
approval preferences in group decision-making. The model assumes that each judge submits a weak ordering, along with
a dividing line separating the judge’s approved and disapproved alternatives. This preference data structure is comple-
mented with an axiomatic ranking-approval distance function, which is proved to be unique. Notice, however, that the
two types of preferences coupled in Dong et al. [41] are ordinal, whereas the proposed methodology logically interrelates
ordinal and cardinal modalities. Specifically, the following theorem couples the collective approval voting vector y with
the collective rating vector x through a set of mixed-integer linear constraints.

Theorem 3 (Rating and Approval Aggregation). Let x € 7" be a complete rating that allows ties and y € {0,1}" be a complete
approval voting vector. The addition of the following mixed integer linear constraints couples x and y so that approved objects in
the aggregate evaluation receive higher cardinal values than disapproved objects:

Xi— X+ 1< Mz iLj=1,...,ni#], (19a)
Yi—Y; <z iLj=1,....,nji#], (19b)
=Yty <(1-2z) Lj=1,...,mi#]j, (19¢)
z; € {0,1} iL,j=1,...,mi#]. (19d)

Proof. Constraints (19a)-(19d) reflect the required coupling logic through the use of auxiliary variables z;, which are
interpreted as in eq. (15). To demonstrate this, we evaluate the implications of ¥ on y and then the implications of y on x.
First, the approval preferences implied by the relationships between aggregate cardinal variables x; and x; is encapsulated
with two cases:
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o Cardinal to Approval, Case 1: x; > x;.
The left-hand side of constraint (19a) is positive, which forces z; = 1. In turn, this setting makes the right-hand side of
constraint (19¢) equal to 0, which is equivalent to requiring that y; < y; (note that constraint (19b) becomes redundant).
In other words, when object i receives a rating value that is at least as good as the rating object j receives, it is not possible
simultaneously for i to be disapproved and j to be approved, i.e., we cannot have that y; > y;.

o Cardinal to Approval, Case 2: x; < x;. The left-hand side of (19a) is non-positive and, therefore, z; is allowed to assume
any value, i.e., no coupling with y; and y; is enforced.

Second, the cardinal preferences implied by the relationships between aggregate approval voting variables y; and y; is
encapsulated with three cases:

« Approval to Cardinal, Case 1: y; = y;.
The left-hand sides of constraints (19b) and (19c) are 0 and, therefore, z; is allowed to assume any value, i.e., no coupling
with x; and x; is enforced.

e Approval to Cardinal, Case 2: y; =0,y; = 1.
Constraint (19c¢) implies that z; = 0. This in turn implies that x; + 1 < x; in constraint (19a). In other words, if j is approved
and i is disapproved in the aggregate approval preferences, it must also be the case that j receives a higher cardinal value
than i.

« Approval to Cardinal Case 3: y; = 1,y; = 0. Constraint (19b) implies that z; = 1, which makes constraint (19a) redundant.
]

It is important to remark that, because constraints are generated for all i,j € {1,...,n}, Case 3 forces z; = 0 in the respec-
tive constraints where the labels i and j are exchanged (i.e., this is enforced by Case 2 after the exchange).

By adding constraints (19a)-(19d) to problem (13), it is possible to find a rating-approval consensus using a suitable pair
of distances. Example distances used to aggregate ratings include dypcx (discussed in Section 3.3). Example distances used to
aggregate approval ballots include the Hamming distance [42].

5. Axiomatic Distance-based Rating and Ranking Aggregation

The previous section derived linear expressions for logically interrelating different types of cardinal and ordinal evalua-
tions. The respective constraint sets are only one part of the mathematical modeling components needed to obtain an expli-
cit representation of the consensus aggregation problem (see (13)) for a specific cardinal-ordinal distance pair. To complete
the optimization model, it is necessary to include the corresponding objective function expressions and other specialized
constraints and auxiliary variables. The remainder of this paper focuses on a multimodal consensus aggregation model that
combines the rating aggregation problem via distance dypcx (problem (9), denoted as R-CA) and the ordinal aggregation prob-
lem via distance dypgs (problem (12), denoted as R-OA). We denote this as the Ratings and Rankings Cardinal and Ordinal
Aggregation problem, or RR-COA, for short.

This section is organized as follows. First, SubSection 5.1 introduces an abbreviated version of RR-COA and demonstrates
that the problem is NP-hard. Second, SubSection 5.2 derives an exact mixed-integer linear program (MILP) reformulation to
solve this problem exactly. It also proposes a strengthened version of the formulation that incorporates structural valid
inequalities. Third, SubSection 5.3 derives a convex relaxation, which serves as an efficient and effective heuristic capable
of solving instances with a very large number of objects. Lastly, SubSection 5.4 describes supplementary techniques for ana-
lyzing the RR-COA solution.

5.1. The Ratings and Rankings Cardinal and Ordinal Aggregation Problem

RR-COA can be written in abbreviated form as:

(RR — COA) nxl_iyn kzi: dwpc (@*, %) + kz';: dnps (blg y), (20a)
subject to  y = rank(x), (20b)
ngig% i=1,.,n, (20c)
X,y €Z i=1,.,n. (20d)

It is important to elaborate on the fundamental assumptions inherent in this formulation. The goal of this model is to give
fair representation/weight to each of the evaluation inputs and each data modality; this is enforced by giving equal weight to
the cumulative dypcx distance term and the cumulative dypgs distance term. If justified by a particular context, different
weight parameters can be assigned to the two cumulative distance terms and/or to their individual summands (see (13)).
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Additionally, the parameter y = 1/p specifies the score precision or minimum separation gap in the solution’s rating values of
non-tied objects, where p € Z,. Accordingly, x; gives the number of minimum separation gaps from the lowest rating value, L,
of object i. That is, the consensus rating value scaled according to the original rating range is obtained via the expression
L+ ux;.

Higher solution precision than is specified in the rating inputs may be needed to incorporate enough separation gaps in
the aggregate rating. As a basic requirement, the value of u must not implicitly exclude any possible ordering of n objects
to be feasible for RR-COA (recall that the ranking solution is induced by ordering the x values in non-increasing order). For
example, using a scoring range of 0.0 to 10.0 and minimum precision of x = 0.5, it is impossible to obtain a strict ranking
of more than 21 objects. Therefore, the value of y should be set at most to (U — L)/(n — 1). Furthermore, ¢ should be small
enough to capture large intensities of preference transitively implied through multiple pairwise comparisons. Continuing
with the example, if a judge evaluates only objects h and i and gives them scores of 10.0 and 0.0 (a difference of 20
minimum-separation gaps), respectively, and another judge evaluates only objects i and j and gives them scores of 10.0
and 0.0, respectively, the combination of their scores would suggest a stronger intensity of preference between objects
h and j than between the two explicitly compared pairs (a difference of 40 minimum-separation gaps). Therefore, the col-
lective preferences over n objects may transitively imply as many as [(n — 1)(U — L)]/ 4, Separation gaps between two
objects, where [4,,,, is the minimum allowable precision in the input ratings. Therefore, the value of u should be at least
Minpue/[(n — 1)(U — L)]. However, to enhance solution interpretability, one can first solve with u set to its lower bound and
then increase p (and thus increase interpretability) and re-solve. This process can be repeated as long as the number of
gaps separating every pair of objects in the solution remains constant between runs and p does not exceed its upper
bound.

It is also worth highlighting that, while the formulation enforces the rating and ranking coupling featured in
Section 4.1 via constraint (20b), a different logical relationship between the aggregate cardinal and ordinal evalua-
tions can be used. For instance, [43] recently applied a modified version of RR-COA (using one of the MILPs devel-
oped herein) in the context of crowdsourced computation; this field studies how to combine the abilities of
multiple humans to complete complex tasks. The authors enforced the coupling for cardinal and ordinal estimates
introduced in Section 4.2 to perform two related but distinct crowdsourced computation tasks: ordering a set of
images based on the number of dots they contain (fewest to most) and estimating the number of dots each image
contains. The results therein attest that eliciting and aggregating multimodal information can improve the quality of
crowdsourced estimates.

Since dypcx and dypgs are generalized versions of the Cook and Kress [13] complete rating distance and the Kemeny and
Snell [12] complete ranking distance, respectively, problem (20) can be used to solve the complete ranking and rating aggre-
gation problem, also previously undefined in the literature. Next, we establish that RR-COA is NP-hard by reducing it from R-
OA (problem (12)), which is NP-hard [15].

Lemma 1. Problem RR-COA is NP-hard.
Proof. Given an instance of R-OA (a set of incomplete rankings {bk},inzl ), one can transform it in polynomial time to an

instance of RR-COA as follows. Keep {bk}km:1 unchanged and create a set of ratings {a*},_, such that each rating evaluates
exactly one object (the choice of object is irrelevant; in fact, all of the ratings can evaluate the same object). From the def-
inition of dypck (eq. (6)), it follows that, for every x, the first summand in RR-COA will be equal to 0. Therefore, with this
choice of ratings, the optimal solution to RR-COA will be y*, that is, the optimal solution to R-OA.OJ

5.2. Deriving an Exact MILP Formulation of RR-COA

The objective functions of R-CA and R-OA are nonlinear. This subsection linearizes and combines both objectives to con-
struct an exact mixed-integer linear programming (MILP) formulation of RR-COA. It is helpful to begin with R-OA and to

define parameters bfj- as

1 if bf <D,

bj =14 -1 if b > b, e2))
0 ifi=j}j,
for (i,j) € B* and k € {1,...,m}. The R-OA solution can be expressed as:
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argmin f: dnpxs (bk, y>

y k=1

. (22a)
k
= argmax —2 {Z dnpis (b ,y)} +m
y k=1
m
= argmax Zl — 2dnpis (b",y) (22b)
y k=1
m
—argmax » D Y bjz;, (22¢)
k=l (et

where the latter equation applies an equivalent representation of distance dyps derived in [27]. Expressly, the resulting max-
imization problem linearizes (10) by introducing parameters b{; defined by (21), and binary variables z; € {0,1}, where

i,je Vandk € {1,...,m} (these auxiliary variables can interpreted as in (15)). To yield the corresponding aggregate ranking,
the equation y; +>;.;z; = n is solved, for all i (see Section 4.1 for more details). Next, the solution to R-CA can be re-
expressed as:

argmin Y, 2¢* 3 |u(xi —x;) *135-‘
X k=1 (ij)eAk (23 )
a
m
= argmax —2 {Z 2ck > ‘,u(x,- —Xj) — pﬁ’]
X k=1 (i)eAk
m
=argmax Y -4c* > tf, (23b)
t k=1 (ij)eAk

where auxiliary variables tf-]‘- > 0 are used to substitute the respective absolute-value terms by requiring equivalently that
th = u(xi —x;) —p¥ and tf > —p(x; — x;) + p, for (i,j) € A¥and k € {1,...,m}. Recall that the dypcx and dypgs normalization
constants are indexed above only by a single index in contrast to their two-index definitions (see (7) and (11)) because in
the consensus aggregation problem each input rating/ranking is always compared to a complete rating/ranking (the aggre-
gate evaluation).

From the above derivations and the results of Section 4.1, the Base RR-COA MILP is as follows:

m m
argmax Y —4¢* Y ti+> D > blz, (24a)
= (i) ek k=1 (ijjest
subject to
th—utxi—x) > -pf (i) eAk=1,.m, (24b)
t8+ pu(xi — x) > pk (ij)e A k=1,...m, (24c)
xi—xnglz,j—l i,j:l,...,n;i#j, (24d)
—Xi+X<Mx(1—-z5) ij=1,...,mi#], (24e)
xigﬂ i=1,....n, (24f)
u
zj € {0, 1} Lj=1,...mi#j (24g)
Xi € Ly, i=1,...,n (24h)

Additionally, we seek to enhance the computational performance of RR-COA MILP through the incorporation of structural
valid inequalities (VIs). The insight behind the VIs is linked with the preference relations that are guaranteed by pairs and
triplets of variables z;. More specifically, the following linear expressions are satisfied by any set of values z; that induces a
complete non-strict ranking of n objects [44]:

Zi+2zi = 1 ij=1,....n;i#j (25a)
Zi—zg—zi > -1 ijk=1,..mi#jAk#i (25b)

In short, these expressions enforce the properties of a weak ordering (a binary relation that is reflexive, transitive, and
total). We denote the resulting formulation as the Enhanced RR-COA MILP and evaluate its comparative performance with

the Base RR-COA MILP in Section 6. It is worth adding that (25a) and (25b) are logically equivalent expressions of two of
the three members of the basic family of facet defining inequalities of the weak order polytope (the convex hull of the
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characteristic vectors induced by all weak orders on n objects); the third member is the upper bound constraint
zj <1fori,j=1,...,n. This family of VIs represents only a subset of all facet defining inequalities of the polytope known
to date (e.g. [45]).

5.3. Convex Relaxation of RR-COA

It is useful to return to the original (nonlinear, nonconvex) formulation of RR-COA, which can be written as:

. (1 . .
argmin " |2¢¢ Y |u(xi - x;) — pfj) +> ka > [sign(xi — x) — sign(bf — bf)||, (26a)
okt (i)eAt k=1 (if)eB*
subjectto  0<x < % i=1,...,n, (26b)
xieZ i=1,...,n (26¢)

Notice that the above formulation replaces the ordinal vector y and the cardinal-ordinal coupling expressions in formu-
lation (24) with the terms sign(x; — x;) in the objective function. Additionally, the argument of the other sign function in the
objective function is (bj'-c — bi-‘) and not (b{-‘ - bj’-‘), as in eq. (10). This modified argument matches the rating-ranking coupling
discussed in Section 4.1, which requires that higher cardinal numbers are assigned to objects judged as more preferable
while higher ordinal numbers are assigned to objects judged as less preferable.

As the preceding subsection demonstrates, each cardinal-aggregation term in (26a) is a convex piecewise-linear term that
is easily linearized. By contrast, each ordinal-aggregation term in (26a) is highly nonconvex and nonlinear (see (10)). This

subsection proposes to approximate the function g*(x;,x;) := [sign(x; — x;) — sign(bj’.‘ - bff)|, the k™" summand of the second
sum in (26a), with a tight upper-convex (piecewise-linear) envelope, h* (xi,%):
max{0,x; —x;+1}  if sign (bjl-‘ — by =-1
W (xi, %) = { max{—x +x,% —x} if sign (bf —b{)=0 (27)
max{—x; +x;+ 1,0} if sign b]’-< - bf-‘) =1.

Fig. 1 shows that hk(x,-.,xj) approximates g*(x;,x;) and provides a tight convex envelope.

Replacing g¥(x;,x;) with hk(x,-,xj) and linearizing the cardinal-aggregation terms in the objective function yields the fol-
lowing convex relaxation of RR-COA, denoted as c-RR-COA:

argmin zm: 20y tf;—s—i: %D" ST hj, (28a)
k=1 (

xth (ij)eAk ij)eBt

® hi:hk > gk
k.pk _ K v
3 .7' o hi)-.h‘-j = gij ‘. 3
7 ® g:\i:gxki < h:(i \’\\
.// " A B
2 O-—@--@> ([ } 2 J ] <@ - 2-
// \'\ // \'\
i/ N /’ \,
/ N \
l‘/_¢ N A Amr e 1 e
74 N / N\
74 p / N
o/ N, / N\
<@ -@-

- Zij Zi; ® hd N
2 1 0 1 2% 2 1 0 1 2 2 - 0 12 %y
(a) If sign(bf — b¥) = -1 (b) If sign(b* — b¥) = 0 (©) If sign(b¥ — b¥) =1

Fig. 1. Relationships between g*(x;,x;) (shorthand gﬁ;) and its upper convex envelope hk(Xi,Xj) (shorthand hg), for each of the three possible values of
sign(bj’.‘ - bf). For ease of illustration, the domain (x;,x;) € Z* is projected into a 1-dimensional space via the auxiliary variable z; := x; — x; € Z'.
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subject to
th—uxi—x) > —p§  (ij)eAk=1...m, (28b)
th + WX — x;) > p§ (ij)e A k=1,...m, (28¢)
hi—x+x > 1 (i.j) € B k= 1, ,m;s.t.sign(bf — bf) = 1, (28d)
hf; —X+%>0 (i,j)e B k=1,...,m;st. sign(b}‘ b =0, (28e)
hf +xi—% >0 (ij) € B k=1,...,m;s.t sign(b{ — bf) =0, (28f)
h+ X — x> 1 (i.j)e B k=1,....,m;s.t sign(b{ — b) =1 (28g)
hi >0 (i,j) € B, k:l,...,m, (28h)
th>0 (ij)e A k=1,..m, (281)
0<x <Lt i=1,...n (28))
Xiez i=1,...,n (28k)

c-RR-COA is a special case of the convex SD model and, therefore, it is solvable in polynomial time.

5.4. Supplementary Analyses from the RR-COA Solution

Next, we propose a mechanism to identify inconsistencies in the given evaluations (e.g., outliers, judges that are too leni-
ent or too strict, etc.). For instance, this information may be helpful for the lead decision-maker to initiate an investigation of
the nature of unusual discrepancies and justify further deliberations (e.g., discussing these inconsistencies with the judges
and promoting discussion to alleviate them).

The mechanism uses the rating solution to RR-COA, denoted as x®®, to identify (i) judges whose evaluations differ the
most from the other evaluations and (ii) objects about which judges had particularly divergent evaluations. These judges
(objects) are those that assigned (received) scores that disagree the most with ¥®®_ Specifically, we use the individual con-
tributions to the separation penalty to identify the judges whose evaluations are farthest from x®®. The contribution of judge
k € {1,...,m} to the separation penalty is calculated as

2" Y

(ij)eAk

)~ (@ - qf). (29)

Similarly, we use the separation penalty to identify the objects that engendered remarkably divergent evaluations. These
objects are those with the highest contribution to the separation penalty. The contribution of object i to the separation pen-

alty is calculated as

m

Z Z 2Ck‘ RR ) Z ZCk) RR ) -~ (aj;; _ ab

k=1 | (ij)eAk iedk

6. Computational Tests and Analysis

This section assesses various practical dimensions of the featured aggregation methodology. To this end, it first considers
a real-world case study involving the 2007 MSOM Student Paper Competition, referenced succinctly as 2007 MSOM SPC.
Afterward, it introduces a procedure for generating synthetic instances motivated by the response styles and other practical
considerations observed in the 2007 MSOM SPC. Finally, the synthetic instances allow for a comprehensive computational
analysis of the featured methodology. The experiments were performed on machines with 36 GB of RAM shared by two Intel
Xeon E5-2680 processors running at 2.40 GHz. The code was written in Python, and the optimization models were solved
with CPLEX version 12.9.

6.1. Analysis of 2007 MSOM SPC

This subsection considers the 2007 MSOM SPC case study, consisting of 58 submitted papers and 63 participating judges.
Each judge evaluated only three to five papers in the competition, and only three to five judges reviewed each paper.
Although the input evaluations are highly incomplete, this instance’s paper-judge allocation is considered robust (see the
following subsection for more details). It is worthwhile to note that some of the input ratings tended to use the entire
(i.e., an expanded) rating scale, others tended to use only the middle scores (i.e., a condensed scale), others tended to use
only the top scores (i.e., an optimistic scale), and yet others tended to use only the bottom scores (i.e., a pessimistic scale).
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Table 1
Description of evaluation attributes with respective numerical scales.
Attribute Description Scale
(A) Problem importance/interest 1-10
(B) Problem modeling 0-10
(@) Analytical results 0-10
(D) Computational results 0-10
(E) Paper writing 1-10
(F) Overall contribution to the field (field contribution, for short) 1-10

Table 2
Numerical score rubric (the journals: MSOM, OR and MS).

Score Definition/Interpretation

10 Attribute considered is comparable to that of the best papers published in the journals.

89 Attribute considered is comparable to that of the average papers published in the journals.

7 Attribute considered is at the minimum level for publication in the journals.

5,6 Attribute considered independently would require a minor revision before publication in the journals.
34 Attribute considered independently would require a major revision before publication in the journals.
1,2 Attribute considered would warrant by itself a rejection if the paper were submitted to the journals.
0 Attribute considered is not relevant or applicable to the evaluated paper.

Such diverse response styles align with numerous real-world studies (e.g. [46]). There were also self-contradictions between
the input ranking evaluations and the rankings induced by the input rating evaluations of individual judges.

The papers were rated based on six different attributes (see Table 1), gauged according to a precise numerical rubric (see
Table 2). The rubric was set according to the respective qualities of papers published in three top-tier domain journals
(heretofore referred to as the journals): Manufacturing & Service Operations Management (MSOM), Operations Research (OR),
and Management Science (MS). Each judge also provided an ordinal evaluation (a ranking) of the papers they reviewed (1
= best, 2 = second best, etc.), allowing ties.

Although this precise rubric was provided to the judges, they differed significantly in their evaluations and presumably
interpreted the scores differently. Examples of this phenomenon are illustrated for papers 18 and 26 in Tables 3 and 4,
respectively. The labels identifying judges and papers have been randomly permuted from their original assignments to pre-
serve the participants’ anonymity.

As Table 3 illustrates, in Attributes (B), (C), and (F), paper 18 was given a score of 8 by one judge—i.e., the paper is com-
parable in problem modeling, analytical results, and field contribution to an average paper in the journals—and scores no
greater than 4 by the other four judges—i.e., the paper requires at least a major revision. Such scoring discrepancies are sig-
nificant and especially pronounced between judges 12 and 42. For the most part, the former considers the paper to be at the
average level for publication, while the latter holds the journals should reject it.

A similar discrepancy in subjective judgments involving paper 26 can be seen in Table 4. Therein, judge 14’s evaluations
do not appear to be on the same scale as the evaluations of the other four judges. On the one hand, in every attribute except
(A), judge 14’s evaluation indicates that the paper would be rejected. On the other, in all attributes, all other judges deemed
the paper worthy of publication—some of them even indicated it would be among the best papers published in the journals!

Such glaring discrepancies in the judges’ evaluations over the same papers are commonplace throughout this real-world
data set. Henceforth, we use the average scores over the six attributes, excepting scores of 0 (which connote lack of relevance
rather than poor quality), as the input ratings of each judge.

Table 5 compares the optimal solutions obtained by the three aggregation models: (i) #*, obtained by aggregating only the
ratings via R-CA (Problem (9)); (ii) y*, obtained by aggregating only the rankings via R-OA (problem (12)); and (iii) x®® and
rank (xR}, obtained by jointly aggregating the ratings and rankings via RR-COA (problem (20)).

As Table 5 demonstrates, there are many conflicts between the ratings-only (x*) and the rankings-only (y*) solutions; for
example, paper 27 attains a top rating of 10 in the R-CA solution, whereas it is ranked as 14" in the R-OA solution. Such
outcomes can partly be explained by the different qualities encapsulated through each input evaluation modality in the

Table 3
Evaluations of paper 18.

Attribute Ratings

Judge Paper Ranking
(A) (B) © (D) (E) (F)
3 3 3 4 0 2 3 4
4 5 3 4 0 5 3 4
11 6 4 4 0 5 4 4
12 7 8 8 0 7 8 2
42 2 2 2 0 3 2 4
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Table 4
Evaluations of paper 26.

Attribute Ratings

Judge ) ) © D) ® ® Paper Ranking

21 8 10 8 8 5 8 3

24 8 9 8 10 7 8 1

14 7 2 3 2 2 2 5

26 8 8 7 8 8 7 3

49 10 7 6 9 9 8 1

Table 5
Aggregate evaluations for 2007 MSOM SPC.
Paper  x’ y xR rank(xfR) Paper  x* y xR rank (xfF) Paper  x* y x®R rank (x"R)

1 6.1 51 7.62 51 21 7.4 45 8.18 46 41 8.4 10 9.40 15
2 8.0 19 9.13 17 22 6.6 39 8.21 40 42 8.2 33 8.69 33
3 7.5 47 8.07 48 23 7.6 50 7.63 49 43 8.3 28 8.87 26
4 7.0 29 8.22 38 24 7.9 22 8.88 25 44 7.1 14 8.91 23
5 6.5 52 7.33 55 25 8.1 21 9.11 19 45 7.3 41 8.21 40
6 9.0 10 9.51 13 26 8.6 24 9.00 22 46 8.6 9 9.60 10
7 7.8 43 8.20 44 27 10 14 9.50 14 47 8.8 8 9.58 11
8 8.6 14 9.01 21 28 6.9 52 7.61 52 48 8.7 10 9.40 15
9 8.2 26 8.87 26 29 7.8 34 8.70 30 49 9.1 5 9.72 4
10 8.6 7 9.61 9 30 7.1 30 8.71 29 50 6.1 58 7.11 57
11 8.3 6 9.62 8 31 8.0 43 8.20 44 51 8.4 24 8.89 24
12 7.5 38 8.29 37 32 8.8 20 9.12 18 52 7.3 47 8.60 36
13 9.5 22 9.10 20 33 7.5 34 8.21 40 53 7.5 34 8.70 30
14 8.8 14 9.71 7 34 8.9 3 9.72 4 54 9.1 4 9.99 2
15 7.3 41 8.21 40 35 7.6 34 8.61 35 55 7.2 52 7.61 52
16 6.8 52 7.60 54 36 8.1 26 8.87 26 56 8.7 2 9.72 4
17 8.8 18 9.58 11 37 6.8 39 8.22 38 57 8.7 1 10.0 1
18 53 49 7.63 49 38 5.8 57 7.12 56 58 7.9 31 8.70 30
19 7.9 32 8.69 33 39 8.9 10 9.98 3

20 6.0 52 6.71 58 40 7.3 46 8.08 47

SPC. Cardinal evaluations measure average performance across all six attributes and implicitly capture judges’ intensities of
preference between papers, weighing equally all attributes. Conversely, ordinal evaluations capture the net preferences
between papers, effectively allowing each judge to weigh and condense performance from the individual attributes differ-
ently based on what they regard as the most relevant attribute(s). Moreover, differences in assigned ranks generally do not
capture intensities of preference (e.g., the preference for the first-ranked over the second-ranked paper may be marginal, but
the preference for either over the third-ranked paper may be substantial). Due to the different qualities encapsulated
through the two input evaluation modalities, it was not uncommon in this data set for a judge to rank a paper that performs
well over all six rating attributes, but not exceptionally on any single one, lower than a paper that performs exceptionally on
specific key attributes, but comparatively worse on average over all six attributes. The featured multimodal aggregation
approach yields a rating-ranking pair that minimizes cumulative disagreement with the two types of input evaluations
but is devoid of such conflicts.

It is important to remark that ¥* and x¥®® in Table 5 have higher precision than the individual attribute ratings (0.5 was
the highest precision given in the attribute scores). As Section 5.1 explains, added precision is necessary to incorporate
enough separation gaps in the aggregate rating. However, this does not represent a problem since R-CA and RR-COA can
be solved to any rating precision, specified a priori via ¢ > 0; herein, this parameter was set to y = 0.01.

Next, we give a specific example of objects/papers whose aggregate score in x* and aggregate rank in y* conflict. For
instance, paper 54 has a relatively high aggregate score of 9.1, but it conflicts with others (e.g., paper 57) that have a lower
aggregate score but a higher aggregate rank. Table 6 gives the evaluations received by papers 54 and 57 and their adjusted
ratings, obtained by dividing the paper’s rating by the respective judge’s average rating. In addition, Table 7 gives the number
of papers reviewed by their respective judges and the average rating these judges gave to their assigned papers. From these
tables, we observe the following:

1. The ranking evaluations assigned to paper 57 seem slightly better than those assigned to paper 54.

2. The rating evaluations assigned to paper 54 were lower in magnitude than those assigned to paper 57. However, juxta-
posing the paper ratings with the average rating from each respective judge suggests there was a stronger intensity of
preference for paper 54 over the papers against which it was compared than for paper 57. Indeed, note that the top-3
adjusted ratings of the former are greater than those of the latter.
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Table 6
Evaluations of papers 54 and 57.
Paper Judge Paper Rating Paper Ranking Adjusted Rating
54 22 7.3 1 1.47
54 25 7.0 1 1.32
54 30 6.2 1 1.25
54 32 4.6 4 0.75
57 16 7.0 1 1.04
57 17 7.4 1 1.46
57 32 7.4 1 1.21
57 57 6.3 2 1.06
57 62 6.0 1 1.17
Table 7
Statistics of judges who evaluated papers 54 and 57.
Judge # of Papers Evaluated AVG Rating Judge # of Papers Evaluated AVG Rating
22 4 4.95 16 3 6.73
25 5 5.30 17 4 5.00
30 5 4.96 32 4 6.13
32 4 6.13 57 4 5.93
62 4 5.15

3. The lowest rank for paper 57 was 2, while that of paper 54 was 4. Moreover, paper 54 received a below-average paper
rating while paper 57 did not.

All of this suggests that paper 57 slightly edges out paper 54 when the ranking and rating evaluations are considered
jointly. Indeed, in the combined aggregate rating-ranking pair, ¥*® and rank(x**) (the solution to RR-COA), paper 57 is rated
and ranked slightly higher than paper 54; this, as discussed previously, seems appropriate. In contrast, the aggregate rating
x* rates paper 54 higher than 57. This analysis provides evidence that the combined rating-ranking solution (which jointly
aggregates the multimodal evaluations) more effectively represents the judges’ multimodal evaluations than the aggregate
rating (which considers only the ratings).

Papers 14, 18, and 50 had the top-three (object-wise) contributions to the separation penalty. As noted previously and
illustrated in Table 3, paper 18 elicited polarized responses: four judges gave a very low evaluation and one gave a very high
evaluation. It may be prudent to further deliberate on the assigned scores/ranks in such a situation. Judges 44, 18, and 24 had
the top-three (judge-wise) contributions to the separation penalty. This information suggests that these judges expressed
relatively unpopular opinions. For instance, Table 8 shows that judge 44 assigned a near-perfect rating of 9.7 to paper 42
and a relatively low rating of 5.3 to paper 14 (second-worst on the judge’s list), even though the solutions to R-CA, R-OA,
and RR-COA all rated and/or ranked paper 42 significantly worse than paper 14. Additionally, judge 44’s ratings and rankings
of papers 45 and 56, whose respective evaluations are shown in Table 9, appear to be at odds with the assessments of all
other judges who reviewed them and, consequently, are also at odds with the aggregate evaluations.

A potential promising line of inquiry is to examine how insights like those in the preceding two paragraphs could be used
to determine the appropriateness of the initial paper-to-judge evaluation assignment and/or the existence of conflicts of
interest or careless/manipulative judges. It would also be interesting to determine when the outputs from these analyses
should lead to further deliberations on divergent evaluations and what specific processes can be employed. However, while
these questions are relevant, they are outside the scope of this paper and are left for future work.

6.2. Generation of Synthetic Instances

Synthetic instances consist of joint ranking and rating evaluations with varying degrees of collective similarity. Individual
input rankings are sampled from an adaptation of the Mallows ¢-distribution of ranking data [47]. The standard ¢-
distribution is parametrized by a reference (i.e., ground truth) complete strict ranking b and dispersion ¢ € (0, 1], which
quantify the probability of observing a complete strict ranking b as

P(b) = P(bib, ) = 7 ¢+ 31)

where d.(-,-) signifies the Kendall-t [28] distance (equivalent to dxs when b b are complete strict rankings) and

Z=3p¢% D = (1) x 1+¢)x 1+ ¢+ ¢*) x...x (1+...+¢"") is a normalization constant. Setting ¢ = 1 yields the (dis-
crete) uniform distribution over the space of complete strict rankings and setting it nearer to 0 centers the distribution mass
closer to b. In other words, ¢ can be said to control the proximity of b to b and the collective similarity of multiple rankings
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Table 8
Evaluations of judge 44.
Paper Paper Rating Paper Ranking
14 53 4
38 4.2 5
42 9.7 1
45 8.3 2
56 8.3 3
Table 9
Evaluations of paper 45 and 56.
Paper Judge Paper Rating Paper Ranking Paper Judge Paper Rating Paper Ranking
23 5.2 2 5 6.8 1
33 4.4 3 37 8.0 1
45 40 6.2 2 56 44 8.3 3
43 5.0 2 51 7.8 1
44 8.3 2

within a sample. It can also be said to control the difficulty of the generated instances since computation times tend to
increase with ¢. The featured experiments use these synthetic instances to assess the aggregation methodology’s ability
to recover an aggregate ranking that is close to the underlying ground truth b as collective similarity weakens.

We sample instances of complete and incomplete strict rankings based on the repeated insertion model introduced by
[48]. Since this sampling approach is not readily applicable for incomplete rankings, we utilize an extension developed in
Yoo et al. [27] to sample from smaller projected spaces. Specifically, assuming the object set to be ranked by the k™ judge

(V',j) has been predetermined, b* is generated according to the ¢-distribution parametrized by (Q|V‘,;., ¢y), With bf = e for
allieV\ V’,j—that is, Q|V.; and bk|v.; are complete strict rankings in the projected space, and the latter of these rankings is
extended to the full set of objects by assigning null values to the unranked objects (V' \ V’,j). The ground truth ranking vector
b is fixed to (1,2,...,n) in all the generated instances. Accordingly, the projected ground truth used to generate incomplete
ranking b* is given by bl =(1,2,..., [VED).

Individual input ratings are generated using reference rating vectors and a rating error parameter. The rating scale [L, U] of
all inputs is [1.0,10.0]. Assuming that the object set to be rated by the k* judge (V,’j) has been predetermined, the reference
rating vector a"\vkn is set proportional to the ground truth ranking vector b based on the number of objects rated (|V’f1|) and on
an assigned response style. Motivated by the 2007 MSOM SPC characteristics, four response styles are defined: expanded,
condensed, optimistic, and pessimistic. The first two styles differ in the expansiveness of their ranges, but each contains a

balanced number of high and low rating markers (i.e., reference rating values); the last two styles share the same range mag-
nitude, but each contains an unbalanced number of high or low rating markers. Table 10 lists the reference rating vectors

defined for sizes \Vﬁ| =4,5,6,7,8 for each of the four response styles. Reference rating vectors of size \Vf,\ > 8 are set by
assigning rating markers from |V,k,| = 7 to multiple objects. Objects 1 to L@} are set to the first rating marker from the respec-

. . k k . .
tive column under |V¥| = 7, objects L@} to L@} are set to the second marker, etc. The error parameter € is used to introduce
random deviations from the reference rating markers and is defined as

Table 10
Setting of the (projected) ground truth rating “k\v: for sizes \Vﬁ\ =4,5,6,7,8 and four response styles: Expanded (E), Condensed (C), Optimistic (0), Pessimistic
(P).
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€=15 % rand({1.0,1.5}),

where rand({1.0,1.5}) selects one of the two scaling factors with equal probability. Given the generated ranking b*, the rat-
ing a* is generated as follows. The k™ judge is first assigned one of the four responses styles. Next, the objects in Vf, = Vﬁ are
sorted based on their ascending order in b*. For each ranking positioni =1,..., [VK|, an error € is sampled and the object that
the k™ judge ranks in position i receives the rating value ak + U(—¢,€) (i.e., the deviation term follows a continuous uniform
distribution based on the sampled error parameter). The next subsection describes additional details for generating the rat-
ing and ranking aggregation instances.

Before proceeding, we discuss two practical considerations of ranking and/or rating aggregation instances and related
metrics herein implemented to assess them. First, the evaluation assignments must be allocated to judges so that a direct
or indirect comparison between every pair of objects in V is possible. The robustness of the object-to-judge allocation can
be measured as the number of hops or the length in the sequence pairwise comparisons needed to obtain an implied com-
parison between two objects [49]. For example, for h,i,j € V, if h and i are compared by one judge, i and j are compared by a
different judge, and no single judge compares h and j, then there is one hop between h and i, one hop between i and j, and two
hops between h and j. The robustness and reliability of the consensus aggregation solution decrease as the maximum num-
ber of hops between the object pairs increases; an allocation with a maximum hop of one over all i,j € V is ideal, and an
allocation with two maximum hops is also robust. Second, it is possible for a judge’s rating and ranking inputs to conflict,
meaning that an object i is simultaneously ranked better and rated worse than object j (or vice versa). To quantify the degree

of individual contradiction, we define the inner distance of judge k as the ds distance between b* and rank(a*) (the ranking

obtained by sorting the values of @* in non-increasing order). Note that no such contradictions can occur between the rating
and ranking solution returned by RR-COA based on the enforced coupling discussed in Section 4.1. It is worth mentioning
that the maximum number of hops for 2007 MSOM SPC is two, and the average inner distance is 0.06.

6.3. Analysis of Experiments on Synthetic Instances

The first experiment seeks to carry out a basic computational comparison of the Base RR-COA MILP formulation (given by
(24a)-(24 h)) and the Enhanced RR-COA MILP formulation (given by (24a)-(24 h), (25a),(25b)). The formulations are tested
on instances of incomplete non-strict rankings/ratings and on instances of complete non-strict rankings/ratings. This exper-
iment primarily evaluates how the number of objects (n = |V|) and dispersion levels (¢) impact the solution times. For each
defined combination of these two parameter values, 32 different instances are generated and solved by each of the two for-
mulations within a two-hour time limit. The generated rankings do not contain ties, but the output rankings are allowed to
contain ties. For simplicity, the number of ratings/rankings on each instance is set to m = |1.75n], and the expanded
response style is assigned to all generated rating vectors.

For the set of incomplete non-strict ranking/rating instances, the size of each judge’s evaluation subset Vﬁ = Vﬁ is drawn
from the discrete uniform distribution U(4, 8), and the specific objects evaluated by each judge are selected randomly from
universal set V. The tested numbers of objects and dispersion values are n € {40,45,50,55} and ¢ € {.1,.2,...,1.0}, respec-

tively. Table 11 reports the average instance and solution statistics obtained over 32 repetitions of each tested n and ¢-value

dye"™® . The instance statistics are the maximum number of hops and the inner distance (label dj ). For these instances, the

maximum number of hops is exactly 2.0 and the djy"™* values are between 0.073 and 0.077; both these values are thereby

omitted from the table. The solution statistics are wall-clock time in seconds (label Times (s)), dxs distance between the

aggregate ranking and the ground truth ranking (label dg), and the relative optimality gap percentage (label Gap%).

The same experiment is repeated on instances of all complete non-strict rankings and complete ratings as the generated

inputs. Table 12 reports these results (the maximum number of hops is exactly 1.0 for all instances and the dyy " values are

between 0.139 and 0.141; both these values are thereby omitted from the table). The tested numbers of objects and disper-
sion values for these instances are n € {60,70,80,90} and ¢ € {.2,.3,...,.9}, respectively. The narrower selection of disper-
sion values was selected to exclude the easiest and hardest instances; in particular, most complete RR-COA (given by (24a)-
(24 h)) instances with ¢ = 1.0 did not finish solving due to memory errors. For the tested parameter settings, the number of
instances unsolved due to memory errors are reported in the last column of Table 12 (label Instances Exited); no such errors
occurred for the incomplete RR-COA instances.

A few notable observations can be drawn from Tables 11 and 12. First, the ability of the models to recover the ground

truth ranking diminishes as ¢ increases. Note that the values of dg coincide when both formulations achieve optimality
but may differ when either or both formulations return a suboptimal solution (due to the two-hour time limit). Second,
the inner distances of incomplete RR-COA instances are roughly half the value of the complete RR-COA instances; a simple
explanation for this difference is that the likelihood that an individual’s evaluations are contradictory increases as more
objects are evaluated. Third, computation times tend to increase with n and ¢, and incomplete RR-COA instances tend to
be more challenging to solve than complete RR-COA instances even though the latter had higher inner distance values.
Fourth, the base formulation outperforms the enhanced formulation over most of the complete RR-COA instances, while
the latter outperforms the former over most incomplete RR-COA instances. This is partly justified by the greater difficulty
of incomplete RR-COA instances, for which incorporating the valid inequalities appears to be more worthwhile. In fact,
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Table 11
Average statistics for incomplete rating and ranking instances.
Times (s) Gap% dsr Times (s) Gap% dsr
n (’) KS KS
B. E. B. E. B. E. n B. E. B. E. B. E.
0.1 77.1 495 00 00 002 002 58.7 162.9 0.0 00 003 0.03
0.2 68.8 62.9 00 00 004 004 139.6 330.8 0.0 00 005 0.05
03 66.2 94.1 00 00 006 006 351.8 711.2 0.0 00 006 006
0.4 163.8 1542 00 00 010 010 22299 20527 0.0 00 009 009
05 4455 195.8 00 00 013 0.13 50547  3893.0 14 0.2 0.13 0.13
40 06 23434 560.5 23 00 018 018 29 71490 54019 922 67 019 019
07 44065 871.2 36 00 025 025 72039 63475 365 35 024 025
08 53179 14398 26 00 032 032 72034 70296 299 60 031 0.32
09 60929 1738.7 40 00 041 0.42 7203.7 70186 243 33 042 042
10 65177 1984.6 49 00 051 051 7203.8 71475 228 57 050 049
0.1 528 73.1 00 00 003 0.03 89.0 293.3 0.0 00 003 0.03
02 7154 96.2 00 00 004 004 235.0 5743 0.0 00 004 004
03 1104 254.1 00 00 007 007 1484.0 1268.6 0.0 00 007 007
04 503.3 580.5 00 00 010 010 51289 35538 05 0.1 009  0.09
05 24456 776.1 0.1 00 013 0.13 7047.7 6348.0 74 20 013 0.13
45 06 50017 21054 312 00 017 017 2> 72037 72028 787  30.1 019 019
07 69626 43024 500 10 024 024 7203.8 7203.5 57.1 183 025 025
058 7203.5 5636.3 149 12 032 033 7203.1 72019 375 126 032 033
09 7204.2 5076.8 145 07 041 0.41 72030 72014 325 160 042 042
1.0 72038 5572.6 150 06 050 050 7202.5 72013 336 183 051 051
B: Base RR-COA MILP; E: Enhanced RR-COA MILP
Table 12
Average statistics for complete rating and ranking instances.
Times (s) Gap% dg Instances Exited
n ¢ - S R
B. E. B. E. B. E. B E.
02 178.0 517.7 0.01 0.01 0.000 0.000 0 0
03 208.4 386.0 0.01 0.01 0.000 0.000 0 0
04 169.9 321.1 0.01 0.01 0.000 0.000 0 0
05 146.6 327.4 0.01 0.01 0.000 0.000 0 0
60 06 195.1 307.1 0.01 0.01 0.000 0.000 0 0
0.7 260.1 4272 0.01 0.01 0.001 0.001 0 0
08 11161 1229.7 0.01 0.01 0.005 0.005 0 0
0.9 6845.2 6289.0 0.06 0.04 0.020 0.020 0 0
02 710.7 1651.7 0.01 0.01 0.000 0.000 0 0
03 637.1 1416.3 0.01 0.01 0.000 0.000 0 0
04 615.9 1366.3 0.01 0.01 0.000 0.000 0 0
05 466.2 1015.6 0.01 0.01 0.000 0.000 0 0
70 06 504.2 915.8 0.01 0.01 0.000 0.000 0 0
0.7 932.6 12585 0.01 0.01 0.001 0.001 0 0
08 21123 2568.4 0.01 0.01 0.004 0.004 0 0
0.9 7130.7 6510.1 0.04 0.03 0.016 0.016 7 1
02 4454.0 4200.3 0.02 0.01 0.000 0.000 0 0
03 3672.9 39203 0.01 0.01 0.000 0.000 0 0
04 2870.4 3358.8 0.01 0.01 0.000 0.000 0 0
05 1807.7 2964.0 0.01 0.01 0.000 0.000 0 0
80 06 2058.2 2187.8 0.01 0.01 0.000 0.000 1 0
0.7 2561.9 3284.2 0.01 0.01 0.001 0.001 2 0
08 40365 5518.0 0.01 0.01 0.003 0.003 4 0
0.9 6990.6 7206.8 0.03 0.05 0.013 0.013 4 0
02 6589.1 7130.3 0.04 0.10 0.000 0.000 8 6
03 7003.8 7142.1 0.04 0.08 0.000 0.000 6 5
04 7122.3 7024.7 0.03 0.04 0.000 0.000 4 4
05 6760.8 6777.7 0.02 0.02 0.000 0.000 7 5
20 0.6 5382.2 5957.0 0.01 0.01 0.000 0.000 4 3
0.7 4524.0 6147.3 0.01 0.01 0.000 0.000 3 3
08 5936.8 6765.7 0.01 0.02 0.002 0.002 2 1
0.9 7216.6 7216.3 0.05 0.12 0.011 0.011 10 8

B: Base RR-COA MILP; E: Enhanced RR-COA MILP
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the enhanced and base formulations have comparable performances on the complete RR-COA instances with higher ¢ val-
ues; however, the enhanced formulation has a markedly superior performance for a sizable portion of the incomplete RR-
COA instances.

The second experiment aims to assess the value of multimodal aggregation and to compare the computational perfor-
mance of the featured optimization models. Specifically, this experiment tests the ability of RR-COA ((24a)-(24 h)), c-RR-
COA ((28a)-(28j)), and R-CA (problem (9)) to recover the ground truth ranking from the generated set of noisy rating
and/or ranking inputs. The R-CA consensus ranking is obtained from the non-increasing ordering of the consensus rating.
The R-OA (problem (12)) model is not tested since it possesses an inherent advantage for this task. Moreover, the ability
to recover the ground truth rating is not assessed since it is not well defined—it depends on the response style assigned
to each judge.

The three models are tested on incomplete non-strict ranking/rating instances similar to the first experiment’s. The main
difference between the test instances is how the rating response styles are assigned. Two distinct rating response profiles are
considered. The first profile apportioned the pessimistic response style to 55% of the judges and the expanded, condensed,
and optimistic response styles equally to the remaining 45%. The second profile is similar to the first but apportions the con-
densed response style to 55% of the judges and the expanded, optimistic, and pessimistic response styles equally to the
remaining 45%. Two other profiles with 55% expanded judges and 55% optimistic judges were tested, but they yielded similar
results and are thus omitted. Another key difference from the previous experiment is that the number of judges (i.e., input
evaluations) varies, specifically m € {30,40, 70,90}, primarily to test the effects of different object-to-judge allocations on
the ability to recover the ground truth. Other minor differences are that the number of objects is fixed to n = 40 and the
tested dispersion values are slightly narrowed to ¢ € {.1,.2,...,0.8}, both to allow for all models to solve to optimality
within two hours.

Tables 13 and 14 report the results obtained for the instances with 55% “pessimistic” judges and 55% “condensed” judges,

respectively. The first general observation is that the values of d,?sT decrease as m increases, owing to a larger amount of infor-
mation and better object-to-judge assignments resulting from the added evaluations. In fact, the values for instances with
m = 30,40 and ¢ = 0.1 are approximately equal to those with m = 70,90 and ¢ = 0.4. All instances with the two highest m
values achieve a maximum number of two hops, matching the object-to-judge assignment robustness of 2007 MSOM SPC—

Table 13
Average statistics for incomplete RR-COA instances with 55% “pessimistic” judges, 15% “expanded” judges, 15% “condensed” judges, and 15% “optimistic”
judges.

Times (s) d,?g
m é diNNER Max Hops
RR-COA c-RR R-CA RR-COA c-RR R-CA
0.1 0.062 2.78 64.83 0.11 0.05 0.063 0.065 0.116
0.2 0.062 2.94 66.08 0.08 0.05 0.089 0.101 0.135
03 0.064 2.94 77.09 0.09 0.06 0.125 0.140 0.168
0.4 0.063 2.75 94.12 0.09 0.05 0.161 0.170 0.195
30 05 0.061 2.88 153.37 0.09 0.05 0218 0220 0234
0.6 0.062 2.88 245.55 0.10 0.06 0.254 0257 0.266
0.7 0.063 2.94 473.16 0.10 0.05 0325 0325 0328
038 0.063 2.88 701.02 0.10 0.05 0.381 0379 0378
0.1 0.064 225 88.32 0.13 0.10 0.048 0.057 0.108
02 0.063 231 70.40 0.12 0.11 0.064 0.083 0.115
03 0.063 2.8 83.28 0.11 0.13 0.102 0.126 0.139
0.4 0.063 238 123.87 0.12 0.13 0.132 0.159 0.168
40 05 0.064 2.8 236.88 0.12 0.12 0.182 0.204 0.200
0.6 0.064 228 687.10 0.13 0.12 0.242 0256 0.253
0.7 0.062 222 1542.45 0.13 0.12 0.284 0305 0.299
038 0.065 245 2872.76 0.15 0.14 0373 0375 0376
0.1 0.064 2.00 45.66 0.16 0.19 0.025 0.043 0.077
02 0.063 2.00 58.16 0.16 0.18 0.044 0.077 0.091
03 0.063 2.00 68.18 0.19 0.19 0.062 0.105 0.105
04 0.063 2.00 125.18 0.18 021 0.097 0.140 0.131
70 05 0.066 2.00 600.00 0.19 0.19 0.134 0.173 0.153
0.6 0.063 2.00 1587.61 0.19 0.17 0.188 0219 0.200
0.7 0.066 2.00 4728.64 0.22 0.19 0236 0.266 0247
038 0.063 2.00 6079.27 023 0.20 0316 0339 0331
0.1 0.063 2.00 38.58 024 0.23 0.017 0.040 0.066
02 0.063 2.00 5020 024 024 0.033 0.069 0.078
03 0.062 2.00 63.96 028 026 0.050 0.098 0.090
0.4 0.063 2.00 152.89 027 0.23 0.075 0.131 0.114
0 05 0.063 2.00 430.42 031 026 0.117 0.166 0.141
06 0.063 2.00 1740.19 031 029 0.159 0.206 0.174
0.7 0.063 2.00 473739 025 028 0214 0.255 0227
0.8 0.063 2.00 6524.59 025 0.29 0.298 0317 0.296
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Table 14
Average statistics for incomplete RR-COA instances with 55% “condensed” judges, 15% “expanded” judges, 15% “optimistic” judges, and 15% “pessimistic”
judges.

Times (s) dﬁg
m ¢ (INNER Max Hops
s RR-COA ¢-RR R-CA RR-COA ¢-RR R-CA
0.1 0.083 291 8133 0.12 0.06 0.071 0.073 0.130
02 0.082 2.94 75.87 0.10 0.05 0.098 0.099 0.146
03 0.084 2.81 8039 0.10 0.06 0.128 0.139 0.171
04 0.080 2.88 116.41 0.11 0.06 0.166 0.176 0.205
30 05 0.081 2.78 176.23 0.11 0.05 0216 0.220 0238
0.6 0.081 2.66 33121 0.11 0.06 0.254 0.268 0.280
0.7 0.083 2.88 334.89 0.11 0.04 0329 0326 0.340
0.8 0.082 291 708.91 0.12 0.07 0362 0363 0.373
0.1 0.084 234 71.87 0.11 0.11 0.046 0.058 0.107
02 0.082 2.28 72.47 0.10 0.10 0.071 0.092 0.124
03 0.084 2.44 88.82 0.11 0.12 0.102 0.120 0.146
04 0.083 2.28 12227 0.11 0.11 0.141 0.168 0.184
40 05 0.082 231 237.32 0.13 0.12 0.181 0.203 0213
06 0.083 2.28 44905 0.13 0.13 0235 0.249 0250
0.7 0.081 231 956.32 0.14 0.13 0.295 0311 0307
0.8 0.083 2.28 1206.03 0.18 0.19 0353 0360 0361
0.1 0.084 2.00 48.73 0.17 0.20 0.026 0.047 0.086
02 0.083 2.00 52.47 0.18 0.20 0.043 0.074 0.101
03 0.082 2.00 68.30 0.19 021 0.062 0.102 0.109
04 0.081 2.00 132.83 0.19 0.19 0.094 0.141 0.134
70 05 0.081 2.00 486.87 0.18 0.18 0.133 0.170 0.159
06 0.082 2.00 1097.31 0.23 021 0.184 0218 0.202
0.7 0.083 2.00 3512.05 022 022 0.231 0.263 0251
0.8 0.082 2.00 4702.84 021 0.18 0322 0335 0.324
0.1 0.083 2.00 47.83 0.28 027 0.015 0.039 0.076
02 0.081 2.00 5539 031 0.28 0.031 0.071 0.086
03 0.085 2.00 72.10 032 0.29 0.049 0.095 0.096
0.4 0.083 2.00 134.16 033 0.30 0.076 0.130 0.121
0 05 0.084 2.00 33146 034 034 0.112 0.159 0.142
0.6 0.083 2.00 1196.42 039 037 0.159 0.202 0.180
0.7 0.083 2.00 4052.48 024 027 0.208 0.255 0232
0.8 0.083 2.00 5551.90 027 0.29 0.302 0319 0.304

their respective inner distances are also similar. The maximum number of hops for instances with lower m values are
between two and three on average. It is also worth remarking that computation times decreased from the two lowest to
the two highest m values.

RR-COA (solved via MILP (24a)-(24 h), (25a),(25b)) is the best of the three models at recovering the ground truth ranking,
particularly for instances with ¢ < 0.5. Its performance over instances with higher dispersion values is less pronounced,
partly because the outcomes of voting methods can become indistinguishable when there is little to no consensus in the data
[8]. c-RR-COA (given by (28a)-(28j) and abbreviated as c-RR in the tables) significantly outperforms R-CA (given by (9)) in
this respect, which is particularly impressive since the computational times of the two models are virtually identical. These
two models solved all problems in under a second, while the RR-COA model almost reached the two-hour time limit as m
and ¢ increased. Thus we conclude that c-RR-COA is an efficient and effective heuristic for solving large-scale RR-COA
instances.

7. Concluding Remarks

We propose a distance-based methodology for jointly aggregating cardinal and ordinal evaluations. The methodology is
designed to find a multimodal consensus evaluation—a logically coupled cardinal and ordinal evaluation pair—that mini-
mizes the sum of the distances to the multimodal inputs. We derive linearized expressions to enforce three types of logical
couplings. Furthermore, we derive a handful of optimization models to solve the rating-and-ranking aggregation variant of
the methodology (which we demonstrate is NP-hard). The effectiveness of the new methodology for distributed decision-
making is illustrated through a case study involving the 2007 MSOM Student Paper Competition and through synthetic
instances with controllable degrees of collective similarity motivated by the case study and other practical considerations.
Finally, we show compelling evidence that obtaining a combined aggregate cardinal and ordinal evaluation better represents
the judges’ opinions than a consensus rating that aggregates only their cardinal evaluations or a consensus ranking that
aggregates only their ordinal evaluations.

The proposed methodology is founded on axiomatic distances based on social choice theory. Moreover, it is designed to
adequately deal with highly incomplete evaluations and other complicating aspects of group decision-making. Aggregating
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incomplete evaluations is challenging because the aggregate evaluation is especially prone to be biased by the judges’ sub-
jective scales; for example, objects assigned to a particularly strict (lenient) judge have a disadvantage (advantage) com-
pared to objects assigned to other judges. Notably, our methodology can identify such inconsistencies in the given
evaluations. This information empowers the lead decision-maker to investigate the conflicts’ nature and resolve such con-
flicts (for example, by having the specific judges discuss and possibly resolve their assessments’ inconsistencies).

The problem of aggregating complete evaluations (where all judges evaluate all objects) is a special case of the problem of
aggregating incomplete evaluations (where judges may evaluate a proper subset of the objects). Therefore the methodology
is also applicable to aggregating complete multimodal evaluations. Moreover, the proposed methodology may also apply to
various other contexts outside of group decision-making where cardinal and ordinal evaluations over a set of entities can be
obtained. For instance, [43,50] recently used modified versions of the exact multimodal aggregation model developed herein
in the context of crowdsourced computation and wireless sensor networks state estimation, respectively.

Despite the proven effectiveness of the proposed model to handle multimodal inputs with different characteristics,
including ties and incompleteness, it admittedly has some limitations. First, the computation time of the RR-COA model
is much higher than any of the other featured models. This higher runtime is particularly prominent for instances with
¢ > 0.5, i.e,, instances with very high disagreement levels. Thus, to enhance the model’s practicality, future studies will
explore more sophisticated MILP solution methodologies to reduce the total computation time (e.g., further using polyhedral
theory insights [45]). Second, the paper does not explicitly enforce a degree of connectivity in the pairwise-comparison
graphs, i.e., maximum number of hops to indirectly compare each pair of objects. Because this aspect can significantly impact
the quality and validity of the resulting aggregate evaluation, future work will seek to integrate components for robust
object-to-judge allocation [49]. Third, our proposed model only interrelates ordinal and cardinal preferences; however, sev-
eral other preference formats (e.g., fuzzy preference relations) could be used to express subjective evaluations. Future studies
will try to address these different data modalities and create a general framework for interconnecting them within an axio-
matic context.

The code used to generate the synthetic aggregation instances is available upon request.
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