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Abstract—Motivated by the established notion of storage codes,
we consider sets of infinite sequences over a finite alphabet such
that every k-tuple of consecutive entries is uniquely recoverable
from its [-neighborhood in the sequence. We address the problem
of finding the maximum growth rate of the set, which we
term capacity, as well as constructions of explicit families that
approach the optimal rate. The techniques that we employ rely
on the connection of this problem with constrained systems.
In the second part of the paper we consider a modification of
the problem wherein the entries in the sequence are viewed as
random variables over a finite alphabet that follow some joint
distribution, and the recovery condition requires that the Shan-
non entropy of the k-tuple conditioned on its /-neighborhood be
bounded above by some ¢ > 0. We study properties of measures
on infinite sequences that maximize the metric entropy under the
recoverability condition. Drawing on tools from ergodic theory,
we prove some properties of entropy-maximizing measures. We
also suggest a procedure of constructing an e-recoverable measure
from a corresponding deterministic system.

I. INTRODUCTION

Consider the set of binary sequences X,, C {0, 1}" with the
property that every bit in the sequence is uniquely determined
by its neighbors. What is the growth rate of the maximum
size of X, with this property as n increases without limit?
Moreover, what can be said about the growth rate if we
permit ourselves recovery with high probability rather than
a deterministic decision? These questions form the starting
point of this study which has its motivation in the recently
established areas of storage coding and index coding, and
draws on connections with constrained systems and entropy
theory with the goal of establishing various “capacity” results
for X,, and associated concepts.

Our main object is a recoverable system over a finite
alphabet, which we proceed to define. We consider the set Q%
of bi-infinite sequences x = (...,Z_2,T_1,%0,T1,T2,---)
over a finite alphabet Q. A set X C Q7 is called shift invariant
if TX = X, where T' is a shift by one position to the left.
Let [k] := {0,1,...,k — 1} and define the I-neighborhood
N;([k]) of the subset of coordinates [k] as a set of all indices
j € Z\ [k] such that |j —i| < [ for some i € [k]. The elements
of the set IV;([k]) have a natural ordering, and we always think
of the neighborhood as an ordered set.

Definition I.1 Let Q) be a finite alphabet and let k,1 € N
be two integers. A set X C Q% is called a (k,l)-recoverable
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system if X is shift invariant and if there exists a deterministic
function f: Q% — QF such that for every x € X,

F@n, () = o)

In other words, we look at sequences on Z (viewed as a
graph) such that the value of a set of k& consecutive vertices
is recoverable from their [-neighborhood. The assumption of
shift invariance is natural because the recovery property does
not depend on the location of the k-tuple in x. For this reason
it suffices to define the recovery function only for the set ).

A similar notion was studied earlier for general finite graphs
under the name of storage codes, defined in [20], [21], and in
[8], [13], [22] in the context of guessing games and dynamical
systems on graphs. It has also been shown in [2], [20] that the
capacity problem of storage codes on graphs is close (and for
a sufficiently large alphabet is equivalent) to the minimum
attainable rate of index coding as well as to the success
probability in guessing games. In this context the concept of
storage codes was introduced and studied in [3], [24].

An important difference between the storage codes and the
above definition is that a storage code allows its own recovery
function for every vertex while a recoverable system relies on
a single repair rule for every vertex. Arguably, this restriction
is appropriate for large graphs where it is difficult to account
for many recovering functions, and it is also well suited for the
analysis of storage capacity because it enables us to focus on
shift invariant systems, and paves the way for using insights
from symbolic dynamics, which we mention below.

Let @ be a finite alphabet and denote by @ the set of all
finite words over (). We say that a finite word w over @ is a
subword in x € QZ, denoted w < x, if w appears anywhere
in = as a sequence of consecutive letters.

Definition 1.2 Let X be a (k,l)-recoverable system over a
finite alphabet Q of size |Q| = q. Let B, (X) denote the set
of all length-n words each of which appears as a subword in
some x € X. The capacity of X is defined as

1
cap(X) = lim —log, | B (X)]

where the limit exists due to the sub-additivity of log, | B (X)|

and Fekete’s lemma'.

Recoverable systems are strongly related to the well-
established notion of constrained systems [18], [19]. Infor-
mally speaking, a constrained system is a set of all sequences
over a finite alphabet that do not include subwords from a set
F of forbidden words. As explained below, a (k, [)-recoverable
system is a sub-system of a constrained system. Indeed, for
given k, ! € N the (k,[)-recoverability property gives rise to a

IFekete’s lemma states that a sequence {an } such that ay,+n < am +an
necessarily has a limit, and lim GT" = inf, % (see [10], [12]).



set of forbidden words F (by ruling out conflicts in recovery),
and bi-infinite sequences without forbidden subwords form a
subset in a constrained system.

The motivation to study (k,[)-recoverable systems is mul-
tifold. Indeed, they form a natural extension of the notion of
storage codes to the infinite setting, and enable one to bring in
methods from constrained systems such as de Bruijn graphs
and Markov chains, which have not so far been used for
storage codes. Recoverable systems also yield new insights
into constructions of storage (index) codes for some classes
of finite graphs, notably, circulant graphs. For such graphs we
suggest a method of constructing a storage code over any given
alphabet, yielding a lower bound on the maximum achievable
code rate. We also show that capacity of recoverable systems
(and related storage codes) can be increased by defining a
probabilistic relaxation of the above definitions, which is a
new concept in the area of erasure codes on graphs. This
concept brings forth a link between recoverable systems and
entropy of dynamical systems, enabling one to use tools such
as metric entropy to derive bounds on the system capacity. It
also suggests a group of new problems with a potential for
connecting a broad array of methods from ergodic theory and
discrete dynamical systems with the context of storing and
recovering information on large graphs.

Our results are presented in the next three sections. We
begin in Sec. II with establishing general properties related
to the capacity of recoverable systems. In Sec. III we present
two constructions of (1, 1)-recoverable systems, one of which
attains the maximum possible capacity whenever ¢ is a whole
square. Both constructions use techniques from constrained
systems, namely the description of a system in terms of a
Markov chain and de Bruijn graphs.

In Sec. IV we study a relaxation of the (k, [)-recoverability
property wherein the recovered version of the contents is
permitted to have a small residual entropy, resulting in a
probabilistic version of the contents recovery. We call sys-
tems arising in this way (e, k,[)-recoverable. In this part it
is natural to switch to measure-theoretic language, making
each vertex to carry a random variable X; such that the
collection of random variables (X, € Z) follows some joint
distribution. We provide a characterization of measures that
maximize the entropy of such systems. We also show how to
obtain a measure supported on an (e, k, [)-recoverable system
from a (k, [)-recoverable system with maximum capacity. The
assumption of a single recovery function for every vertex
on the line translates into a characterization of capacity as
the topological entropy of the system. This allows us to use
the variational principle which relates topological entropy and
metric entropy, thus enabling us to borrow tools from entropy
theory to evaluate the capacity.

Our results in this part are as follows. We prove that there
exists an entropy-maximizing measure g, which turns out to be
a Markov measure whose conditional Shannon entropy equals
€. We propose a procedure of constructing an e-recoverable
measure from a deterministic recoverable system and bound
below the increase of the system capacity due to the relaxation.

In the concluding Section V we present some details
regarding the connection between (k,[)-recoverable systems

and storage codes, and mention several problems for future
research.

II. GENERAL PROPERTIES OF RECOVERABLE SYSTEMS

We establish properties of (k,[)-recoverable systems by
linking them to constrained systems, beginning with some
notation. Similarly to the infinite case, if w,u € Q* are finite
words such that w appears in v as a consecutive subsequence,
we say that w is a subword of u and denote this w < u. Let
|w| be the length of the word w. The concatenation of finite
words w and u is denoted by wu and in particular, w™,n > 2
is an n-fold concatenation of w with itself. Let 7" be a shift of
the infinite word = € QZ to the left, so forevery i > 1,5 € Z
and any z € Q% we have (T'z); = ;.

The notion of recoverable systems is closely related to
constrained systems. In what follows we will present some
relevant notation and results from constrained systems (for a
reference, see [19])

Let G = (V, E, L) be a directed graph, where V is a finite
set of vertices, F is the set of directed edges, and L : £ — @
is a label function that assigns symbols from () to edges, one
symbol per edge. A path v in G is a finite sequence of edges
~v = (ep,-..,en—1). The label of the path L(~y) is the sequence
of symbols from () obtained by reading off the labels of the
edges in v, i.e., L(y) = (L(ei))ie[n)- We allow multiple edges
between a pair of vertices, but require that they carry different
labels.

A constrained system .7 is the set of all finite words given
by the labels of the paths in a directed labeled graph G. We
call the graph G a presentation of ., and we say that .% is
presented by G.

It is well known that a constrained system can also be
defined by a (possibly infinite) set F C @Q* of finite words,
called forbidden words, in the following way. Let Xr C QZ
be the set of all bi-infinite sequences such that no x € Xr
contains any word from F as a subword, i.e., there are no
1,7 € Z for which (T’ia;)[j] € F. For every constrained
system .7, it is possible to find a corresponding F such that
& = Upen Bn(XF) (see [18]), where B,,(X£) is the set of
all length-n words that appear as a subword in some x € X r.
Therefore, both . or X 7 will be referred to as a constrained
system. Note however that they are objects of different kinds:
while . is a set of finite words, X = is a set of bi-infinite
sequences.

The graph G = (V,E,L) that presents a constrained
system X r can be described explicitly in the case that all the
forbidden words have the same length, i.e., 7 C Q™ for some
n € N. Namely, take V = Q™! to be the set of all words of
length n — 1 over ). Draw an edge from u = (ug, ..., Un—2)
to v = (vg,...,0n—2) if v; = w41, @ € [n — 2| and
UQ .« Up—2Vp—o & F. The edge (u,v) carries the label
L((u,v)) = vy—2. The sequences © € Xx correspond to the
sets of labels of the paths in G.

The capacity of a constrained system .7 is defined similarly
to the capacity of a (k,l)-recoverable system. Denote by
B, () the set of all length-n words in .7, i.e., B, (<) :=
NQ™. Similarly, if the system is given by Xz then B,,(X x)
denotes the set of all length-n words that appear as subwords



in some z € Xr. The capacity of a constrained system . is
defined as

1
cap(#) = lim —log, |Bu()].

In the language of symbolic dynamics this quantity is also
known as the topological entropy of the system [26, Ch. 7].
We remark that we use the same notation for the capacity of
constrained systems and recoverable systems. This usage is
justified by Lemma II1.2 below.

It is well known that the limit in the definition of cap(.¥)
exists due to sub-additivity of the quantity log, |B,,(-*)| and
Fekete’s lemma. Moreover,

1
cap(.) = inf —log, [Bn(7)]. ()

Assume that a constrained system . is presented by a graph
G = (V, E, L). The adjacency matrix Ag is a |V |x|V| matrix
such that (Ag) v is the number of edges from u to v in
G. If the graph G is strongly connected (there is a directed
path between any two vertices), then the capacity cap()
can be calculated using Ag. Indeed, the Perron-Frobenius
theorem states that the largest eigenvalue of Ag, denoted A,
is real, simple, and positive with strictly positive left and right
eigenvectors. Then the capacity of . equals cap(.#’) = log, A
[19, Theorem 3.9]. In fact, cap() = logq A even if the graph
G 1is not strongly connected (see [18, Theorem 4.4.4])

To analyze recoverable systems, we relate them to con-
strained systems using the following simple idea. Notice that
if a word w € Q* can be recovered from its I-neighborhood
u,v € @', then no sequence € X can contain a subword
uw'v for any w’ € Q¥ ,w’ # w. This means that the words
uw'v are forbidden as subwords in some constrained system.
This observation suggests the following definition.
Definition II.1 Let F C Q* be a set of finite words and let
k,l € N. We say that F is a (k,l)-admissible set if for any
u,v € QL

{we o

It is immediate that a constrained system Xz, where F is
a (k,l)-admissible set, is a (k,[)-recoverable system.
Lemma I1.2 Any (k,l)-recoverable system X C Q% is a
subset of a constrained system X x for some (k,1)-admissible
set F. Conversely, any constrained system X r with F a (k,1)-
admissible set is a (k,l)-recoverable system.

: uwv—<s€]—'}|>qk—1.

Proof: Let X be a (k,l)-recoverable system over the
alphabet Q. Now let F = Q**% \ By 1 (X), then F is
a (k,l)-admissible set and that X C Xgz. Indeed, if not,
then there are two distinct words wi,ws € Q¥ such that
uwiv < = and wwev < y, and by shift invariance we may

assume that zjy) = w; and yjp) = wa. This contradicts the
recovery condition. Finally, the converse statement is obvious
by Def. II.1. O

Let Y be a (k,l)-recoverable system over an alphabet @
of size q. As just argued, Y is a subset of some constrained
system X, where F is a (k,[)-admissible set, and thus the

quantity
Cylk,l) := max
yce*
Y is (k,l)-recoverable

cap(Y). (2)

is well defined. Moreover, cap(Y) < cap(Xr), and since
there is a finite number of possible (k,!)-admissible sets
over (), the maximum in (2) is attained. We say that X has
maximum capacity if cap(X) = C,(k,) and note that the
maximizing system is not necessarily unique.

The following properties of C,(k,[) are immediate: if [; >
lo or q1 > q2, then

Cfll (kall) = (1qu1 qQ)OCD (kle) 3)

To illustrate these definitions, let us consider the simplest
instance of the concepts introduced above, namely binary
(1, 1)-recoverable systems.

Proposition IL.3 The capacity Co(1,1) ~ 0.4057, and there
is exactly one system X that attains it, up to symbol relabeling.

Proof: The proof proceeds by examining all the possible
binary (1,1)-recoverable systems. On account of Lemma
I1.2 this amounts to examining all the possible constrained
systems X, where F is a (1,1)-admissible set. The (1,1)-
recoverability condition implies that a symbol is determined
completely by the value of its neighbors. Thus, for instance,
one of the sequences 000,010 is in F. Overall, out of the
eight possible triplets four are in F, while the remaining four
appear in the sequences in X.

If 010 or 101 are in F, then cap(X) = 0. This is because in
either of these cases, X is formed of at most two sequences.
Indeed, suppose that 010 € F. Between the two triplets 111
and 101, one must be forbidden to allow recoverability. Say
it is 111, then X = {(000)Z,(101)%?} (the word (0011)%
is forbidden to allow recoverability). Alternatively, if 101 is
forbidden, then X = {(000)%, (111)%}. The same arguments
apply to 101 upon the relabeling 0 — 1,1 — 0. Thus
010,101 ¢ F, which implies that 000, 111 € F.

It remains to analyze the triplets 110 and 100. If 110 € F,
then by shift-invariance also 011 € F, otherwise the capacity
is 0. This yields that 000, 111,110,011 € F and the remaining
four patterns are allowed. This system is known as a (1,2)-
RLL constrained system, and its capacity is approximately
0.4057 [17, Ch. 4]. The pattern 100 yields the same result
by relabeling. This concludes the proof. O

The following result enables us to claim that C,(k,1) is
positive for general alphabets.

Corollary I1.4 Let q > 3 and let 2 < k <1 — 1, then

log, 2
Cy(k, 1) 2 Cy(k,k+1) > R
Proof: We explicitly describe a (k,k + 1)-recoverable
system X over @ = {0,1,2} with positive capacity. By (3)
this will imply the general claim.

Construct a set of sequences X by taking all bi-infinite
sequences over {a,b} and replacing each a with 21F+!
(two followed by k + 1 ones) and each b with 20%!. We
claim that X is a (k,k + 1)-recoverable system. Indeed, let
u = (up...ur),v = (vo...vx) € Q' w € Q% and
let us show that w is recoverable from u and v. Let u_q
be the symbol right before ug. Exactly one of the elements
U_1,Uq,-..,u, is 2, and this gives rise to the following 4
cases.




(i) u_y =2, then w = 2054

(i) up = 2, then w = uy208 %,
(#i1) u; =2,1<i<k—1, thenw = u2+12v§_i_2;
(iv) uy, = 2, then w = vf.

This shows that w can be recovered from its (k + 1)-
neighborhood.

To calculate cap(X), notice that 2" = |[{a,b}"| =
|Bn(k+2) (X)‘ Thus,

1 log,, 2
—1 B, X)) =—2.
n(k+2) qu| (k+2)( )| k+2
Since this equality is true for any n, this implies the claimed
result. O

Our next result is an upper bound on the capacity of (k,1)-
recoverable systems.

Lemma IL5 For all ¢ > 2 and k <1 we have

!
<—.
Cq(k,1) < T

Proof: From Lemma II.2 it suffices to show that
cap(XrF) < k%rl for every constrained system Xz with a
(k,1)-admissible set F. On account of (1) we need to prove

that for every e > 0, there exists n € N for which
l
E+1

Fix € > 0 and take m € N large enough such that mT'H <
1+ e. Now take n = m(k + 1) + [ and let F,, denote the set
of indices given by

F,={j€[n]|jmod (k+1) €

1
~log, [Bu(X) < (1+¢)

[}

Consider x € X . If the symbols z;,7 € F, are known,
then the remaining symbols in [n]\ F}, are determined uniquely
because of the recoverability property. Since there are at most
¢\t D! different words that can appear in the locations F),,
we obtain

1 1 )
—log, (1B (X)) < —log, gtm!

(m+1)I
S mk 1)

<(1+e)

l

k+1
O

An obvious observation, implied by this bound, is that many
symbols cannot be recovered from a small-size neighborhood,
ie., limg_y o0 Cy(k,1) = 0.

For certain values of ¢ we can use the well-known edge
covering construction from the storage coding and index
coding literature [5], [21] to attain the bound in this lemma.

Proposition IL.6 If g is a whole square, then Cy(1,1) = % If

q = t**1 for some integer t, then Cy(k,1) = ﬁ

Proof: Consider a graph G(V, E) with V = Z and (4, j) €
E if and only if |i — j| = 1. Place a symbol of the alphabet Q)
on each edge and assign to a vertex the pair of symbols which
appear on the edges adjacent to it, then the symbol x;,¢ € Z
is determined once we know x;_; and x;y1. This gives rise
to a (1,1)-recoverable system X over the alphabet of size ¢?,

where ¢ = |Q|, and clearly |B,,(X)| > ¢". If ¢ = t?, then we
conclude that

1
> 1 — n— .
Cy(1,1) /nh_r)n nlogqt 1/2

Lemma IL.5 implies that this is an equality.

For [ > 2, assign the vertex x;, i € Z the pair of symbols
that appear on the edges (i — 1,4) and (i +1— 1,7 +1).

As before, this enables us to argue that Cy(l,1) = 1. To
prove the second claim of the lemma, construct a system X
by assigning each vertex ¢ € Z the k + 1-tuple that appears
on the edges

(i—1,0),(Gi,i+1),....(i+k—1i+k).

It is straightforward to check that the system X is (k,1)-
recoverable and that its capacity is at least 1/(k + 1). Now
the claim follows from Lemma ILS5. ]

We can remove the assumptions on ¢ in the limit of large
alphabet.

Corollary IL.7 For I,k > 1 and ¢ — oo the limits of Cy(1,1)
and Cy(k,1) exist, and

1
lim C,(1.1) = 3

g—o0
. 1
Jm Gk, 1) = =07

Proof: Letting ¢ = t2 + r, we find
.1 n
Cy(l,1) > nh_}rr;o - logs . t" = log2 . t,

which goes to 1/2 as ¢ — oc. Similarly, letting ¢ = t**1 4+,
we find

1
Cy(k,1) > lim —log, . t"

n—oo n
= logtlﬁ»l_‘_r t— m
Now the claim follows from Lemma II.5. O

III. CONSTRUCTIONS OF (1,1)-RECOVERABLE SYSTEMS

In this section we focus on the case k = [ = 1. For this
case, the capacity is at most 1/2 by Lemma IL.5, and we have
pointed out that it is attainable when ¢ is a whole square. By
extending the edge covering construction to all ¢ and using (3)
we can obtain lower bounds on Cy(1, 1) for general ¢. In this
section we present two different constructions of recoverable
systems that yield higher capacity values for all ¢ except whole
squares.

A. A recursive construction

In the first construction we relate C,(1,1) to Cy_2o(1,1).
Let G = (V, E) be a strongly connected graph and let I',,(G)
be the set of all directed paths of length n» > 1 in G. Let p be
a probability vector p = (po,...,pjv|-1) and let € > 0. We
denote by I'S, (G, p) the set of all directed paths v € I',,(G)
such that for every v € V, 7y traverses v at least (p, —¢)n times.
The following result is cited from [19]; we have adjusted it
here to our notation.



Lemma IIL1 ([19, Thm. 3.15]) Let G = (V,E) be a
strongly connected graph. There exists a probability vector
p = (po,--- ,p|v|,1) such that for every ¢ > 0, there exists
an n. € N such that for all n > n.,

TG, p)[ = (1 = )T (G)].

The idea of the construction, formalized in the next lemma,
consists in adding two new symbols to the alphabet and adding
a loop of length four to a frequently traversed vertex in the
graph G that presents the system.

Lemma III.2 We have
Cyt2(1,1) >

1 1
Cq(1,1)log, 1o q+ 2 log, ;o (1 + q2) .

Proof: Let X be a (1,1)-recoverable system with max-
imum capacity over (). By Lemma II.2 we may assume that
X is a constrained system Xz for some (1,1)-admissible
set F C @3 of forbidden words. Let G, = (V,, E,, L,) be
a graph that presents Xr and suppose that each vertex in
G corresponds to a pair of symbols of (). For two vertices
u = (uruz),v = (v1v2), the edge (u,v) € Eq; iff ug = vy
and ujugvy ¢ F. The label of the edge L, ((u,v)) = ve. We
may also assume that GG, is connected since the capacity can
be calculated by considering only the connected components
of Gj,.

Fix € > 0 and use Lemma III.1 to find n. € N and a
probability vector p = (po, - - .,pjv,|-1) such that for n > n.

‘F;(anp” > (1- e)lrn(Gq)|~

Since p is a probability vector, there exists a vertex v € Vj
for which p, > q%. Assume that v corresponds to the pair
(ab) € Q2.

Let us add symbols « and 3 to the alphabet (). Construct a
new graph G2 = (Vy42, Eqt2, Lq12) by adding the vertices
uy = (ba),uz = (af),us = (Ba) with edges

&1 = (ab,u1), 8 = (u1, uz),
3 = (ug,us), &4 = (us, ab)

and labels «, 3, a, b, respectively. The graph G2 presents a
system Xz for some F’ over the alphabet of size ¢ + 2.

Let us show that Xz is a (1, 1)-recoverable system. Con-
sider a sequence x € Xz . Note that if x ¢ Xz, it must
contain at least one of the symbols «, 5. By the construction
of G412, the words of length three that contain o or 8 and
can appear as subwords in z, are

A = {aba, baf, afa, Bab} .

Therefore, the system X is a constrained system that corre-
sponds to the set of forbidden words

F =((QUu{a, 1)’ \ (Q*UA))UF.

It is straightforward to check that 7' is a (1, 1)-admissible set,
which implies that Xz is a (1, 1)-recoverable system.

Let us bound below the capacity of Xz/. Assume first
that p, < i and let » € N be large enough such that

[(1 —4p,)r] > n.. Note that if v = (eg,...,e,) is a path

in G, then it is also a path in G,42. Moreover, if for some
i € [r], e; terminates in v, then

f}/ = (607"'7e’ia€1a§27£37£47€i+17'"767’)

is a path in G4 of length |y| + 4. Let BS(X #) denote the
set of words in B,(Xz) with at least M, := |(p, — €)r]

appearances of ab. Each such word is obtained by reading off
the labels of a length-n path in Gy. Then

B (X7/)| >
3 (v

; )
1=0

(@) &L (Mv

> 1— (r—4i) cap(X r)
Y- a

JICE=)

=0

M, M
_ q'rcap(X]:)(l _ 6) Z ( .U> q—4icap(X]:)

=0 ¢
_ qrcap(X]:)(l _ 6) (1 +q_4cap(Xf))Mv

where to claim inequality (a) we used the estimate
|Bﬁ_4l(Xf)‘ > (1—6)|B7‘,4i (X]:)‘, valid for all ¢ < (pv—€>’l’,
the assumption on r, and definition (1). We obtain

1
- 1quﬁ-z 1B (X7/)| > cap(XF) 1qu+2 q

(pv - E)T

1
+ log, o(1+ g *eP(X7))

1
+ - log,,2(1 —€).

From Lemma IL5, cap(Xr) < 1. Since p, > q%, taking
r — 00 we obtain

cap(Xrr) >

1 1
cap(Xr)log, 0 q+ <q2 - 6) log, o (1 + q2> .
Since € is arbitrary,

cap(Xrr) =

cap(Xr)log, o q+ qulqu” (1 + q12) :

The case p, > % is similar. We only consider the first n/4
visits to v, with 7 large enough such that |er| > n., M, =
|(5 — €)r]. and otherwise the proof is the same. O

For alphabets of size ¢ not a whole square, i.e., ¢ = t? 47
with > 0, we have two options of constructing a recoverable
system, namely relying on the alphabet of size t? (by the edge
covering procedure, see the proof of Prop. I1.7), or using the
construction given in the proof of Lemma III.2. The following
example shows that the latter approach can be superior to the
former, yielding a system with larger capacity.

Example IIL3 Let X be a (1,1)-recoverable system over an
alphabet of size ¢ = 6, constructed by edge covering. This
yields the estimate cap(X) = logg 2. At the same time, from
Lemma I11.2 we obtain
5
2

1 17
1.1) > 4+ —log, — > log 2.
Cs(1,1) 0gs 4+ 15 logs ¢ > log



B. Construction via de Bruijn graphs

We now provide a second construction of (1, 1)-recoverable
systems over an alphabet () of size g, which relies on the
de Bruijn graphs [9], [16]. The capacity analysis of the
constructed systems will be carried out for the case of ¢
close to the nearest whole square greater than it. For a finite
alphabet @ and d € N, a de Bruijn graph of order d over @
is the directed labelled graph DB(Q,d) = (V, E, L), whose
vertex set V = Q7 corresponds to length-d words over Q. An
edge (u,v) € Eif v = (vg...v4-1),u = (ug...uq—1) and
v; = u;yq for all ¢ € [d — 1], and the label of (u,v) € E is
L((u,v)) = vg—1. In words, there is an edge from u to v if v
is the (d — 1)-tail of v appended by some symbol v4_; € Q
which serves as a label. The relevance of the de Bruijn graphs
to (k,l)-recoverable systems is established in the next lemma.

Lemma IIL.4 For a finite alphabet (), DB(Q,d) yields a
presentation of a (k,1)-recoverable system over Q® for every
k € [d].

Proof: Consider a new labeling function L’ such that for
an edge (u,v) € DB(Q,d), L'((u,v)) = (ug,...,uq—1) €
Q?. By definition, DB(Q, d) with the labeling L’ is a presen-
tation of a constrained system .# over Q<.

To see that the system . is (k, 1)-recoverable for every
k € [d], notice that if x is a sequence obtained by reading
off the labels of a path in DB(Q, d) (with L’), then _; =
(I_l, TQyeeny :L'd_g) and L = (l‘k, Th41y - 7Ik+d—1)~ While
k < d — 1 we have that for every i € [k], the sequences
x; = (;,...,%i1q—1) can all be constructed from x_; and
I, proving recoverability. O

Remark IILS The recovery procedure used in the proof relies
on sharing the label between a pair of vertices across the
edge that connects them, and is similar to the edge covering
construction used in the proof of Proposition I1.6. In fact, a de
Bruijn graph DB(Q, d) can be though of as a presentation of
a “d-block-encoder”. In terms of Proposition I1.6, if G(V, E)
is a graph with V. =7, (i,j) € Eif i —jl = 1, and a
symbol is placed on each edge, the d-block-encoding is the
system obtained by assigning each vertex i € 7 the d-tuple
that appears on the edges

(i—di—d+1),...,(i—2i—1),(—1,i).

Thus, the capacity of the (k,1)-recoverable system presented
by DB(Q,d) is é.

To conform with the definition of a de Bruijn graph, we fix
the number of vertices to ¢¢. At the same time, any subgraph
of DB(Q, d) corresponds to a (k, 1)-recoverable systems with
fewer than ¢¢ vertices. We state this observation in the next
corollary.

Corollary III.6 Any subgraph of DB(Q, d) presents a (k,1)-
recoverable system for any k € [d].

By relabeling the vertices, we can obtain a (k, 1)-recoverable
systems over an alphabet of size strictly smaller than ¢¢. This
is the key insight of our construction.

The construction makes use of de Bruijn graphs of order
d = 2. Therefore, unless specified otherwise, for the rest of
the section we assume that d = 2 and write DB(Q) instead

of DB(Q, 2). We will need some properties of the adjacency
matrix Ap of DB(Q), assuming that the vertices are ordered
according to the lexicographic order of the their labels. The
following description of Ap is immediate.

Lemma IIL7 Let Ap be the adjacency matrix of DB(Q).
Then for 1, j € [qz]

(Ap)(ij) = {1 if 7 € {(imod q)-q+[q]}

0 otherwise.

Proof: Interpret the words of length 2 over ) as base-q
numbers from 0 to ¢ — 1. Clearly, a number u is connected
to a number v if and only if v € {(qu mod ¢*) + [¢]}. O

Example IIL.8 The matrices Ap have a simple structure
which we show in examples. This makes later proofs easier
to follow. Let Ap,,i = 1,2 be the adjacency matrices of

Dy = DB([2]) and Dy = DB([3]), then
(1 1 0 0
00 11
AD1*1100
00 1 1
and
m 1 1 0 0 0 0 0 0
000111000
000O0O0O0OT1T11
111000000
Ap,=10 0 0 1 1 1 0 0 0
000O0O0O0OT1T11
111000000
000111000
o 00000 1 1 1]

The following property of de Bruijn graphs is well known
(e.g., [6, Exercise 1.5]). We include a short proof for com-
pleteness.

Lemma IIL9 Ler Ap be the adjacency matrix of DB(Q).
Then the eigenvalues of Ap are \g = 0 with multiplicity ¢*> —1
and \1 = q with multiplicity 1.

Proof: In DB(Q) there is a unique path of length 2 from
any v = (vg,v1) € V to any u = (ug,u1) € V, namely,
v = (v,wy), (w1, u) where wy = (viug). Thus, (Ap)? = J,
the all ones matrix, which has a simple eigenvalue q2, and
eigenvalue 0 of multiplicity ¢? — 1. Thus, Ap has eigenvalues
Ao = 0 and A\; = g or —q. To argue that we should choose
the + sign note that TrAp = gq. |

We now construct a (1, 1)-recoverable system X over Q =
[q] for ¢ € N. According to Lemma IIL.4, DB([t]) presents
such a system, and if ¢ = 2 for some ¢ € N, then by Lemma
M9 the capacity cap(X) = log,t = 3. Now suppose that
q is not a whole square. As Corollary III.6 suggests, we can
obtain a (1, 1)-recoverable system by considering a subgraph
of a de Bruijn graph. Let ¢ = [,/q], ¢ = t* — r, and consider
the graph DB([¢]) with the adjacency matrix Ap. Taking a
subgraph of DB([t]) amounts to deleting rows and columns
from Ap. The obtained matrix, which we call the truncated
matrix Ag, is the adjacency matrix of a de Bruijn subgraph
that presents a (1,1)-recoverable system. This sequence of



operations, illustrated in the examples below, will be justified
formally in the remainder of this section.

Before proceeding we make one remark. A simple way to
construct the truncated matrix, which we largely use, is to
delete the last » = t? — ¢ columns and rows in Ap. In what
follows we restrict ourselves to alphabets Q) of size ¢ = t> —r,
where ¢ = [/q] and r < t. Deleting the last 7 columns from
Ap can be interpreted as deleting the outgoing edges of the
vertices that correspond to these columns. If < ¢, then upon
deleting the last r columns, no all-zeros rows arise. At the
same time, if ¢ = r, deleting the last » = ¢ columns results
in t all-zeros rows. These rows correspond to vertices with no
outgoing edges, there is a complication that they are not the
last ¢ rows in the matrix. While such rows do not contribute to
the capacity of the system, we cannot erase them since their
incoming edges will point nowhere. Thus when t = r we
need a different method to delete rows and columns: instead
of deleting the t last rows and columns, we erase the rows and
columns in positions {it + (¢ —1),i =0,1,...,t —1}.n

Example IIL.10 In this example we construct a (1,1)-
recoverable system over () = [8]. One possible construction,
according to Lemma 1114, is to generate DB([2],3) and to
use it as a (1, 1)-recoverable system with capacity % (in fact,
it is also (1, 2)-recoverable).

Another way to obtain such a system is to use the procedure
described above. Let t = {\/(ﬂ = 3 and consider the subgraph
of the 9 x 9 matrix of DB(3) obtained after deleting the last
column and last row. We have

11100000
00011100
000O0O0GO0T11

A4, _ |t 1100000

710001 1100
000O0O0GO0T11
11100000
00011100

Considering the graph presented by Ag, we obtain a (1,1)-
recoverable system with capacity logg(1 + v/3) ~ 0.483 > 1.
Here 1+ /3 is the largest eigenvalue of the matrix Ag.

Example IIL.11 We now construct a (1,1)-recoverable sys-
tem over Q = [6] using the procedure described above. Let
t = [/q| = 3 and consider the matrix DB(3) after deleting
rows (and columns) 2,5,8. We have

110000
001 100
110000

4=100110 0
1 10000
001100

Considering the graph presented by Ag, we obtain a (1,1)-
recoverable system with capacity logg(2) = 0.387. Notice that
the last t — 1 = 2 columns in Ag contain zeros. This implies
that Ag corresponds to a graph in which the last t—1 vertices
have no incoming edges. Removing them does not affect the
capacity but reduces the alphabet size. Indeed, if we remove
those vertices we obtain DB([2]) which has capacity 3.

The truncated matrix Ag obtained from the above procedure
has the following property.

Lemma IIL12 Let Q be a finite alphabet of size ¢ = t> —r
with t = {\/ﬂ If r < t then the matrix Ag is an adjacency
matrix of a strongly connected graph G = (V,E, L).

Proof: We will prove a stronger statement, namely, that
the diameter of the graph G with the adjacency matrix Ag
equals two. In other words, there is a path of length at most
2 between any two vertices.

Let ¢ = t? — r where t = [,/g| and r < t. According
to Lemma II1.7, every row in the adjacency matrix of DB(¢)
contains ¢ consecutive ones. The truncated matrix Ag of order
q obtained after the deletion of at most r rows, contains two
types of rows, rows with ¢ consecutive ones, and rows with
t — r consecutive ones.

If a row contains ¢ consecutive ones, they appear in positions
tj+[t] ={tj,ti +1,...,tj + (t — 1)} for some j <t — 1.
More accurately, row j contains ¢ consecutive ones in positions
t(jmodt)+ [t] if j #t — 1 modt. If j mod ¢ =1t —1 then
row j contains ¢t — r consecutive ones in positions ¢(t — 1) +
[t — r]. This implies that for every j € [q] and every set of ¢
consecutive rows in AQ, there is exactly one row from that set
that has 1 in position j. This means that any set of vertices that
corresponds to ¢ consecutive rows in the matrix is a dominating
set in G (i.e., it connects to all the other vertices in G).

A vertex v that corresponds to a row with ¢ consecutive
ones is connected to a set of vertices that correspond to ¢
consecutive rows. Therefore, there is a directed path of length
at most 2 from v to any other vertex in G. At the same
time, every row that contains £ — 7 ones in the last positions,
corresponds to a vertex v that is connected to the last ¢t — r
vertices (rows). These ¢t — r vertices form a dominating set in
G, giving rise to a path of length 2 from v to any other vertex
in G. O

Lemma II1.12 implies the following statement.

Proposition III.13 Let Q be an alphabet of size q and let
q =12 —r, where t = [\/q]. Let Ag be the truncated matrix.
Forr <t, AQ has at most two non-zero eigenvalues (without
accounting for multiplicity).

Proof: Assume that » < t, and let us show that in this
case tk((Ag)?) = 2. In this case the truncation procedure
described above does not give rise to any all-zero rows. The
following statements are checked by inspection. The matrix
Ag contains two types of rows, those with ¢ consecutive ones
(located in positions tj + [t] for j < ¢t — 1) and those with
t —r consecutive ones (located in the last ¢ —r positions). The
row j contains ¢ — r consecutive ones if j mod ¢t =t — 1 and
t consecutive ones otherwise. Because of this, there are also
two different types of columns. A column of the first type
contains ¢ ones of which every two are separated by ¢ — 1
zeros. A column of the second type contains £ — 1 ones of
which every two are separated by ¢ — 1 zeros. In columns of
the first type there is a single one that appears in the last ¢t —r
positions, and in columns of the second type the last ¢t — r
positions are all zeros. The columns of the second type are
located in the last r(¢ — 1) positions. The arrangement of the
rows and the columns is shown in Figure 1.
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Figure1: The structure of the matrix Ag. The left figure
details the arrangement of the rows: each block of size t — 1
(light gray) contains rows of the first type, and is followed
by a single row of the second type (dark gray). Overall there
are t — 1 rows of the second type. The last block is formed
of t — r rows of the first type. The right figure describes the
structure of the columns. There are (¢t — r)t + r columns of
the first type (light gray) followed by (¢ — 1)r columns of the
second type (dark gray).

The structure of the matrix implies that the product of any
row with a first-type column is 1, the product of a first-type
row with a second-type column is also 1, and the product of
a second-type row with a second-type column is 0. Moreover,
the matrix A2 contains rows of only two different kinds, those
of all ones and those with (¢ — )t ones followed by r(t — 1)
zeros. Hence rk(A?Q) = 2 and thus Aé has at most 2 non-zero
eigenvalues, which may or may not be different. Note that the
rank of Ag can be greater than two; however, an eigenvector
of Ag is also an eigenvector of A2 | therefore, the matrix Ag
has at most two eigenvectors with nonzero eigenvalues (an
eigenvalue A # 0 of Ag gives rise to an eigenvalue \? of
AZ). This proves the claim for 7 < t.

O

Next we deal with the case » = ¢.

Proposition II1.14 Let Q be a finite alphabet of size ¢ = t*—t
with t = [\/ﬂ The Perron eigenvalue of the truncated matrix
AQ isA=t—1.

Proof: Recall that when r = ¢, the matrix Ag is
obtained from DB([t]) by deleting rows (and columns)
{it+ (t —1) : i€ [t]}. The structure of DB([t]) suggests the
following deletion procedure. Every row of DB([¢]) contains
exactly ¢ ones, and we begin by eliminating all the rows
in which the t ones appear at the end, i.e., in positions
(t—1)t+[t]. There are exactly ¢ such rows with numbers in the
set {it+ (t —1) : i € [t]}. Next, delete every column that
intersects the last one in some row. Exactly ¢ columns are thus
eliminated. Every row of the truncated matrix Ag contains
exactly ¢ — 1 ones, and so the all-ones vector is a positive
eigenvector with eigenvalue ¢t — 1. For a nonnegative matrix, a
positive eigenvector corresponds to the largest eigenvalue, and
this finishes the proof. o

Remark II1.15 The construction of Agq in the case v = t
generates a (1,1)-recoverable system with effective alphabet

which is strictly smaller than q = t2 — t, namely it uses only
(t — 1)? letters out the q available letters in Q.

We can now state and prove a lower bound on the maximum
capacity of (1,1)-recoverable systems.
Theorem II1.16 Let Q be a finite alphabet of size ¢ = t> —r
with t = (\/(ﬂ and r < t. Then

Ce(L1) = “4)

log, <; (t—1+\/(t—1)2+4(t—r))>.

Proof: We prove the theorem by explicitly calculat-
ing the capacity of the system X presented by the graph
G = (V,E, L) with adjacency matrix Aq. First observe that
according to Corollary IIL.6, the system X is indeed a (1, 1)-
recoverable system.

For r = t, Proposition IIl.14 implies that A = ¢t — 1 and
cap(X) = log,(t—1). For r < t, Lemma IIL.12 states that Ag
is strongly connected, which implies that cap(X) = log, A,
where A is the maximal eigenvalue of Ag. Define a vector
v € R? as follows. For i € [¢] and some real number &, to be
chosen later, let

,_{é
v; =
1

Recall that Ag has two types of rows and refer to Figure 1
for an illustration. We obtain

(Aqu)i = {t_r

ifimodt=¢t—-1
otherwise '

ifimodt=¢t—1

t—1+¢& otherwise

Let us adjust £ € R so that v be an eigenvector of Ag. If A
is an eigenvalue, then Agv = Av implies the following two
relations

t—r=X
t—14+&= A,
which are satisfied by

—(t—1) £ /(t—1)2+4(t—7)
2 )
(t—1) £/t —1)2+4(t—r)
)\1,2 = B .

From Proposition II1.13, A o are the only non-zero eigenval-
ues. Hence, A1 is the maximum eigenvalue which finishes the
proof. a

Even though the de Bruijn graph construction yields (1, 1)-
recoverable systems for all values of ¢, we were able to
compute the resulting capacity only for ¢ that satisfy t2 — ¢ <
g < t? for all t > 2. A quick calculation from (4) yields that

1 1
Cy(1,1) 2 Iqu(t -2 37 m

(we used a standard inequality In(1+x) > z/(1+x) valid for
x > —1). Together with the recursion in Sec. III-A this yields
lower bounds on C,(1,1) for all values of ¢ > 4. At the same
time, the best bound is obtained if the recursion starts from
the largest whole square smaller than gq.

While the full comparison of the two bounds obtained in
this section is cumbersome, in Fig. 2 we show some results
for small values of q.
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Figure 2: The bounds obtained in Sec. III for small values of
q. The bound of Theorem III.16 is plotted for ¢ = 12,...,16
and the bound of Lemma III.2 is plotted for ¢ = 9,11, 13, 15.
To compute the bound of Lemma III.2 we started with ¢ =9
(with capacity 1/2) and used it to find the capacity bounds for
q=11,13,15.

IV. €e-RECOVERABLE SYSTEMS

A natural relaxation of the recoverability requirement is to
allow a small fraction of failures in the recovery of the window
of size k in the sequence. In the first part of the section we
formalize this concept using a measure-theoretic definition of
recoverable systems.

A. Definition and general properties

Consider the alphabet () together with the discrete o-algebra
and let Q% be the space of bi-infinite sequences endowed with
the product Borel o-algebra (under the product topology, Q”
is compact and metrizable). For a sequence = € Q% and a set
F' C 7Z we denote by xr the projection of = on the coordinates
in F, 7 € QF. For a word w € QF, denote by [w]r the
cylinder set

[wlr={z€Q” : zr=w}.

In particular, [z]F denotes the cylinder set [zp]r of all
sequences in Q% that coincide with = on F. For F = [n]
we will write [w] instead of [w],.

For a set X C Q% we denote by M(X) the set of all
probability measures on X. We will use the following subsets
of M(Q%):

(i) M,(Q%) denotes the set of all shift invariant measures;
(ii) MP™D(QF), all shift invariant (k,1)-recoverable mea-
sures (Def. IV.1);
(i) MEFD(QE),  all
(Def. IV.4).

For a finite set F' C Z, we denote by ur a measure on QF
defined as the F-marginal of p. If ' = {i} is a singleton, we
will write j; instead of fig;y.

The measure-theoretic counterpart of capacity is called
entropy and is defined next. Let 1 € M,(Q?) and let F C Z.
Recall that the Shannon entropy

H(F) =~ [ 1og, n(lel)duo)

(e, k,l)-recoverable  measures

As above, we will write H,(i) instead of H,({i}). The
entropy of the measure is defined as

hu) i= lim ~H,([n]) )

n—o0o N,

where the existence of the limit is a classic result in ergodic
theory, e.g., [26, Thm. 4.22].

Let A be a pu-measurable o-algebra. For a set F' C Z we
let

H(F14) =~ [og, ulal el Adua) — ©)
and define the conditional entropy with respect to A as
. 1
h(plA) = lim —H,([n]A).

For a set of coordinates F' C Z, we denote by o(F') the o-
algebra generated by the coordinates in F' (by all the cylinder
sets of the form [w]g).

Definition IV.1 Let p € M (Q%) be a shift invariant mea-
sure. For k,l € N, we say that p is a (k,l)-recoverable

measure if
H,([k]|lo(Ni([K]))) = 0.

The set of all shift invariant, (k,l)-recoverable measures over

Q% is denoted by Mgk’l)(QZ)'

For a measure pu € M&k’l), shift-invariance implies that
H,(j+ k] | o(j + Ni([k]))) = 0 for every j € Z, where
Ny([k]) is the [-neighborhood of the set [k]. Since X[ can take
only a finite number of values (at most ¢*), the recoverability
property is equivalent to the property that X|;; is measurable
with respect to o (N;([k])).

Let X7 C Q% be a constrained system. The capacity of X »
relates to the notion of entropy via the variational principle
[26, Thm. 8.6] which states that

sup
NEMS(XF)

cap(X ) = h(w).

To connect the definition of a recoverable system given
earlier in the introduction with Definition IV.1, we recall
the measure-theoretic approach to the capacity of constrained
systems [19, Sec.3.2.3].

Construction IV.2 (Markov measure) Let Xr be a con-
strained system presented by a graph G = (V,E,L) and
let Ag be its adjacency matrix. Suppose that G is strongly
connected. The Perron-Frobenius theorem implies that the
left and right eigenvectors with the largest eigenvalue of Ag
are positive (have strictly positive coordinates). Denote these
vectors by x and y and suppose w.l.o.g. that 7y = 1. Define
a matrix P by setting

(AG)(u,v)yv
AYu
Define a Markov measure p on X r using P as the transition
matrix and the vector p := (x,y,,v € V) as the starting
distribution. It suffices to define p on the cylinder sets [w].
For every myn € N, let F' = m + [n] C Z. For every path

v=(eo,-..,en_1) in G with w = L(v) simply put

H(Hwﬂ) = pUOPU(hUl T Pvn—lfUn (7

Py, = , u,veV.



where e; = (v;,v;i11). This completes the construction. O

The next theorem derives from results on the eigenvalues
of the matrix Ag, proved in [19, Thm. 3.9] for primitive
irreducible matrices and in [18], Exercise 4.5.14 without
the primitivity assumption. The maximality of h(u) is also
discussed in [18, p. 443].

Theorem IV.3 The measure i is supported on the set X r and
is the unique measure for which h(u) = cap(Xr) = log A.

This theorem together with the variational principle implies
that for every k,l € N, there exists a shift invariant (k,)-
recoverable measure j € Mgk’l)(QZ) with maximum entropy,

he (k1) == h(y).

max
nEM™D (QF)
In addition, any (k,!)-recoverable measure p that maximizes
the entropy is Markov with memory 2[ + k — 1. Therefore, we
will think of a system X as a discrete-time stochastic process
X=(..,X_1,X0,X1,...). With this in mind, for a finite
set F'={ng,...,ng} C Z, we have

Pr(Xno = Tngs--- 7X7lk = mnk) ®)

= p([#ng - 20, ]F)
= pp (Tng ---Tny)

and the Shannon entropy takes the form

H,( Xy, s Xny) = —/logq pr(z) dup(x).

For a set G = {mog,...,my} C Z we denote by
H,(Xngs-- s Xny | Ximgs---»Xm,) the conditional Shannon
entropy with respect to the o-algebra generated by the pre-
image of the random variables X, ,..., X,,,.

Suppose that the random variables {X;}, form the
Bernoulli scheme, i.e., X; are i.i.d with distribution P(X =
i) = p;, where p = (po,...,pg—1) is a probability vector. In
this case, instead of H,(Xo), we will write

Hy(p) = — ) pilog, p;
i€[q]
for the Shannon entropy. In the particular case that the vector
p has only two nonzero entries, say p and 1 — p, we simplify
the notation and write H,(p).
Let us define the e-recoverability property.

Definition IV.4 Let 1 € My (Q%) and let € > 0. We say that
w is an (¢, k, 1)-recoverable measure if for every o, 3 € Q',

Hy(Xiopm | X = o, Xiyprp = 6) <e. )

We say that  is e-recoverable if there exist some numbers
k,l such that p is (e, k,l)-recoverable. The set of all (¢, k,1)-
recoverable measures on Q% is denoted by /\/l?(f’k’l)(QZ).

The problem that we consider in this section is to charac-
terize (e, k,l)-recoverable measures with maximum entropy.
At this moment however, it is not clear that this problem is
well posed. Indeed, the support of an e-recoverable measure
is not necessarily a constrained system since such a measure
in principle can assign a positive probability to any word
(cylinder set) w € Q*. At the same time, a constrained system

is defined by a set of forbidden patterns F C @* which
therefore should have probability zero. For this reason, it is
not immediately clear if there exists an (e, k,[)-recoverable
measure £ that maximizes the entropy h(u) in the class of
such measures. In the following we show that such a measure
indeed exists and describe some of its properties.

We observe the following.

1) For every finite set F' C Z, the coordinate restriction map
mF given by p — pp is continuous. Indeed, for every
w € QF we have

[7r (1) (w) = 7 (p2) (w)]
= [ ([w]) = pa(fw])]
= (11 = p2) ([w])-

Thus, | (j21) () — 7 (112) ()| < |11 = pis v for ev-
ery cylinder set, which implies that |7 g (1) —7p (p2)]] <
1 — w2y

2) The Shannon entropy of a discrete distribution pp is a
continuous function H,(pr) — [0,1].

3) The conditioning operation yu(-) — p(- | A) is contin-
uous as a mapping of measures. Below we denote this
operation by Cony4, where A is an event.

From 2), for every «a, 5 € Ql, the inverse image of the closed
set [0, €] under the Shannon entropy gives a closed set of
(conditional) measures on k-tuples, i.e., the set

. —1 k
Ma,p = HXH[M|X[”:a,xl+k+m:5 ([0, ¢]) € M(Q")

is closed. Let A be the event
{SU € QM apy = o,z = 5}~

From 3) we obtain that for every o, € @', the set
Con;' (M, 5) € M(Q?**F) is also closed. This implies that
the finite intersection

M:= () Cony'(Myps) S M(Q*F)
a,BeR!

is also closed. Upon setting F' = [2] 4+ k], 1) implies that
7t (M) € M(Q?) is a closed set. Since M, (Q7) is closed
and compact, taking the intersection M (Q%) N7,' (M) we
obtain a closed (and hence compact) set. This is exactly the
set of all (e, k, l)-recoverable measures. The shift operator T
is continuous, which implies that the function p — h(u) is
affine [26, Thm. 8.1]. Finally, an affine function on a compact
set attains its supremum.

We conclude that the problem stated above after Definition
IV.4 is well posed. Therefore, we introduce the following
notation: let

max h(pw)

B (e k1) =
(k) peMERD (Q2)

The next lemma argues that this maximum is attainable
by a Markov measure, which also implies that the entropy
h; (e, k,1) is finite [26, Thm. 4.27].

Lemma IV.5 Let € > 0 and let p be an (e, k,l)-recoverable
measure with h(p) = (e, k,1). Then there exists a Markov
measure v with memory 2l+k—1 such that h(v) = h; (e, k, ).



Proof: We start by explaining the idea of the proof. To
shorten the notation, we limit ourselves to the case k =1 =1,
but the general proof follows the same arguments. The proof
follows the known construction of measure extensions [15],
[23]. The key point is that the (e, k,[)-recoverable property
is completely determined by the marginal distribution fi[a; -
We will construct a memory-2 Markov measure v with the
same distribution over Q3 as u, sometimes termed the 2nd
order Markov approximation of . Since vz = w3 we can
claim that v is an (e, 1, 1)-recoverable measure, and show that
v maximizes the entropy.

For every m € N, define a measure v,,, over Q™ as follows.
For 1 < m < 3 and for every w € Q™ define v,,([w]) =
p([w]). For m = 4 and every w = (wo, w1, wa, w3) € Q™
define

Vi ([w]) = p([wowrws]) p([wiwzws]|[wiws])

and for w = (wg,...,wnm-1) € Q™, m > 4 define v,
recursively in a similar fashion:

vi([w]) = vim—1 ([wpm-y])- (10)

p([wm—3wWn— oW —1 ]| [Wim—3wm—2]).

Since vy, is defined for every m € N, by the Kolmogorov
extension theorem there exists a (unique) measure v over Q%
with v, as its marginals. Specifically, vz = p3, which
implies that v is (e, 1, 1)-recoverable. Since p is shift invariant,
so is v, and by construction v is Markov with memory 2. To
finish the proof, we show that ¥ maximizes the entropy over
all shift invariant measures that coincide with 1 on Q3. First
notice that for m < 3 we have H,([m]) = H,([m]), where
H,([m]) = H,([x[m)]), for instance, is the Shannon entropy
of the cylinder set. For m > 3 we have

H,([m]) = Hy,, (Im])
=H,, ,([m—1])+ H.([3] | [2])
=H,,,_,([m—1])+ H,([3]) — H.([2])

where the first equality follows from (10) and shift-invariance
of u, and the second uses the chain rule for entropies
H,([3]) = Hu([2]) + H,([3] | [2]). Here the notation H ,([3] |
[2]) means H,,([3] | o([2])), i.e., conditioning on the c-algebra
generated by the coordinates 0, 1 in the sequence w (see (6)).
We obtain

H,([m]) = H,,, ., ([m = 1]) = Hu([3]) — Hu([2]). (1)

Now consider H,([m]) for some m € N. Using again the
chain rule, we obtain

Hy([m]) = Hy([m —1]) + H,({m — 1}|[m — 1))

and since H,({m — 1}|/m — 1)) < H,({m -
1} {m —3,m —2}) (conditioning on a sub-o-algebra
reduces entropy), we have

Hy([m]) <
Hy([m — 1)) + H,({m — 1}[{m — 3,m — 2}).

Since w is shift invariant, we obtain

Hy([m]) < Hyu([m = 1]) + H,({2}[2)). (12)

We also have

H,(8)) = Hu([2]) + Hu({2}]2])-
Subtracting this equality from (12), we obtain
Hy([m)) — Hy([m = 1]) < Hu([3]) — Hu([2])-

Taken together with (11), this inequality implies that v max-
imizes the entropy over all shift invariant measures whose
length-3 marginals agree with p. o

Next we show that hj (e, k,1) is obtained when the relax-
ation is exploited to its full extent. This fact is formally stated
in the next theorem, whose proof draws in part on the ideas
of [7]. We need to introduce additional elements of notation.
Let Z~ denote the set of all negative integers and let C (C™)
denote the o-algebra generated by Z (Z7), i.e., by cylinders
[w]F with F C Z or F C Z~, respectively. Since we consider
only shift invariant measures, we have h(p) = H,(0 | C7)
[14, Eq. (15.19)]. Using shift invariance and the chain rule,
we obtain that for every n € N,

W) =~ H (] | €°).

We remark that this general result applies to all shift invariant
measures, whereas we use it for Markov measures. We could
limit the conditioning in (13) to 2/ + k — 1 coordinates in the
past, but the arguments below do not depend on this.

13)

Theorem IV.6 Fix ¢ > 0 and let p be an (e, k,l)-recoverable
measure with h(j) = hy (e, k,1). Then there exist a, 3 € Q'
such that

H, ( Xy | Xpp =, Xigwqy = B8) =€

Proof: Assume toward a contradiction that for every
a,f € QY Hy( Xy | Xy = o, Xigpq = B) < e Let
o, 3 be words such that Zwer p2i+k) (QwB) > 0 and that
H,( Xy | Xy = a, Xipu4 = B) is maximal. We will
show that H,U,(Xl-‘r[k] | X[l] = q, Xl+k+[l] = ﬂ) — €.

Let p = (po, ..., pgc—1) be a probability distribution on Q*
with H,(p) = e. Using p and p, we will construct a measure
v that has higher entropy than p. Define v independently on
segments of length m in Z, where the value of m will be
specified later. To sample a sequence = € Q% from v, choose
x € Q% according to p and then, if Ty = Ty = 0
then replace z;yy) with a word chosen according to p.
Repeat this procedure independently for every j € Z: if
Tjm4fl] = O Tjmiirk+(t] = B, then replace @, 414 with
a word chosen according to p. The resulting measure v is
invariant under 7" but not necessarily shift invariant. To make
it shift invariant, consider v, = L > ielm) T?(v) where T(v)
is the push-forward of v, defined by T'(v)(-) = v (T~1(")).

Let us show that vs is an (e, k,)-recoverable mea-
sure. It suffices to show that for every wi,wy € Q,
H,, (Xl-l-[/f] ‘ X[l]Xl+k+[l] = w1w2) < €. Note that for
l+k<i<m-—2l—k we have

V(Xigigm | XipXivighap = wiwz) =
H(Xi+l+[k] | Xi+[l]Xi+l+k+[l] = wyws).



By definition, we have

T (V) (Xigig ) | Xip g Xitipnrp = wiws) =
v (Xipm | X Xisrsp = wiws) -

Since the conditional entropy is continuous and since for every
wi, Wy € Ql, H#(Xl+[k] | X[l]Xl+k+[l] = wlwg) < €, we can
choose m large enough such that H, (X k) | X Xiputpy =
wiws) < €. Generally, the value of m depends on wy, wo, but
there are finitely many possibilities to choose them, so it is
possible to choose a large enough, but finite, m such that v,
is an (e, k, l)-recoverable measure.
Since ;1 maximizes the entropy, we have that

h(vs) < h(p).

Next we define a partition A™ = AT*UAT of Q% according
to the values of z in the coordinates in [m]. Let r = m —
20 — k and note that [m] = UL, J;, where J; = [l], Jo =
{L+ [k}, Js = {l+k+ [}, Js = {2l + k + [r]}. The class

1" is formed of cylinder sets [z,,] such that z;, # o or
xy, # B. The class A3 is formed of cylinder sets [2(,]
such that x5, = a,zy, = 8 and x5, = w, where w € Q".

Formally,
AP = U

weQml, u g ugy#af

A= |J A(w), Ay (w) = | lavpul.

weQR™ veQFk

(14)

[u]

Thinking of the system as a sequence of random variables (8),
let us rewrite (13) as

M) = - Hu(Xpy | €.

Now consider a function f that takes x|, to its corresponding
part in A™. Namely, if x;, # o« or x5, # 3, then f takes
T[m) to itself. Otherwise, f takes x|, to the part defined by
T, %J,, T, .., f does not distinguish between m-words
for which x 7, = a, x5, = 8,2, = w.

Clearly, we have

Hu(f(X[m]) | C_vX[m,]) = Oa

5)

which together with the chain rule implies that

Hy (Xpmps f(Xm)) | C7) = Hu(Xpy | C7).
Therefore,
Hy, (X | €)= Hpu(Xim)s f (X)) | C7)

= H,(f(Xpm) | C7) + Hu( Xy | €, (X))

For two partitions Gy, G of a set, their refinement is defined
as G1 V Gy = {91 Nga: g1 € G1,92 € Go}. Consider the
partition V;ezT7™ (A™) and let A be the o-algebra generated
by it. Notice that A is a sub-o-algebra of C under which X1,
and f(X[y)) cannot be distinguished. Further, let A~ be the
sub-o-algebra of A obtained by the restriction of A to Z~.
Noticing that C™ is a refinement of .A4~, we obtain

H, (f( X)) | C)<HW(f(Xpmy) [ A7)
:Hl/(f(X[m]) | Ai)

(16)

where on the second line we use the fact that the distribution of
J(X[m) is the same under x and v. To justify (17), we notice
that A is the Borel o-algebra of the system after applying
f and it is generated by A™. Therefore, according to the
Kolmogorov-Sinai theorem [25], [26, Thm. 4.17], the entropy
of f(X[m) does not change if instead of A~ we condition on
C~. Intuitively, the last equality follows since .4 contains all
the information needed to describe f(X|,,)) explicitly.
Substituting (17) into (16), we obtain
H,LL(X[m] | Ci)
SH,(f(Xp) [ C7) + Hu(Xpm) | €75 f (X))
S Hy(f(Xpm) | €7) + Hu(Xpny | f(Xpm)))-
By the construction of v and the assumption about p we have
Hy (X | f( X)) < Hy (X | f( X))
(the past is independent of X;_ ;) conditional on f (X)),
which implies
H[L(X[HL] | Ci) <
H,(f(Xpm) | C7) + Ho( Xy | €7, f( X))
Using (15), we obtain that

h(p) <

L (H(F(Xp) | €7) 4 Ho (X | €7 (X)),

Since v is invariant with respect to 7" (i.e., invariant under
a subgroup of Z), monotonicity of the entropy implies that the
limit in the definition of h(v) exists (see (5)). Since v, is shift
invariant with respect to Z, we conclude that h(vs) = h(v).
Using the chain rule in (13), we obtain that

h(vs) =
1 _ 1 _

Therefore, on account of (14), all the inequalities in (17)-
(19) are equalities. Noticing that if X[ X; x4 # 0, then
H, (X[m) | f(X[m))) =0, we conclude from (18) that

H, (X | X = @ Xigwqp = B)

=H,( X4 | Xy = o, Xignqy = 6)

= €.

a7

(18)

19)

This contradicts the assumption on . a

Remark IV.7 An informal justification of the claim of Theo-
rem IV.6 is as follows. Let y be a measure on Q% such that
for every o, 3 € Q', the conditional entropy H, ( Xyl Xy =
a, Xjppep) = B) < e. Now consider a measure v that is a
mixture of . with an i.i.d. uniform distribution on Q%, viz.,
v=(1—r)u+rn where r € [0,1] and 1 is a measure on Q%
such that the entries are distributed i.i.d uniform. The value of
r can be chosen such that vig; ) is arbitrarily close to piz4 k)
in the total variation distance. By continuity of entropy we can
choose v > 0 such that

max H,(X Xp=a,X =f) <e
Jnax, (X 1wy Xy Lkt = B)



Since the entropy is strictly concave, h(v) > h(u), con-
tradicting the maximality of u. A similar approach is used
below to generate (€,1,1)-recoverable systems by increasing
the entropy of (1, 1)-recoverable systems.

The following proposition implies that measures with a
more relaxed recovery requirement have higher metric entropy.

Proposition IV.8 Ler k1 > 1 and €1 > €2 > 0, then
h;(el,k,l) > h;(ez,k‘,l).

Proof: Let p;,i = 1,2 be such that h(y;) = hj (e, k,1).
Clearly, h(u1) > h(u2) because ps is (e1, k,)-recoverable.
If this inequality holds with equality, then by Theorem IV.6
there are v, 5 € Q' such that

Hy, Xy | Xy = o, Xiqpyp = B) = e1 > e,

a contradiction. O
The actual recovery procedure of a k-tuple from its I-
neighborhood is rather straightforward and reduces to taking
the k-word that has the largest conditional probability with
respect to the measure w. This statement will be made more
formal once we prove Lemma IV.10 in the next section.

B. Constructing (e, k,l)-recoverable measures

To construct recoverable measures we will rely on (k,1)-
recoverable systems. It is intuitive that for small €, the capacity
h*(e, k, 1) should approach the capacity of recoverable systems
Cy(k,1). In this section we formalize this intuition, transform-
ing (k,l)-recoverable systems into e-recoverable measures.
This approach has its limitations in the sense that it works
only for small values of e.

We start with a well-known bound on the binary entropy
H2 (SE)

Lemma IV.9 For all x € [0,1]

Hy(z) 2 4a(1 — x).

Proof: Consider the function f(z) = 11?12(_:”2) It is

immediate that f/'(z) < 0 for z € [0,1/2], and so f(z) >
f(1/2) =4, or Ha(z) > 4x(1 — x). By symmetry around 1/2
we can claim this inequality also for 1/2 < 2 < 1. O
In the next lemma we state a simple property of recoverable
measures, namely that small conditional entropy implies that
the symbols can be recovered with high probability. In the
statement, [awf] refers to a cylinder set with a, 3 € Q' and
w € QF.
Lemma IV.10 Ler X be distributed according to a mea-
sure p € M(Q%) that is (e, k,l)-recoverable, and sup-
pose that 0 < € < %. Then for every a,3 € Q' with
> wegr M[aw'B]) > 0, there exists a unique w € QF such
that Pr(Xy = w | Xy =0, Xippyp =6) 21— 5.
Proof: We begin with the case Kk =1 =1 and ¢ = 2.
Since p is (e, 1, 1)-recoverable, we have that X; conditioned
on Xy = a, X5 = [ has a Bernoulli(p) distribution for some
pE [O, 1], such that HH(Xl | Xo=a, Xy = ﬁ) = HQ(p) <e
By Lemma IV.9 we have

€ 2 Ha(p) = 4p(1 —p).

which implies that

1++V1—¢ 1—+v1—c¢
p=—0—— or p < .
2 2
Since v/1 — € > 1 — € we have
>1- ¢ <<
>1- - or -,
p B) p\2

This implies that there is a symbol among {0, 1} with proba-
bility > 1 —€/2.

Now let ¢ > 2 and k,! € N and let us reduce this general
case to the binary case. Fix a, 8 € Q' and define the mapping
f: Q% — {0,1} as follows. Let w € Q* be such that

Pr(Xippy = w|Xy = @ Xigrip = 5)
> Pr(Xppp = o'| Xy = o, Xigpqy = B)
>0

(20)

for every w’ # w. Notice that such a word w exists since
Y weqr #(faw'B]) > 0. Let w’ € QF and define

Flf) = {0’

1,  otherwise.

if w =w

So f(Xi4[x)) can be regarded as a binary RV. Thus, conditional
on the event that Xy = o, Xyypipp = B, the RV f( X4 px))
is distributed according to Bernoulli(p) for some p € [0, 1].
Therefore,

H,(f(Xigppe) | Xpp = o, Xiqoypy = 6)
< Hu(Xipm | Xy = o, Xigpqy = 6)

which implies
Hy,(f(Xigm) | Xpp = o Xigpap = B) < e

From the binary case analysis we obtain that
p=1l-— ¢ or p < <

2 2
Recall that w is chosen according to (20). Since

1= )" Pr(Xpjp = w| Xy
weQk

=, Xppnpp = B) < d'p

This relation together with the assumption that € < % implies
that p > 1 — (¢/2). O

Remark IV.11 1) Lemma IV.10 implies that for every
a,B € Q!, there is a unique w, s € QF such that
p([awq,gf]) is close to 1. Observe that the small entropy
constraint translates into a bound on the error probability
of recovery. Define

pe(X) =

P(X i = we 5| X1 = a, X, =
Jax P(Xi gy = wa,s1 X[y = @ Xigisy = 5)

to be the maximum error probability, then the condition
of (e, k,1)-recoverability clearly implies that p. < €/2.
2) Define the set

F = U {awf : w# waps}t.
a,feQ!



The constrained system X r with the set of forbidden
words F is (k,l)-recoverable, and moreover, if y is a
measure for which h(u) = hj (e k,1) then cap(Xr) =
Cy(k, 1). Indeed, if not, then there is a constrained system
Y with cap(Y') > cap(Xr). For a sufficiently small e the
construction of F and continuity of entropy imply that
h(p) is arbitrarily close to cap(Xz). Since p is such
that h(yu) attains the value hy (e, k,1), and since Y gives
rise to a measure v with h(v) = cap(Y’), we obtain that
h(p) = cap(Y). This yields a contradiction, proving our
claim.

Remark IV.11.2 raises the question whether this relation
also applies in reverse direction, i.e., whether it is possible to
obtain an (e, k,l)-recoverable measure with maximum entropy
from a (k,!l)-recoverable system with maximum capacity. In
the remainder of this section we establish a partial result
toward the resolution of this question. Namely, given a (k,[)-
recoverable system and ¢ > 0, we construct an (e, k,[)-
recoverable measure and calculate its entropy, obtaining a
lower bound on A (e, k,1).

We begin with an informal description of the construc-
tion. The (¢, k,[)-recoverable measure will be constructed by
perturbing a Markov measure associated with a maximum-
capacity deterministic (k,[)-recoverable system. We start with
a graph that presents a (k,[)-recoverable system Xz with
maximum capacity C,(k, ). Since the recoverability property
is defined by words of length 2 + k, we use a presentation
G = (V,E, L) of X5 such that vertices in V correspond to
words of length 2] + k over (). This system is equivalently
described by a Markov measure defined in (7). Denoting it by
p, let PP and p” be the matrix of transition probabilities and
the stationary distribution of p, respectively.

To describe the perturbation, it will be convenient to switch
to a different Markov measure, which we proceed to define.
Let Y be the system obtained from X r by considering non-
overlapping subwords of length 2/+k (also called the (2/+k)th
higher power of X r [18]). We can view Y as a system over the
alphabet Q?'**. Define a Markov measure poon Y C (Q?+F)2
obtained from p as follows. The state set of yu is the same as
the states of p. The matrix of transition probabilities of p is
obtained as P* = (Pr)?** and the stationary distribution
is unchanged, i.e., p* = p”. In other words, p is obtained
from the (2 + k) power of the graph G (the graph G2'**
on V whose edges correspond to paths of length 2/ + k in
G). Consider a system Z C (Q%*+F)Z obtained by passing YV’
through a conditional distribution, given by a stochastic matrix
of order 2/ + k with entries

W (wopaws|wowiwe) =

1(a € Q"\{w1}) +01(a = w),

g" -1

where § > 0 and § := 1— 4. This matrix can be also viewed as
a memoryless communication channel on Q% **. As a result
of this operation, we obtain a new system, which we denote
by Z. This system is presented by a graph D whose set
of vertices is V' together with the new vertices of the form
(wpaws), a € Q*\{w, }. The distribution on the sequences of
the system Z is obtained as v([w]) = E,(W([z]|-)), where

w € Q*** which can be extended to the cylinder sets of
(Q?+*)Z by independence. The construction of v is explained
in detail below.

We finally use v to construct an (e, k,[)-recoverable mea-
sure 7 over Q% similarly to the procedure that appears in the
proof of Lemma IV.5.

w(-|-
Y, w % Z, v
204k Separating
Higher symbols
Power
Xf) p e > S, n

Figure 3: The procedure of constructing 7 € M (Q%). From
Xr (with the Markov measure p) we construct ¥ with a
measure € M((Q*+F)2) using the (20 + k)th higher
power of X r. We then obtain Z, distributed according to v, by
passing the states of Y through a memoryless channel. In the
last step we obtain the system S over the alphabet @), together
with the measure 7 € M(QF).

We proceed to implement this plan. The following sequence
of steps transforms a graph that represents a (k, [)-recoverable
system to a graph that supports e-recoverability.

Construction IV.12 /) Let Xx be a (k,l)-recoverable sys-
tem with cap(Xr) = Cy(k, 1), presented by a graph G'.
The vertices of G' correspond to (21 + k — 1)-tuples of
symbols in Q.
2) Consider the set

Fl={we QM+l Iy e F st u< w}

and take G = (V,E,L) to be the graph that presents
Xz, so that its vertices correspond to words of length
2l + k over Q. Note that Xz = Xz, so the graph G
gives another presentation of the system X r.

3) Consider the graph G2k =
(V(G?HR) BE(G?FR), L(G?'*F)) with the same set of
vertices as G. Two vertices in G*** are connected by
an edge if and only if there is a path of length 2l + k
connecting them in G (including self-loops). The label
of an edge (vi,v2) € E(G**F) is given by the label of
the vertex vs.

4) Construct a graph D = (V(D), E(D), L(D)). Given a
vertex u = (uguiuz), up,us € Q', u; € QF we write
Uq = (ugaus), where a € Q* is some k-tuple. The set of
vertices V(D) is formed of V(G* %) and all the vertices
of the form u, = (ugauz),a € Q*\{u1} where u =
(upurug) € V(G?**+*). The set E(D) contains all the
edges of the form (u,,vy), where (u,v) € E(G*TF).

O

The details of the construction are illustrated in Example A.1
in the Appendix, and the sequence of steps of the construction
is shown schematically in Figure 3. To add details to Step 4,
note that if a vertex u € V(G?*F) corresponds to a triple
u = (upuiuz), ug,uz € Q' uy € QF, then no other
vertex in V(G2+F) is of the form (ugauz), where a # u;.



In constructing V(D) we add all the vertices of this form
to V(G?*F), denoting the set of vertices that arise from
; see Fig. 4.

u € V(GHFF) by (u)*

Figure 4: Construction of the graph D

The graph G?** presents a constrained system over Q2/+*
which we denote by Y. It is evident that Y can be obtained
from X r by reading non-overlapping subwords of length 214k
in the words x € Xr, and X can be obtained from Y by
inverting this operation. It is a known fact that cap(Y) =
cap(Xx) (see [19, Prop. 3.13] or [18, Exercise 4.1.5], where
this equality uses a different logarithm base and has a slightly
different form). Accordingly, the system Z, presented by the
graph D, is also over the alphabet %%, and it will be used
to construct an (e, k, [)-recoverable system .S over Q.

Let us define transition probabilities for the graph D.
Theorem IV.3 implies that there exists a shift invariant Markov
measure u supported on Y and such that ~A(p) = cap(Y'). De-
note by P* the matrix of transition probabilities on V (G2+F)
derived from p. By shift-invariance, the marginal distribution
of 1 on any one coordinate equals the stationary distribution
of P*. Denote this stationary distribution by p*.

Let ¢ > 0 and let § € [0, (¢ — 1)/g] be such that

Hy(0) + dlog,(¢" — 1) = @21
Given a pair of vertices (u,v) € V(D )2 let
SPH if (u,v) € BE(G?+F)
g Pl if u, 0 € V(G0 € ()
Py =S 0P, if w € (a)*;u,v € V(G+r) (22
Lo Pl if u,v € V(GHTR);
u € (w)*,ve ()"

(recall that = 1—6). Referring to the example in the appendix
(Fig. 5b), the solid edges correspond to line 1, the dashed
edges to line 2, and the dotted edges to lines 3,4 in (22),
respectively.

By construction, P is a stochastic matrix. Indeed, viewing
the system Z presented by the graph D as the output of a
memoryless channel we conclude that P is a stochastic matrix.
Moreover, since P is irreducible, the stationary distribution
exists and is unique. Together with the fact that for vertices
u # v in V(G?*F), the sets (v)* N (u)* are disjoint, this
implies the following result.

Lemma IV.13 Define a vector p* of dimension q|V (G*+%)]|

by
oph
Py =
“ { e

where v € V(G?*F) is the unique vertex such that u € (v)*.
Then p" is a probability vector and p¥ = p* P.

if = V(G2l+k)

23
otherwise, 23)

The stationary distribution p* together with P gives rise to a
shift invariant measure v on a set Z C (Q* %)% of bi-infinite
sequences over Q%% For symbols w; € Q*** i € [n],
the probability of the cylinder set Jwg . ..w,_1] is given by
pz’o Ruowl e

Our next goal is to construct an (e, k, [)-recoverable measure
n from v. Let 7 = (...,Z_1,Z0,%Z1,...) be a system
distributed according to v. As the first step, let us transform
sequences of (2] + k)-tuples 2z € (Q***)Z into sequences
s € Q7. Next, we construct a Markov approximation measure
n to the measure v using the procedure similar to the one
used in the proof of Lemma IV.5, and such that h(n) > h(v).
Recall that v is a 1-step Markov measure that corresponds to
a system over the alphabet Q***. For small ¢, there is an
equality h(n) = h(v) which is shown in Theorem IV.17.

Lemma IV.14 The measure 1 € M(Q?) obtained from v is
shift invariant.

Py, swn_y-

Proof: The fact that n is shift invariant follows from the
shift invariance of p, and hence of u. As explained in (10),
n is obtained from the stationary distribution v on Q%*tF
by extending v to finite sequences. Since 7 is a 2] + k
order Markov approximation of v, we may take the state
space of 7 to be (2! + k)-tuples. Since 7 has the same
(20 + k)-tuples distribution as v, both 1 and v have the
same stationary distribution. Any Markov process with initial
stationary distribution is stationary, i.e., shift invariant. O

Let us show that 7 is an (e, k, [)-recoverable measure. We
will in fact show more, namely that the entropy condition is
satisfied with equality.

Proposition IV.15 Let 1 be a measure on Q% obtained from
v and denote by S = (...,5_1,50,51,...) the system that
is distributed according to 1. For every o, 8 € Q!, we have

Hn(SlJr[k] | 5[1] = (%SlJrkHl] =pB)=e

Proof: By for every s =
(s0..-S214k-1) € we have v([s]]) = n([s]). Note
that since v is constructed from the shift invariant measure g,
if s € Q%% with n([s]) > 0, then v([s]) > 0. Let o, B € Q'
and define a probability vector p = (p,) by setting

o vllacs)
¢ Zber V([[abﬂ]]),

Let us show that H(p) e. Let ¢ € QF such that
ac € V(GHFF), then Y-, o v([abB]) = p([ach]) b
Lemma IV.13. We obtain that p. = §, and for a # ¢,
Do = ﬁ. From (21) we conclude that H,(p) = €, which
was to be shown. a

the definition of 7,
Q21+k

aeQr.

Our next goal is to calculate the entropy h(v), where we
recall that v is constructed using a (k, [)-recoverable measure



wover (Q?**1)Z In the proof we use a standard expression for
the entropy of a Markov chain Z with transition probabilities
P and stationary distribution p”:

7szzpuvlogpuv

ueV veV
(see [26, Thm. 4.27]).
Proposition IV.16 We have
1
h(n) = h(v) =h —e.
(1) > h(v) = h(p) + 5

Proof: The inequality follows since 7 is the (2] 4 k)th
Markov approximation of v, so we only need to compute h(v).
Let (Z,v) be the system obtained by Construction IV.12. We
compute logarithms to the base ¢>'** and omit the base below
in the proof. Using (23) and (22) and recalling that V(D) C
V(G?*F), we split the sum on u, v into four parts as follows:

7h(]/): Z PZ Z Puvlogpuv

weV(D) veV(D)
> )
veEV (G2ltE)

uwEV (GRLIHE)

D DR
v@V (G2ltk)

uEV (G2L+E)

SD DR
VEV (G2Itk)

ugV (G2i+k)

DI
U¢V(G21+k) ng(GZlﬁ»k)

Py log Py
Py log Py
Py log Py
Py log Pyy.

Evaluating the first sum, we obtain

> m )

WEV(GRHR) eV (G2L+R)

wEV(GRHE) eV (GEHE)
DD DD
wEV(GRFE)  peV(G2lHk)
—Rh R Y
uEV (G2I+k)
= —6%h(u) + 6% log 6.

Puv IOg(Puv)

oph SP log(6PL,)

Py, log(0Py,)

Z P* log §

vEV (GRL+K)

Similarly, the second sum evaluates to

PN

weV(GRHR)  pgV(GRLHk)

> ol ¥

uEV (G2LtF) vEV (G2ITk)

pe log( 0
gk -1

Puv 1Og(]juv)

(¢* —1)s

)

1)
= > wh > 5P%10g<q,€ T uu>

WEV (G2IHPR) eV (G2ltk)

- - )
= — 1 _
d6h(p) + 60 log ey

where the first equality follows from (22) and the fact that
there are ¢* — 1 additional vertices in V(D) for every vertex
in V(G2HF).

The third and fourth sum are easily found to be

o Y. Puylog(Pu)
ugV(G2HkR)  weV(G2tk)
= —06h(p) + 80 log d,
and
S i ) PulogPu
ugV(G2HR)  wgV(G2HE)
_ o s2 2
=—6"h(u) +49 loquil.

Collecting the terms and using § = 1 — §, we obtain
h(v) = (6% 4206 + 6%) h(p) — (6 + 60) log &
— (6% +66)logd + (6 + 6)dlog (¢" — 1)
= (6 +0)*h(p) —dlogd — dlogé
+dlog (¢ — 1)
= h(p) + Hgzrx(6) + 0 log (q’C -1).
Using (21) we obtain

1 k
h(v) = h(p) + m (Hq(0) + dlog, (¢" 1))
= h(p) + 721 s
which finishes the proof. o

The next theorem forms one of the main results of this
section and is an immediate consequence of Theorem IV.16 .

Theorem IV.17 Let Q be a finite alphabet and let € > 0.
Then 1

A+ kT

he(e, k,1) > Cylk, 1) + (24)

V. CONCLUDING REMARKS
A. Relation to storage codes

In this section we discuss the connection between recov-
erable systems and storage coding. As noted above, storage
codes in graphs were defined in several independent papers
[20], [22], [24]. We will use the definition of [20], which is
phrased in terms close to our work. Let G = (V| E) be a
finite graph and assume that V' = {vg,v1,...,v,—-1}. The
neighborhood of a vertex v € V is an ordered collection
of vertices N(v) C V such that (v,u) € F if and only
if uw € N(v). A storage code Cg with recovery graph
G = (V,E) and V = [n] is a subset of Q™ together with
n deterministic recovery functions f, : QV(*) — @ such that
¢y = fulcu,u € N(v)) for every ¢ = (co,...,¢n-1) € Cq
and every vertex v € V. In words, a storage code is a set
of vectors of length n such that the symbol in location ¢ can
be recovered from the symbols in locations specified by the
neighbors of 7 in G.

The main problem studied in the literature is the ca-
pacity, or largest cardinality of a storage code for a given
graph. Formally, the capacity of a storage code is defined as
M/(G) = %logq




as M(G) = sup,>, My(G). The definitions in earlier works
usually do not include the normalization 1/n, which we have
added to better relate it to the notation adopted in this paper.
The capacity is known for odd cycles C,, (and equals 1/2) [5],
[21], and there are multiple bounds in the literature for other
types of graphs [4], [5], [8], [21].

Before we describe the relation between storage codes and
recoverable systems, let us make the following observation.
Assume that Xz is a (k,l)-recoverable system. A sequence
x € Xr is said to have period r for some r € N if z; = z;4,.
Let P,,(Xr) denote the set of words in X with period n.
It is known that the growth rate of the number of periodic
sequences approaches the capacity of the system, namely:

lim sup E log, | Pn(XF)| = cap(XF).
n—oo T
[18, Thm. 4.3.6]. This implies a construction of storage codes
for a family of graphs, which we illustrate for the cycle C),.

Suppose that X is a (1,1)-recoverable system, and note
that a periodic sequence corresponds to the labels of a cycle
in the graph G that presents it. The collection of n-words
obtained from the cycles forms a storage code for C,,. We
state this fact in the next obvious proposition.

Proposition V.1 Ler X be a (1, 1)-recoverable system. Then
P.(XF) is a storage code for C,,.

The set P, (Xx) is shift invariant, i.e., if a word w =
(wo,...,wp—1) € Pp(XF) then also the cyclic shift
(w1,...,wp—1,wy) € Pp(Xr). This means that there is a
single recovery function f such that every symbol w; can be
obtained by applying f with the arguments w;_1, w;4+1 (With
indices mod n).

For the case ¢ = 2 it is possible to obtain an explicit formula
for the size | P, (X 7).

Proposition V.2 Ler Xz be a binary (1,1)-recoverable sys-
tem with maximum capacity constructed in Proposition II.3.
Then

| Pr(XF)[ = AT + A5 + A3

where A1, A2, A3 are the roots of x> — x — 1.

Proof: Let A be the adjacency matrix of the graph G
given in Figure 6, i.e.,

0 1 1

A=10 0 1

1 0 0
The number of length-n cycles in G equals the trace of A",
| Pn(Xx7)| = Tr(A™). For convenience we denote a, =
(An)l}]_, bn = (An)g,g, Cp = (An>3’3, thus |’Pn(X]:)‘ =
an + b, + c¢,. Clearly, we have the following recursion:
ap = Qp_2 + a,_3 with initial values ag = 1,a; = 0,a9 = 1.
Further, from the form of the matrix A it is readily seen that
b, = (A""1)5.1, and we obtain a recursion b, = b,,_2+b,,_3
with initial values by = 1,b; = 0,bp = 0. Similarly,
Cp = Cp_9 + ¢,_3 with initial values ¢o = 1,¢1 =0,c0 = 1.
Altogether, the sum a,, + b,, + ¢,, satisfies a recursion z,, =
Zn_9o + zp_3 with initial conditions zg = 3,21 = 0,29 = 2.
The sequence (z,), is known as the Perrin sequence [1] in

which the nth number is given by z, = A} + A} + A} where
A1, A2, Az are the roots of 3 — 2 — 1 (sequence A001608 in
OEIS; see http://oeis.org/A001608) . O

Notice that A\ = cap(Xx) ~ 0.4057 and |\2,|As5] < 1,
hence for large n we obtain | P, (X )| ~ 0.4507™.

Let us stress again the differences between this result and
the results in earlier works such as [5], [8], [21]: we analyze
the size of the storage code for C,, for a given alphabet g,
and we require the same recovery function for each vertex v,
while the earlier works consider the supremum sup,, and allow
different functions f,,.

The property of C), that makes this construction possible is
cyclic automorphism of the graph C),. A more general family
of graphs with a cyclic automorphism is circulant graphs, i.e.,
cycles with chords. A circulant graph is a graph G = (V, E)
with V' = (vg, ..., v,—1) such that the graph T'G obtained by
relabeling the vertices v; — v;41 (modulo n) is isomorphic to
G. The bound in Proposition V.2 extends to this case without
difficulty. Namely, if Xz is a (k,[)-recoverable system, where
l is large enough to account for all the neighbors of the vertex,
then P, (X ) provides a storage code for G.

B. Open problems

The concept of recoverable systems gives rise to a group of
open questions. First, the family of circulant graphs is a sub-
family of a larger class, namely, transitive graphs (when the
automorphism group acts transitively on the set of vertices).
Constructing recoverable systems that yield a bound on the
capacity of storage codes for such graphs is an interesting open
problem. Next, it is of interest to extend the construction of
deterministic recoverable systems to the case k,[ > 1, yielding
bounds on the capacity for the more general case than the
(1, 1)-recoverability considered above.

Several open questions arise for (e, k,[)-recoverable sys-
tems. Under our definition, the residual entropy of the group
of symbols is constrained by e for every realization of the
neighborhood; see (9). It is of interest to analyze the capacity
of recoverable systems when this requirement holds only
on average, i.e., when the entropy of the symbol group
is conditioned on the random variables X[, X;, s [ that
form their neighborhood. Another open question is providing
characterization of the entropy maximizing measures without
restricting the values of e.
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APPENDIX

Example A.1 (Refer to the discussion after Construction
IV.12.) We start with the binary (1,1)-recoverable system
given in Proposition I1.3. Let ) be the binary alphabet, let
k=1=1 and let ¢ = 0.286 which yields § = 0.05,5 = 0.95.



(®)

Figure5: An example for Steps 3 and 4 of Construction IV.12 for ¢ = 2 and k = [ = 1. Figure (a) shows the graph G3
obtained in Step 3 of Construction IV.12. Figure (b) shows the graph D. The solid edges correspond to the edges in G2, the

dashed and dotted edges are added in Step 4 of Construction IV.12.

of the dotted edges are in V(D) \ V(G?).

The tails of the dashed edges are in V(G?) and the tails

The following example shows the construction of the graph The matrix P is given in (25) at the top of the page, where the
D for the binary (1,1)-recoverable system with maximum vertices are again ordered by the increase of their numerical
capacity given in Prop I1.3. The graph that presents this system value. The stationary distribution p* is given in (26) at the top
is shown in Fig. 6. of the page. For instance, we have

(1]
Figure 6: The graph G’ presenting a binary (1, 1)-recoverable 21
system with maximum capacity
[3]
Applying Steps 1,2 of Construction IV.12, we obtain the
graph G® shown in Figure 5a. Now following Construc-
tion IV.2, we obtain p = (0.177,0.411,0.177,0.235) and [4]

043 057 0 0 (5]
0 043 0245 0.325

0 0 043 057"

043 057 0 0

P =
(61

where we have ordered the vertices of G2 by the increase of 7]

their numerical value. The graph D is presented in Figure 5b.

and

_ v([001]) s
Po = 001]) + v([011]) 0
. v([001]) _s

~ u([001]) + »([011])
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