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A B S T R A C T   

This paper proposes a deep learning-based multi-label classification approach to detect coordinated and 
simultaneously launched data falsification attacks on a large number of distributed generators (DGs). The pro-
posed approach can detect coordinated additive, deductive, and combination of additive and deductive (at-
tackers use the combination of additive and deductive attacks to camouflage their attacks) types of power output 
manipulation and falsification attacks on DGs. In training the proposed classifier, readings from DG meters and 
data from supervisory control and data acquisition (SCADA) systems along with meteorological data are used as 
input and class labels (additive, deductive, and combination) are used as output. The output class labels are 
developed based on the comparison between normal and compromised outputs of DGs. Two parallel data 
falsification classifiers with separate class labels are developed to increase the detection accuracy. The proposed 
approach is demonstrated on several systems including a 240-node real distribution system (based in the USA) 
and the IEEE 123-node distribution test system. The results show that the proposed approach can detect low 
margin coordinated attacks (as low as 5% of actual DG readings) with up to 99.9% accuracy. The performance of 
the proposed work is compared with multi-layer perceptron (MLP), convolutional neural network (CNN), and 
residual neural network. All of the developed source codes (including unbalanced quasi-static power flow in 
OpenDSS-MATLAB environment and deep learning in Python) of the proposed solution are publicly available at 
GitHub.   

1. Introduction 

Although the integration of advanced communication and automa-
tion technologies with distributed generators (DGs) can improve the 
operation and control of power grids, DGs could be exposed to multiple 
attack vectors through unsecured and unencrypted communications. 
The IEEE 1547–2018 standard mandates that all DGs must have 
communication capabilities to provide grid support functions during 
both normal conditions and contingencies [1], which can make them 
accessible by a number of different entities (e.g., manufacturers, utili-
ties, aggregators, and consumers) and thus susceptible to a diverse of 
cyber-attacks. Therefore, sophisticated tools will be required to harden 
DGs against cyber-attacks through developing and employing real-time 
detection and classification algorithms. While there can be different 
types of cyber-attacks on DGs, this paper mainly focuses on coordinated 

data falsification attacks that can be initiated by manipulating DG’s 
measurements and transmission infrastructure (e.g., advance metering 
infrastructure or AMI). 

Several methods have been proposed in the literature to address the 
challenge of smart meter manipulations (e.g., electricity theft to reduce 
energy bills). In [2], electricity theft detection based on relative entropy 
has been proposed for smart grids with AMI. In [3], a combination of 
decision tree (DT) and support vector machine (SVM) is proposed to 
detect electricity thefts in smart grids. In [4], the typical coordinated 
attack scenarios have been proposed and analyzed based on bilevel 
optimization. In [5], an ensemble machine learning models have been 
proposed for the detection of electricity theft in power grids. A con-
volutional neural network (CNN) has been proposed in [6] for the 
detection of energy theft in smart grids. 

In [7], wide and deep CNNs have been used for detecting electricity 
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thefts in smart grids. The method proposed in [7] has been implemented 
in two steps: in the first step, raw data are passed through a pre- 
processing unit to restore outliers and erroneous values; and in the 
second step, pre-processed data are fed to a wide and deep CNN 
framework for detecting electricity thefts. Two data mining techniques, 
which are maximum information coefficient (MIC) and clustering, have 
been used in [8] for detecting electricity thefts in smart grids. A deep 
recurrent neural network (RNN) based technique has been proposed in 
[9] to detect electricity thefts in which hyper-parameters are evolu-
tionarily tuned. A statistical consensus-based two-tier approach has 
been proposed in [10] to detect orchestrated data falsification attacks on 
smart metering infrastructure for additive, deductive, and camouflage 
attacks. The first-tier determines whether the ratio between the har-
monic to arithmetic mean of aggregated daily power consumption data 
is within a pre-determined safe margin; and the second-tier uses the sum 
of residuals between the ratios and the safe margin over multiple days to 
confirm attacks. 

Developing methods to detect data falsification attacks on DGs have 
been gaining significant momentum in recent years. Spatial and tem-
poral correlations between multiple solar farms have been utilized in 
[11] to detect data falsification attacks. Several methods have been 
investigated in [11] including the vector autoregressive model (VAR), 
deep neural network (DNN), long short-term memory neural (LSTM) 
networks, inverse principle component analysis (iPCA) technique, and 
deep auto-encoders (DAE). In [12], a least square approach and moving 
time window have been proposed to identify electricity theft in 
distributed photovoltaic (PV) systems. Detection of data attacks on in-
dividual DGs has been proposed in [13] using auto-regressive integrated 
moving average (ARIMA) models, Kullback–Leibler divergence (KLD), 
and PCA. Sandia National Laboratory in association with the U.S. 
Department of Energy (DOE)’s solar energy technologies office (SETO) 
has addressed the cybersecurity challenges at solar inverter levels in 
[14,15]. In [16], a deep learning-based approach has been proposed to 
detect data falsification attacks on PV systems. Historical DG meter 
readings, supervisory control and data acquisition (SCADA) measure-
ments, and the solar irradiance data have been utilized in [16] to detect 
data falsification attacks on a single renewable DG. 

Although energy consumption reading meters and DG meters have 
similar architectures for data transmission, loads and DGs are different 
in terms of their cyber-attack vectors. Most of existing data falsification 
detection methods, for both DG domain and energy consumption 
domain, generally take time (days) to detect data falsification attacks. 
Also, most of existing methods and algorithms tackle additive only or 
deductive only attacks on a single DG or a smart meter. Detecting a 
combination of additive and deductive attacks that are simultaneously 
launched on multiple DGs or smart meters in a coordinated manner is a 
challenging task [10]. Furthermore, most of existing methods are valid 
only for data manipulation attacks that are above 20% of the actual 
energy consumption/generation, which limits their detection reliability 
especially for combined additive and deductive attacks. Moreover, the 
majority of these methods have not utilized the prominent environ-
mental parameters, which can boost the performance of data falsifica-
tion detection methods. Therefore, it is critical to develop 
computationally efficient approaches that can detect and mitigate co-
ordinated data falsification attacks on DGs in real-time with high ac-
curacy for a wide range of attack intensities (i.e., to detect attacks with 
small changes in the system’s overall output power). This speaks to a 
recent (February 2020) Funding Opportunity Announcement by the U.S. 
Department of Energy (DOE), Solar Energy Technologies Office (SETO), 
in which one of the most immediate and pressing concerns revolved 
around developing solutions to detect coordinated cybersecurity attacks 
on PV systems and other DGs [17]. 

This paper proposes a deep learning based multi-label classification 
approach to detect coordinated data falsification attacks in the DG 
domain, specifically, on PV and wind turbines. In the proposed 
approach, additive, deductive, and the combination of both attacks are 

tackled. The coordinated attacks are initiated on a large number of DGs 
simultaneously in such a way that it is difficult to detect using simple 
mean and proximity-based approaches. Several environmental param-
eters (e.g., ambient temperature and solar irradiance in case of PVs and 
wind speed in case of wind turbines) along with the readings from DG 
meters and SCADA measurements are taken into consideration and 
utilized to detect the attack in real time. Deep learning methods 
including multi-layer perceptron (MLP), convolutional neural network 
(CNN), and convolutional layer-based architecture of Residual neural 
network (ResNet) are investigated to test their performance to detect 
coordinated data attacks. Classical machine learning models including 
k-nearest neighbor, decision tree, and logistic regression are also 
investigated to test their performance to detect coordinated data falsi-
fication attacks. The experimental validation is performed on a 240- 
node real distribution system and the standard IEEE 123-node distri-
bution test system. The results show that the proposed model can detect 
coordinated low margin (as low as 5% of actual DG readings) attacks 
with as high as 99.9% accuracy. Although the work presented in this 
paper is applied to attacks on PV and wind turbine generators, the 
proposed work can be adapted to detect coordinated data falsification 
attacks on other types of DGs. 

The contribution of this paper can be summarized as follows.  

1. Describing different types of attackers and their intention to attack 
distributed generation domains.  

2. Developing and describing types of attacks that are possible in 
distributed generation domain.  

3. Proposing a multi-label classification-based approach to detect and 
distinguish coordinated data falsification attacks in DG domain, 
specifically PVs and wind turbines. Accurately determining the na-
ture of attacks (additive or deductive) in a DG is important since it 
provides power system operators with clear information to take 
further remedial actions.  

4. Validating the proposed approach through several case studies on 
the United States-based 240-node real distribution system and the 
IEEE 123-node standard distribution test system. 

The rest of the paper is organized as follows. Section 2 describes DG 
threat model. Section 3 provides a coordinated attack detection mech-
anism, the architecture of deep learning models, and evaluation metrics. 
Section 4 presents data generation preliminaries for this study. Section 5 
examines the proposed approach through simulation studies. Section 6 
provides concluding remarks. 

2. Cyber-attaks on DGs 

Threat modeling refers to the process of identification and classifi-
cation of the prospective attacks or threats in order to make the system 
highly defensive. The threat modeling results in the development of 
attack vectors. While developing attack vectors, we need to think from a 
attackers’ point of view. That’s why the development of appropriate 
attack vectors is viewed as a very challenging task. In relation to DGs, 
various attackers with their profiles, motivations, and probable attack 
vectors are described in the following sections. 

2.1. Types of attackers 

Motivated by the work presented in [18–20] for electricity theft and 
cyber-attack in energy consumption domain, the type of attackers in DG 
domain can be categorized based on the level of expertise and motiva-
tions as follows—articles [21,17] have also described some of the unique 
cybersecurity challenges and attack scenario on DGs. 

2.1.1. Low-tier individual attackers 
These attackers have very little knowledge about computing and 

networking capabilities of AMI. They generally use vulnerable 
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authentication points using software tools such as Terminator [13] to 
launch attacks. Individual greedy DG owners who wish to increase their 
revenue fall under this category. These attackers initiate an additive 
attack to increase monetary burden to electric utilities. Also, some of 
individual attackers may initiate an attack for fun and learning. 

2.1.2. Mid-tier coordinated attackers 
These attackers may have coordinated multi-member network for 

business or learning purposes. These attackers usually have some 
knowledge of computing, communication, and networking capabilities 
of AMI. Using their expertise, they can discover new types of threats and 
can create and launch hardware and software tools to compromise DGs 
connected AMI infrastructures. This type of attackers may crack certain 
design aspects of AMI and utilize it for some monetary or non-monetary 
benefits. As an example of non-monetary benefit, utility company ‘A’ 
may initiate a coordinated attack on DG owners of company ‘B’ resulting 
in the deterioration of the reputation and credibility of company ‘B’, 
which may impel the customers of company ‘B’ to switch utility com-
pany. Criminal organizations (with its diverse multi-member commit-
ment) who is trying to learn how to launch cyber-attacks also fall under 
this category. 

2.1.3. Sophisticated coordinated attackers 
These attackers have a highly coordinated and organized team with 

diverse expertise. They may be driven by various political motives. They 
have no motivation to attack a single DG unit, but rather they use 
cracked meters to initiate an integrated attack on whole power network, 
nuclear stations, etc. This type of attackers may belong to competing 
nation-states and terrorist organizations. 

The main focus of this work is to detect coordinated data falsification 
attack launched by mid-tier adversaries for business purpose. These 
attackers try to attack a large number of DG owners without being easily 
detected from simple proximity and statistical consensus-based detec-
tion methods. 

2.2. Data falsification attack functions 

There can be several ways of developing coordinated data falsifica-
tion attack functions. Basically, attack functions have been categorized 
into (a) additive attack, (b) deductive attack, and (c) combination of 
both additive and deductive attacks (camouflage), in energy consump-
tion domain [22,10,23,24]. We have adopted similar attack functions 
with some adjustments for coordinated data attacks in DG domain. 
These attack functions are described as follows. 

Let i ∈ {1, 2, 3, …., N} be a meter, where N is the total number of 
meters. Let Pi

DG,t be power reported by a DG meter i to a utility at any 
instant t. For the unbiased DG meter, the actual power produced, 
Pi

DG,t(act), must be equal to the reported power to the utility (i.e., 
Pi

DG,t(act) = Pi
DG,t), while compromised DG meter could report any of the 

following falsified power generation data. 

2.2.1. Additive attack 
In this case, an attacker reports Pi

DG,t = Pi
DG,t(act) + ΔPi

t. The additive 
generation bias, ΔPi

t, could be constant partial incremental (e.g., 
increasing by 20% all the time except at the time of zero generation), 
time-varying partial incremental, and changing power in such a way to 
report Pi

DG,t as peak generation all the time. An additive attack could be 
launched by a single DG owner or organized criminal group or 
competing utility on DG meters of its rival company to manipulate 
readings of the DG meters for various purposes. The motive of individual 
DG owners and criminal groups could be self monetary benefits while 
that of competing utility companies could be to add monetary burden to 
push their rival companies toward bankruptcy. 

2.2.2. Deductive attack 
In this case, an attacker reports less output power than the actual 

amount, i.e., Pi
DG,t = Pi

DG,t(act) −ΔPi
t, where the deductive generation 

bias, ΔPi
t , could be developed similar to that developed for additive at-

tacks. Deductive attacks could be launched by a competing utility 
company on its rival company’s premises to reduce the revenue of DG 
owners of the victim utility. Although this type of attack could increase 
the short-term monetary benefit to the victim utility, in the long run, it 
may induce loss of business confidence for DG owners. 

2.2.3. Combined attack 
This type of attack is launched in such a way that makes them 

extremely difficult to detect. For example, simultaneously applying the 
additive mode of attack to half of the meters and deductive mode of 
attack to other half of the meters. This mode of attack increases revenue 
to one set of DG owners with the cost of reducing revenue to other sets of 
DG owners. This type of attack may not be noticeable by mean-based 
statistical consensus methods because overall there can be little or no 
deviations in the total power generated by DGs under attack [10]. This 
type of attack could be launched by competing utility to induce the loss 
of the business confidence of DG owners of a victim company. 

3. Coordinated data falsification attack detection model 

This section describes the proposed attack detection mechanism and 
provides a brief description of various deep learning models, model 
training attributes, and evaluation metrics. 

3.1. Attributes of the proposed attack detection mechanism 

Most of existing attack detection mechanisms in the DG domain have 
been based on binary classification problems which detect whether 
there is an attack or not (1 or 0) on a single DG. However, because of the 
similar architecture of DG meter readings and smart meters in the en-
ergy consumption domain, multiple DGs are susceptible to coordinated 
attacks with different levels of data manipulations. The proposed solu-
tion classifies an attack on a DG into three categories: normal, additive, 
or deductive attack. For a power system with N DGs, we employ an N- 
label-based approach where each label is 0, −1, or 1 for normal, 
deductive, or additive attacks respectively. 

From the perspective of machine learning-based methods, detecting 
an attack on a single DG is a single-label classification problem whereas 
classifying a large number of DGs at the same time with multiple labels is 
a multi-label classification problem. Although machine learning tech-
niques have achieved significant progress in the single-label classifica-
tion problem, they are still facing several challenges in solving multi- 
label classification problems. Different from single-label classification, 
multi-label classification problems are often evaluated with a conflicting 
multitude of quality measures [25,26]. Also, single-label balanced 
methods, such as down-sampling, cannot be applied on multi-label 
problems because the latter is extremely unbalanced in nature. There-
fore, deliberate attention is needed to design multi-label classification 
problems. 

Fig. 1 shows the block diagram of the proposed method. It can be 
seen from the figure that the proposed method takes environmental 
parameters (e.g., solar irradiance and ambient temperature for PV sys-
tem), smart meter data, and SCADA measurements as inputs, and it 
outputs the classified label for each DG. In Fig. 1, there are two separate 
parallel branches for classifying additive and deductive attacks. The 
upper classifier is trained to detect additive attacks while the lower 
classifier is trained to detect deductive attacks. The outputs of the two 
classifiers combined gives the result of combined attacks. 

Before developing this attack detection architecture, we have used a 
single multi-class classifier to detect both additive and deductive at-
tacks. However, we have found out that the performance of the single 

N. Bhusal et al.                                                                                                                                                                                                                                  



International Journal of Electrical Power and Energy Systems 134 (2022) 107345

4

model in detecting a combination of attacks is low in terms of accuracy 
and precision. The reason is that deep learning methods detect accurate 
labels when readings of attacked DGs are either above or below the 
actual value. However, they cannot map the relationship between input 
measurements and output labels appropriately when detecting both 
above and below the actual values of DG readings. 

During the training phase, a common measurement vector (zt = z1
t ,

z2
t ,…,zm

t ) is provided as input and class labels (yt,a and yt,d) are provided 
as output for additive and deductive branches, respectively. Here, the 
common measurement vector is used for both parallel classifiers because 
the operator/aggregator will not know whether the available measure-
ments have positive generation bias, negative generation bias, or a 
combination of both. The training output class labels for additive and 
deductive branches are determined as follows. 

yk
t,a =

{
1, if the DG k is under additive attack at t
0, otherwise (1)  

yk
t,d =

{
1, if the DG k is under deductive attack at t
0, otherwise (2) 

From (1) and (2), the additive branch gets compromised class labels 
for additive attacks whereas the deductive branch gets compromised 
class labels for deductive attacks. 

The class labels obtained from the deductive branch are subtracted 
from the class labels obtained from the additive branch to get the final 
class labels for all the scenarios (additive, deductive, or combined). 
Mathematically, it can be expressed as follows. 

ŷt = ŷt,a − ŷt,d , (3)  

where ŷt,a and ŷy,d are predicted output class labels from additive and 
deductive classifiers, respectively. 

Final class labels for combined attacks are obtained using (3). The 
final classes are labeled as 0, −1, and 1 for uncompromised, deductive 
attacked, and additive attacked DGs, respectively. With different labels 
for additive and deductive attacks, the utility operator/aggregator can 
easily determine the type of attack on an individual DG. As additive and 
deductive attacks are mutually exclusive, if class-labels obtained from 
both additive and deductive branches for a specific DG are all 1’s, Eq. (3) 
will automatically penalize it, which results in the reduction of the 
performance of the proposed model. 

3.2. Architectures of machine learning models 

Various machine learning models are investigated to determine their 
capability to detect the coordinated data falsification attacks in the DG 
domain. The architectures of the machine learning model investigated 
for the proposed work are described as follows. Note that our main 
purpose is not to advance machine learning techniques, rather utilize the 
advanced machine learning techniques to solve problem in power sys-
tem domain. 

3.2.1. Multi-layer Perceptron (MLP) 
MLP has a layered architecture with input, hidden, and output layers. 

The normalized input is fed at the input layer. The cardinality of the 
input vector determines the number of neurons in the input layer. There 
can be multiple hidden layers in the MLP. The final prediction output is 
obtained from the output layer. The MLP structure presented for the 
proposed multi-label problem consists of an input layer taking mea-
surements zt, multiple hidden dense layers, and fully-connected output 
layers to classify whether the DGs are under attack or not. Using the 
input measurement vector zt, the input layer generates the following 
feature maps. 

mlp1 = σ(w1 × zt + b1), (4)  

where σ denotes the activation function and w1 and b1 are weight and 
bias of the input layer. Non-linear rectified linear unit (ReLU) is used as 
an activation function for the input and the hidden layers. 

Similarly, the feature map of the qth hidden layer can be expressed as 
follows. 

mlpq = σ(wq × mlpq−1 + bq), (5)  

where wq and bq are weight and bias vectors of the qth layer and mlpq−1 
is the feature map of the (q −1)th layer. 

To determine the output classes of DGs, the sigmoid function is 
applied as an activation function. The output class vector can be 
expressed as follows. 

ŷt = σ(wd × mlpd−1 + bd), (6)  

where wd and bd are the weight and bias vector of the output layer, and 
mlpd−1 is feature map of the output layer; and md−1 is the feature map of 
the layer just before the final layer. 

Fig. 1. General block diagram of proposed attack detection model. The measurements obtained from meteorological recording stations, smart meter data, and the 
SCADA measurements are the inputs. The output is the status of each DG, 0 for normal, −1 for deductive attack, and 1 for additive attack. FC layers stands for fully- 
connected layers. ya is the output classes label obtained from the additive branch and the yd is the output class label obtained from the deductive branch. 
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The sigmoid activation function in the output layer produces 
continuous values between 0 and 1 for each DG. The continues values 
are converted into 0 or 1 using discriminator threshold (e.g., 0.5). For 
the proposed problem, two dense layer architectures of MLP are used; 
the number of neurons in the first layer equals two times the number of 
input measurements. Due to limited data, deeper networks tend to 
overfit training data and deteriorates the performance on test datasets. 
The number of neuron in the output layer is the total number (N) of DGs 
in the network. This structure is used for both the additive branch and 
the deductive branch of the proposed model (Fig. 1). 

3.2.2. Convolutional Neural Networks (CNNs) 
The CNNs generally have convolutional layers followed by pooling 

layers. The convolutional and pooling layers find the low-level feature of 
the input vector. Fully connected layers are added after the convolu-
tional and pooling layers to predict the output. One of the benefits of 
CNNs is that they are easy to train, can automatically extract the fea-
tures, and have a fewer parameters as compared to the fully connected 
neural network with the same number of hidden units. The feature maps 
of input, hidden, and output layers for CNN are described as follows. 

The feature map generated by the input layer can be expressed as 
follows. 

cnn1 = σ(zt*h1 + b1) (7)  

where h1 is a convolutional kernel (1-D filter); b1 is bias vector; and * is 
convolution operator. Similarly, feature map of the hidden layer can be 
presented as follows. 

cnnq = σ(cnnq−1*hq + bq) (8)  

where cnnq−1 is the feature map of the (q −1)th layer and hq and bq are 
convolutional kernel and bias vector of the qth layer, respectively. After 
the convolution layers, some fully connected (FC) hidden layers are 
used. The feature map of the hidden FC or dense layer can be expressed 
as follows. 

flatcnn = σ(wf × cnnlast + bf ) (9)  

where cnnlast is the feature map of the last layer of the hidden con-
volutional layers and wf and bf are the weight and bias vector of the FC 
layer. The final output dense layer is same as the layer given in (6), 
which classifies attacks on DGs. 

The architecture of CNNs for the proposed approach sequentially 
consists of two 1-D convolutional layers with 64 filters and a kernel size 
of 3, one flatten layer, and a dense layer with sigmoid as activation 
function to determine the classes of the DGs. Due to limited data, more 
deep networks tend to overfit the training data which lead to deterio-
ration of the performance on test datasets. This structure is used for both 
the additive and the deductive branches of the proposed model given in 
Fig. 1. 

3.2.3. Residual Neural Network (ResNet) 
ResNet follows a structure similar to pyramidal cells in the cerebral 

cortex. ResNet is formed by skipping the connections or by jumping over 
some layers of the feed-forward neural network. Typical ResNet is 
formed by skipping two or three layers that contain batch normalization 
and a non-linear function (rectified linear unit (ReLU)) in between. 
Skipped connections are important in “vanishing” and “exploding” 
gradient issues by reusing activation function from a previous layer until 
the adjacent layer learns its weights [27,28]. Another advantage of 
skipping layers is that it simplifies the network and speeds up learning 
processes as fewer layers are used in the training. 

To classify DGs, a convolutional layer based on ResNet is developed 
as shown in Fig. 2, where its derived architectures are provided in 
[29,28,30–32]. Hereinafter, the term “ResNetC” is used to denote this 
architecture. Each block consists of a number of hidden convolutional 

layers and a direct information flow from the input through a con-
volutional layer as shown in Fig. 2 with two blocks having two hidden 
layers in each of the blocks. The advantage of this architecture is that it 
improves the information flow and recovers the missing features. All the 
input and hidden layers of ResNetC consist of ReLU as an activation 
function and the output layer is a fully connected dense layer with sig-
moid as an activation function. For this study, one flatten layer and one 
output dense layer are used for the ResNetC with three blocks and two 
hidden layers in each block. The first convolutional layer of each block 
of the ResNetC has 128 filters with kernel size of 3, and the rest of the 
layers have 64 filters (including the directly connecting convolutional 
layer) with kernel size of 3. This structure is used for both the additive 
and the deductive branches of the proposed model as shown in Fig. 1. 

3.2.4. Classical machine learning models 
Detection capability of various classical machine learning models 

including k-nearest neighbor (KNN), decision tree (DT), and logistic 
regression (LR) are also investigated to test their performance to detect 
the coordinated data falsification attacks. Detailed description of these 
models are not included for brevity. 

In this work, we have taken the default parameter setting from the 
scikit-learn library of Python for KNN, DT, and LR. Since LR is a binary 
classifier, we have used the multi-output function of the scikit-learn li-
brary to address the multi-label classification problem through LR. 

Several aspects including data processing, feature engineering, 
appropriate model selection, parameter tuning, parameter optimization, 
etc., are integral parts of machine learning-based approaches in the real 
applications and numerous works have been dedicated to it. However, 
these are out of scope of this work and we left them as future work. 
Readers are referred to [33,34] for further details on perspectives of 
machine learning models. 

3.3. Training attributes 

To use the proposed model in real-time, we need to train it to opti-
mize the learning parameters such as weights, w bias, b, and convolu-
tional kernel, h, in each layer. The optimized parameters can map the 
relationship between input measurements and output class labels. 

Following the normal trend in the machine learning, the training and 
testing dataset are separated as 7/10 and 3/10, respectively. Different 
sizes of mini-batches are used for different case scenarios. Here, the 
mini-batch size is denoted by p for demonstration. We adopted 
commonly used cross-entropy as loss function which aims to minimize 
the deviation between the actual and the predicted class labels. The 
cross-entropy loss function over a mini-batch, b = t1, t2, …., tp, can be 
expressed as follows. 

J =
∑

t∈b
−

1
n

∑n

k=1
(ŷk

t ln(yk
t ) + (1 − ŷk

t ln(1 − yk
t ))), (10)  

where ŷk
t is the predicted classification of DGs. Adaptive moment esti-

mation (Adam) is adopted as an optimizer to obtain the optimal pa-
rameters. 

Fig. 2. Architecture of ResNetC with K = 2 and two blocks, where K denotes 
number of hidden layers in a block. 
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3.4. Evaluation metrics 

The performance of the investigated deep learning models for the 
proposed work is compared using the following standard evaluation 
metrics. 

1. Accuracy: It is the fraction of true predicted labels among all pre-
dicted labels, which can be expressed as follows. 

A =
Tp + Tn

Tp + Tn + Fp + Fn
(11)    

2. Precision: It is the fraction of true predicted positive labels among all 
positive predicted labels, which can be expressed as follows. 

P =
Tp

Tp + Fp
(12)    

3. Recall: It is the fraction of true predicted positive labels among the 
actual positive labels, which can be expressed as follows. 

R =
Tp

Tp + Fn
(13)    

4. F1-Score: It is the harmonic mean of precision and recall, which can 
be expressed as follows. 

F1 − Score = 2 ×
P × R
P + R

(14)    

5. False Alarm: It is the fraction of false predicted positive labels among 
the actual negative labels, which can be expressed as follows. 

FA =
Fp

Fp + Tn
(15)   

where Tp represents the true positive (compromised DG labeled as 
compromised); Tn denotes true negative (uncompromised DG labeled as 
uncompromised); Fp denotes the false positive (ncompromised DG 
labeled as compromised); and Fn is false negative (compromised DG is 
labeled as uncompromised). 

Although the proposed model can have three labels (0, −1 or 1) in 
the final output, the results are demonstrated by taking labels −1 and 1 
as compromised DGs and the label 0 as uncompromised. If separate 
metrics are required for additive and deductive classifier they can be 
easily determined. 

4. Data generation preliminaries 

Historical real power system datasets are not accessible for training 
and testing of the proposed data-driven cyber-attack detection frame-
work. We have utilized a real power system (240-node distribution 
system) and power demand profiles obtained from smart meters based 
on U.S. to generate an uncompromised dataset. We have also utilized the 
standard IEEE 123-node test system with normalized power demand 
profile to generate a dataset to further validate the proposed model. The 
falsified dataset is generated using the threat models described in Sec-
tion 2 and the uncompromised dataset. The detailed process of normal 
and falsified dataset generation is described as follows. 

4.1. Uncompromised dataset generation 

A real 240-node distribution feeder and the standard IEEE 123-node 

distribution test feeder are used to generate the normal (uncompro-
mised) dataset. 

The 240-node system is a real distribution system located in Midwest 
U.S.A. [35]. This system as shown in Fig. 3 consists of three feeders (17 
nodes on feeder A, 60 nodes feeder B, and 162 nodes on feeder C) that 
are supplied by a 69 kV substation. This distribution system has a total of 
23 miles of primary feeder conductor. This test system provides power 
supply to more than 1100 customers supplied through secondary 
transformers. Real power consumption (in kW) is obtained directly from 
smart meters installed at 1120 customer premises. The dataset range 
from January 1st to December 31, 2017 in the frequency of one hour. 
The reactive power profile for each node has been generated using a 
randomly picked power factor in the range of 0.9 to 0.95. In this paper, 
we have assumed that there are 77 (5 on feeder A, 20 on feeder B, and 52 
on feeder C) intelligent electric devices (IEDs) installed as SCADA 
measurement units as shown in Fig. 3 by orange squares. The number 
and locations of SCADA measurement devices are arbitrarily chosen 
because the actual locations and number of IEDs of the system are not 
known. Determining the required number of power system monitoring 
devices to make a system observable is out of the scope of this work-
—several methods have been proposed in the literature for determining 
optimal number and locations of IEDs to ensure that power systems are 
observable [36–38]. 

The IEEE-123 node test feeder, as shown in Fig. 4, is characterized by 
having overhead and underground lines, four voltage regulators, four 
shunt capacitor banks, multiple sectionalizing and tie-switches, and 
unbalanced loading with constant current, power, and impedance 
models. The total real and reactive loads of this system are, respectively, 
3490 kW and 1925 kVar. Network data of the IEEE 123-node test feeder 
are given in [39]. We have assumed that a total of 20 IEDs are installed 
by an electric utility as SCADA measurement units as shown in Fig. 4 by 
orange squares. 

The historical solar irradiance, ambient temperature, and wind speed 
datasets are obtained from the system advisor model (SAM) provided by 
the U.S. National Renewable Energy Laboratory (NREL). For the 240- 
node system, the meteorological data of the city of Ames (a city in 
Iowa, USA) are used. For the IEEE 123-node system, meteorological data 
from the city of Reno (a city in Nevada, USA) are used. 

Different levels of PV and wind turbine generator penetration are 
described in specific case studies in the experimental validation section. 
The power generated by PV depends upon solar irradiance and ambient 
temperature whereas that of a wind turbine depends upon the wind 
speed. Power generation preliminaries of wind turbine generators and 
the PV panels are described as follows. 

4.1.1. Output power of wind turbine generators 
The output power produced by a wind turbine considering wind 

turbine physical constraints can be expressed as follows [40]. 

Pw =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0, if v < vcut−in

1
2

ρACpv3, if vcut−in⩽v < vr

Pwr , if vr⩽v < vcut−out

0, if vcut−out⩽v

, (16)  

where Pwr represents rated output power of wind turbine (watts); ρ de-
notes the air density (kg/m3); v is wind speed (m/s); Cp is the power 
coefficient; A denotes area swept by wind turbine (m2); vr is the rated 
speed; and vcut−in and vcut−out are the designed cut-in speed and cut-out 
speed, respectively. It can be seen from (16) that wind power genera-
tion is highly dependent on wind speed. To generate output profiles for 
wind turbines, the following typical parameters are assumed based on 
Vesta 2-MW type wind turbines: Pwr = 2 MW; ρ = 1.225 (kg/m3); Cp =

0.45; A = 6363 m2; vr = 15 m/s; vcut−in = 4 m/s; and vcut−out = 25 m/s. 
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4.1.2. Output power of photovoltaic panels 
The output power produced by a solar panel can be calculated as 

follows [41]. 

PPV = Ff × VOC × ISC (17)  

where VOC is the open circuit voltage which depends upon cell tem-
perature; ISC is the short-circuit current of a PV panel which depends-on 
solar irradiance and cell temperature; and Ff is the fill factor which can 
be expressed as follows. 

Ff =
VMPPT × IMPPT

VOC × ISC
(18)  

where VMPPT and IMPPT are respectively the voltage and current at 
maximum power point tracking (MPPT). MPPT can be defined as a point 
at which the output power produced by a solar panel is maximum. The 
output power produced by PV panels directly depends on solar irradi-
ance and cell temperature. As cell temperature directly depends upon 
the ambient temperature, the inclusion of ambient temperature along 
with the solar irradiance model can improve the performance of the 
proposed method to detect the coordinated cyber-attacks. 

Fig. 3. One-line diagram of 240-node distribution test system. This is a Midwest U.S.A.-based real distribution grid. The real system owned by a municipal utility and 
is a fully observable network with smart meters installed at all customers. Notice that the secondary transformers have been used to connect the customers to these 
primary network nodes [35]. 

Fig. 4. IEEE 123 node distribution test system.  
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4.2. Generation of compromised datasets 

In this work, we have assumed that an adversary can only manipulate 
smart meter data and cannot manipulate the meteorological recording sta-
tion data and SCADA measurements (IEDs). This is an acceptable assump-
tion as IEDs and meteorological recording station data have an extra level of 
security than AMI infrastructures. We have also assumed that attackers 
launch organized and powerful attacks from several DG meters. Even if an 
attacker tries to keep false data at low margin, the attack can cause long-term 
damage to a large number of nodes without being easily detected. 

Malicious data required for our case are created by adding attack vec-
tors as described in Section 2.2 to the uncompromised dataset generated 
based on the approach described in Section 4.1. An intelligent attacker can 
falsify normal datasets in several ways including: constant percentage in-
crease or decrease attack (e.g., 20 percent positive or negative generation 
bias at all DG units under attacks); varying percentage increase or decrease 
attack (varying the percentage of false data for different DGs); zero gen-
eration attack (reporting zero generation during the time of minimum 
power generation in all of the generators); minimum generation attacks 
(reporting minimum generations from all customers instead of actual 
values); maximum generations attack (reporting maximum generations 

from all of the DG meters); and combination of constant or time-varying 
simultaneous increase and decrease attacks. After applying these attack 
strategies, if the power generation is greater than the actual value, then the 
attack is additive; it is deductive attack if the generation is less than the 
actual value. In the case of a combined attack, both additive and deductive 
attacks are launched on a different set of DG units. 

In this paper, it is assumed that the attacker launches combinations of 
additive and deductive attacks to avoid easy detection. In this process, out 
of the total N DGs, Nc DGs are compromised. Out of total compromised 
DGs, half will face additive attack and the other half will face deductive 
attack. As the intelligent attacker can change the generation bias, time to 
time, the proposed model is trained and tested on a dataset with time- 
varying generation bias. At each time sequence, a random number be-
tween 5 and 20 is generated and that percentage of actual generation is 
used as a generation bias of the instant. The generation bias are limited 
within 5% to 20% (i.e., ΔPt = 0.05*PDG,t(act) to 0.2*PDG,t (act)) because 
generation bias higher than 20% can be easily detected and that gener-
ation bias lower than 5% may not justify attack budget of the attacker. 

Algorithm 1 provides the procedure of attack function and class label 
generation. 

Algorithm 1. Attack function and class labels generation for the 
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proposed work.   

4.3. Visualization of data features 

The insight of features of the data of the proposed work can be 
visualized using t-distributed stochastic neighbor embedding (t-SNE) 

[42,43]. The t-SNE is a non-linear dimension reduction technique for the 
representation of the high-dimension data in low-dimension space. 
Fig. 5 shows that some of the nodes of the IEEE 123-node system and a 

240-node distribution system as representative cases of the dataset of 
the proposed work. As can be seen from the figure, there is a significant 
overlap between normal and malicious conditions when using t-SNE 
representation with reduced features. For malicious conditions too, 
there is an overlap between additive and deductive attacks. Due to this 
overlap, developing a classifier to separate normal conditions, additive 
attacks, and deductive attacks is a complex problem. 

5. Experimental validations 

Comprehensive case studies are performed on the IEEE 123-node test 
system and a real 240-node distribution system. The performance of 
deep learning models: MLP, CNN, and ResNetC are tested for three 
scenarios: (a) PV panels only integrated scenario (Section 5.1); (b) wind 
turbine only integrated scenario (Section 5.2); and (c) both PV and wind 
turbine generators integrated scenario (Section 5.3). These scenarios are 
chosen to show the effect of varying the power output of different 
renewable DGs on the performance of the proposed approach. Another 
reason for choosing these cases is to represent distribution systems in 
different geographical regions with different prospects of PV and wind 
powers. For example, the system with PV only scenario represents the 
geographical region with prospects of only solar power without any 
prospect of wind power. Similarly, some geographical areas may have 
prospects of more than one renewable source (e.g., solar, wind, and 
water resources) and can produce a significant amount of power from all 
of them. MLP, CNN, and ResNetC as described in Section 3.2 are used on 

Table 1 
Performance of MLP, CNN, and ResNetC for IEEE 123 bus system with PV only 
integrated scenario. KNN represents k-nearest neighbor, DT denotes decision 
tree, and LR represents logistic regression.  

Model structures A (%)  P (%)  R (%)  F1 (%)  FA (%)  

KNN 76.62  72.68  49.81  59.11  9.60  
DT 75.94  72.135  47.36  57.18  9.392  
LR 92.21  99.99  77.043  87.03  0.001  
MLP 92.117  93.75  82.24  87.62  2.81  
CNN 98.52  97.22  98.40  97.81  0.90  
ResNetC 99.02  98.35  98.75  98.55  0.84   

Table 2 
Performance of MLP, CNN, and ResNetC for 240 node distribution test system 
with PV only integrated scenario. KNN represents k-nearest neighbor, DT de-
notes decision tree, and LR represents logistic regression.  

Model structures A (%)  P (%)  R (%)  F1 (%)  FA (%)  

KNN 74.46  73.46  42.88  54.15  8.40  
DT 77.049  99.41  32.50  49.02  0.097  
LR 76.81  82.77  43.048  56.64  4.86  
MLP 90.48  92.63  79.25  85.42  3.41  
CNN 92.50  89.98  88.53  89.25  5.35  
ResNetC 97.36  96.55  95.92  96.23  1.8   

Table 3 
Performance of MLP, CNN, and ResNetC for IEEE 123 bus system with wind 
generators only integrated scenario. KNN represents k-nearest neighbor, DT 
denotes decision tree, and LR represents logistic regression.  

Model structures A (%)  P (%)  R (%)  F1 (%)  FA (%)  

KNN 86.83  75.36  35.93  48.66  2.46  
DT 87.23  69.82  46.69  55.94  4.23  
LR 96.69  99.95  81.00  89.48  0.006  
MLP 99.74  99.63  98.88  99.25  0.075  
CNN 99.96  99.91  99.90  99.90  0.018  
ResNetC 99.94  99.82  99.87  99.85  0.036   

Fig. 5. t-SNE for the feature visualization of the 8760 data sample of the proposed work.  
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both of the branch of proposed architecture of Fig. 1. 
Since the tested systems are unbalanced systems, power flow is 

solved using an OpenDSS and MATLAB integrated environment to 
generate the dataset for the proposed method. OpenDSS is an open 
distribution system simulator developed by Electric Power Research 
Institute (EPRI) [44]. OpenDSS calculates unbalanced power flow using 
Newton’s Method. While integrating MATLAB and OpenDSS, all distri-
bution system data including real and reactive power profile of each 
node and meteorological data for renewable DG are provided in the 
MATLAB environment. For solar PV, temperature and solar irradiance 
are provided whereas for the wind turbine, power generation output is 
obtained using (16) with time-varying wind speed. MATLAB performs 
all control and loop structures and calls the OpenDSS engine in order to 
perform unbalanced power flow calculations. OpenDSS provides all 
monitored information back to the MATLAB to perform the rest of the 
calculation. The unbalanced power flow is run for 8760 snapshots and 
the power generation profile of each node with DG and readings of all 
SCADA measurements are recorded. Keras with the Tensorflow backend 
(in Python) is used for training and testing deep learning models. 

Although the proposed multi-label classification approach can detect 
the three scenarios (additive only, deductive only, and combined 
attack), the results are shown only for the combined attacks (results for 
additive only and deductive only attack are not provided because of the 
simplicity of the proposition—the shared source code can be used to 
reproduce results for those scenarios). 

5.1. PV panels only integrated scenarios 

For this scenario, a total of 40% of peak load at all three-phase nodes 
of the distribution system is considered as a PV penetration level. For the 
IEEE 123-node system, there are 56 three-phase nodes. A total of 56 PV 
panels, each having size 40% of specific three-phase loads, are installed. 
Similarly, for 240-node distribution system, a total of 108 PV panels (12 
on feeder A; 47 on feeder B; and 49 on feeder C) are installed on 108 
three-phase nodes. The sizes of PV panels are assumed as 40% of the size 
of loads at corresponding nodes. If there are no loads connected at three- 
phase nodes, the size of PV panels is 40% of the load of the neighboring 
node. Although the sizes of PV panels are chosen arbitrary based on 
empirical data, actual sizes can be used for real power systems. While 

same profile of solar irradiance and temperature are used for all PV 
panels, different temperatures and solar irradiance profiles can be used 
if they are available. Out of a total of 8760 time sequence data, 
approximately 3200 (this number varies due to the random process of 
attack generation function) are compromised DGs and the rest are 
normal. 

For this scenario, a mini-batch size of 128 is used for MLP and is run 
for 1500 epochs. CNN and ResNetC are run for 500 epochs with a mini- 
batch size of 16. 

We have chosen these parameters based on empirical evaluation of 
network configurations. Although several aspects including data pro-
cessing, feature engineering, appropriate model selection, parameter 
tuning, parameter optimization, etc., are integral parts of machine 
learning-based approaches in the real applications, numerous methods 
have been dedicated to it and details on optimal parameter tuning, 
feature engineering, data cleaning, etc., are out of scope of this work. 

Tables 1 and 2 show the performance of MLP, CNN, and ResNetC in 
terms of accuracy, precision, recall, F1-score, and false alarm for the 123- 
and 240-node distribution test systems, respectively. 

Note that the most time consuming part of the proposed machine 
learning driven work is to train the machine learning model which is 
done offline. Once the machine learning models are trained, they can be 
used in real time to detect cyber attacks. 

For the IEEE 123-node distribution system with PVs, the trained 
machine learning model takes 3.087 s to predict the class labels of 2628 
samples. Therefore, on average it takes 1.17 ms per sample. For the 240- 
node distribution system with PVs, the trained machine learning model 
takes 12.72 s to predict the class labels of 2628 samples. Therefore, on 
average it takes 4.84 ms per sample for the 240-node system. 

5.2. Wind turbine only integrated scenarios 

For this scenario, a total of 20 and 44 wind turbine generators have 
been installed for the IEEE 123-node test system and the 240-node dis-
tribution system. Wind turbine generators are randomly located on the 
three-phase nodes with sizes equals to 80% of the respective loads for 
both systems. Although these sizes and locations are chosen arbitrarily, 
actual sizes and locations of wind turbine generators can be used if 
available. Out of a total of 8760 time sequence data, approximately 2000 
(this number varies due to the random process of attack generation 
function) are compromised DGs and the rest are normal. 

In this case, a mini-batch size of 128 is used for MLP and is run for 
1500 epochs. CNN and ResNetC are run for 500 epochs with mini-batch 
size of 16. 

Tables 3 and 4 show the performance of MLP, CNN, and ResNetC for 
the proposed problem in terms of accuracy, precision, recall, F1-score, 
and false alarm for IEEE 123- and 240- node distribution systems, 
respectively. 

For the IEEE 123-node distribution system with wind generators, the 
trained machine learning model takes 3.12 s to predict the class labels of 
2628 samples. Therefore, on average it takes 1.18 ms per sample. For the 
240-node distribution system with wind generators, the trained machine 

Table 4 
Performance of MLP, CNN, and ResNetC for 240 node test system with wind 
generators only integrated scenario. KNN represents k-nearest neighbor, DT 
denotes decision tree, and LR represents logistic regression.  

Model structures A (%)  P (%)  R (%)  F1 (%)  FA (%)  

KNN 66.99  30.81  6.25  10.25  6.20  
DT 73.37  59.05  42.50  49.43  13.00  
LR 79.62  74.33  51.06  60.54  7.77  
MLP 91.81  90.94  81.35  85.88  3.570  
CNN 99.61  99.74  98.99  99.36  0.110  
ResNetC 99.88  99.80  99.81  99.81  0.086   

Table 5 
Performance of MLP, CNN, and ResNetC for IEEE 123 bus system with both PV 
and wind generators integrated scenario. KNN represents k-nearest neighbor, DT 
denotes decision tree, and LR represents logistic regression.  

Model structures A (%)  P (%)  R (%)  F1 (%)  FA (%)  

KNN 80.80  88.66  32.36  47.41  1.51  
DT 88.44  91.42  62.66  74.36  2.14  
LR 92.39  100  71.57  83.43  0.00  
MLP 91.29  86.12  62.85  72.67  2.280  
CNN 99.45  99.96  97.98  98.96  0.012  
ResNetC 99.64  100  98.67  99.33  0.000   

Table 6 
Performance of MLP, CNN, and ResNetC for 240 node test system with both PV 
and wind generators integrated scenario. KNN represents k-nearest neighbor, DT 
denotes decition tree, and LR represents logistic regression.  

Model structures A (%)  P (%)  R (%)  F1 (%)  FA (%)  

KNN 80.88  39.45  7.17  12.144  2.43  
DT 83.11  55.71  40.23  46.23  7.21  
LR 84.90  79.35  24.31  37.21  1.42  
MLP 86.08  80.89  31.96  45.82  1.70  
CNN 94.53  88.76  80.48  84.42  2.29  
ResNetC 96.72  92.10  89.87  90.97  1.73   
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learning model takes 8.495764 s to predict the class labels of 2628 
samples. Therefore, on average it takes 3.23 ms per sample. 

5.3. Both PV and wind integrated scenarios 

For this scenario, a total of 25 PV panels and 15 wind turbine gen-
erators are integrated into various three-phase nodes for the IEEE 123- 
node distribution system. For 240 node distribution system, a total of 
50 PV panels and 30 wind turbine generators are integrated. The size of 
PV panels at a selected location is 40% of the peak load of that location. 
The size of a wind turbine generator at a selected location is 80% of the 
peak load of that location. Out of total 8760 time sequence data, 
approximately 2600 are compromised DGs and the rest are normal. 

In this case, a mini-batch size of 128 is used for all tested models. 
MLP is run for 1500 epochs while CNN and ResNetC are run for 500 
epochs. 

Tables 5 and 6 show the performance of MLP, CNN, and ResNetC in 
terms of accuracy, precision, recall, f1-score, and false alarm for IEEE 
123 and 240 node distribution systems, respectively. 

For the IEEE 123-node distribution system with both PVs and wind 
generators, the trained machine learning model takes 2.84 s to predict 
the class labels of 2628 samples. Therefore, on average it takes 1.082 ms 
per sample. For the 240-node distribution system with both PVs and 
Wind generators, the trained machine learning model takes 10.18 s to 
predict the class labels of 2628 samples. Therefore, on average it takes 
3.78 ms per sample. 

5.4. Discussion 

The results obtained using CNN and ResNetC for all cases are much 
better than that of MLP. This is because the structure of CNN and 
ResNetC allow them accurately map the relationship between input 
measurements and output states. In other words, they can better capture 
complex and interrelated patterns within data sets than MLP. 

It can be seen from Table 1 that the overall accuracy of class labels 
from ResNetC is 99.02%, which is better than the accuracy obtained 
using all of the compared approaches for PV only integrated scenario of 
the IEEE-123 node distribution system. The precision of class labels 
obtained from ResNetC is 98.35%, which is also better than the accuracy 
obtained using all other compared approaches. In other words, the ac-
curacy of correct positive prediction or the accuracy of minority class is 
also high with ResNetC than any other compared models. Similarly, the 
sensitivity or recall of the class labels predicted from ResNetC is 98.02%, 
which is better than the accuracy obtained using other models. In other 
words, there are a very few number of missed true predictions from 
ResNetC. The high value of precision and recall together are very 
important factors for machine learning models. From Table 1, we can see 
that F1 score of ResNetC is 98.55%, which indicates high precision and 
recall. Furthermore, low value of false alarm rate shows that there are 
very few number of false alarms. Similar inferences can be drawn from 
other tables (Tables 2–6) as well. 

For both IEEE 123- and 240-node distribution systems, it is seen that 
the results obtained for wind only integrated system obtains better re-
sults than that for PV only integrated system. The reason for this is that 
the investigated deep learning models can better map the input–output 
relationship between wind speed and wind turbine output power. On the 
contrary, the complicated relationship between the input and output 
variables in case of PV system makes it more difficult for the investigated 
model to perfectly capture the relationship. 

Time taken to predict the class labels for each of the provided cases 
show that once the measurements are available, the proposed work can 
detect attacks within a few milliseconds, which is suitable for real-time 
applications. 

6. Conclusions 

This paper has proposed a deep learning-based multi-label classifi-
cation approach to detect data falsification attacks in the DG domain. In 
the proposed work, three types of attack scenarios for modifying the 
output power of DGs were described: additive, deductive, and a com-
bination of both types of attacks. The proposed work dealt with coor-
dinated attacks that can be launched simultaneously on a large number 
of DGs in a distribution system. This paper utilizes surrounding envi-
ronment parameters along with power system measurements, such as 
DG meter readings and SCADA measurements, to detect coordinated 
attacks. A coordinated attack vector was launched on the normal DG 
meter readings to generate attacked data and the respective output class 
labels. A two branch-based classifier was developed to separately clas-
sify the additive and deductive attacks. Deep learning methods such as 
MLP, CNN, and ResNet were used as classifiers on both of the branches 
to test their performance for the proposed solution. Several case studies 
were conducted on the IEEE 123-node distribution system and a 240- 
node real distribution test system. The results showed that the pro-
posed model can detect coordinated low margin attacks (as low as 5% of 
actual DG outputs) with a high percentage (99.9% for wind only inte-
grated systems and 99% for PV only integrated systems). 

The advantages of the proposed approach are as follows. This work 
proposes a multi-label classification based approach to detect and 
distinguish coordinated data falsification attacks in DG domain, specif-
ically PV and wind generators. The proposed approach simplifies the 
complicated multi-label multi class problem into a simple multi-label 
problem. The proposed work also helps in accurately determining the 
nature of attacks: additive or deductive in a DG, which is important since 
it provides the power system operator with clear information to take 
further remedial actions. 

The major challenge and/or limitation of proposed work is that its 
performance depends on the availability of a large number of datasets; 
adequate datasets are required for training and testing of machine 
learning models in the proposed work. 

Source Codes 

All of the developed source codes (including unbalanced quasi-static 
power flow in OpenDSS-MATLAB environment and deep learning in 
Python) of the proposed solution are publicly available at: https://gith 
ub.com/nbhusal/Coordinated-cyber-attack-detection-in-Ren 
ewable-DG. 
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