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Abstract

In this paper we show that every set A C N with positive density
contains B + C' for some pair B, C of infinite subsets of N, settling a
conjecture of Erdds. The proof features two different decompositions
of an arbitrary bounded sequence into a structured component and a
pseudo-random component. Our methods are quite general, allowing
us to prove a version of this conjecture for countable amenable groups.
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1. Introduction

History and previous results. Sumsets B4+C :={b+c:be€ B,ce C}
for B,C C N are a central object of study in additive combinatorics. In
particular, it is natural to ask which sets A C N contain a sumset B 4+ C
with B and C infinite. It follows from Hindman’s theorem [Hin79a] that,
whenever N is finitely partitioned, one of the cells contains B+ C for B,C C
N infinite. The following conjectured density analogue, attributed to Erdds
in [Nat80], is called an “old problem” in [EGS80, p. 85].

Conjecture 1.1 (Erdds sumset conjecture). If A C N satisfies

AnA{l,...,N
i sup A0 N

0
N—o00 N

then A contains B+C = {b+c:b € B,c € C}, where B and C are infinite
subsets of N.

Nathanson [Nat80] showed that a set A with positive upper density con-
tains a sum B + C for a set B of positive density and a set C' of any finite
cardinality. More recently, a major breakthrough was made by Di Nasso,
Goldbring, Jin, Leth, Lupini and Mahlburg [DN+15] who employed non-
standard analysis and ideas from ergodic theory to show that a set A C N
with upper density greater than 1/2 contains a sum B + C where B and
C' are infinite sets. As a corollary, derived using Ramsey’s theorem and a
result of Hindman, it follows that if A has positive upper density, then for
some ¢t € N the union AU (A —t) contains a sum B + C where B and C are
infinite sets. Some further progress on a variant of Conjecture 1.1 was also
made in [ACG17].

Main results. The goal of this paper is to verify Conjecture 1.1. In fact
we prove a stronger result. Recall that a Fglner sequence in N is any
sequence ¢: N +— ® of finite, non-empty subsets of N satisfying

(@ +m)Ady|
lim =0
N—o0 |<I)N|
for all m € N. For example, any sequence N — {ay + 1,any +2,...,bx} of

intervals in N with length by — ay tending to infinity is a Fglner sequence.
Given a Fglner sequence ® and a set A C N the quantity



is the upper density of A with respect to ®. If
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exists we denote it by de(A) and call it the density of A with respect
to ®. The following is our main result, which verifies a generalization of
Conjecture 1.1 to Fglner sequences.

Theorem 1.2. For every A C N that satisfies dg(A) > 0 for some Falner
sequence P one can find infinite sets B,C C N with B+ C C A.

In fact, our methods are flexible enough to prove a version of Theorem 1.2
in countable amenable groups. A two-sided Fglner sequence on a discrete
countable group G is any sequence ®: N — @ of finite, non-empty subsets
of G satisfying
PN A (gPn)|

_— e = 1
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(1)

for all ¢ € G. A countable group G is called amenable if and only if it
admits a two-sided Fglner sequence (cf. [Gre69; TW16]). Given a two-sided
Folner sequence ® on G and a set A C GG, the quantity

(2)

exists then we denote it by dg(A) and call it the density of A with respect
to ®.

Theorem 1.3. Let G be a countable group, let ® be a two-sided Fglner
sequence on G and let A C G be such that do(A) > 0. Then there are
infinite sets B,C C G with BC = {bc: b€ B,ce C} C A.

Strategy of the proof. We outline here quite broadly the main ideas
in the proof of Theorem 1.2. We freely make use of terminology which is
only defined later in the paper. In particular, the relevant background on
ultrafilters is given at the beginning of Section 2.



To begin with, we borrow ideas from [DN+15] to show that whenever
one has

Jim dy((A—m) N (A=p)) >0 (3)

for some Fglner sequence ® and some non-principal ultrafilter p, necessarily
A contains a sum B+ C with B, C C N infinite. Here we write A — p for the
set {n € N: A —n € p}. Thus the main part of our proof of Theorem 1.2
consists of finding, for every Fglner sequence ® and every A C N with
de(A) > 0, a non-principal ultrafilter p and a Fglner subsequence ¥ of &
such that (3) is satisfied.

Given f: N — C and m € N, write R™ f for the function n — f(m +n).
If in addition p is an ultrafilter on N we write RP f for the function

n»—>nllir_1>1pf(n+m)

for all n € N. In doing so one can rewrite 14_,, as R™14 and 14_, as RP14.
We can therefore rewrite (3) in the form
lim (R™14, RP14)y >0 (4)
m—p

where, for two bounded functions f,g: N — C, the inner product (-, )y is
defined as

. 1
(fs 9w = A}E}noo@

> f(n)gn).
new N

The utility of ultrafilters in our proof is two-fold. On the one hand,
the language of ultrafilters leads us to (3) and (4), which are similar to
expressions encountered in other problems of additive combinatorics. In
fact, having reduced the proof of Theorem 1.2 to a statement involving the
bilinear functional (f, g) + lim,,_,p(R™f, RPg)y is particularly useful, since
it opens the door for using tools and ideas from functional analysis and
ergodic Ramsey theory. On the other hand, shifts by ultrafilters are more
versatile than shifts by natural numbers, which we exploit at numerous
different places in the proof of Theorem 1.2.

In [DN+15, Theorem 5.5] the language of non-standard analysis was
used to verify (4) when A is “pseudo-random”. Roughly speaking, the set
A is pseudo-random if it is close to independent from most of its shifts. It
is natural to ask [DN+15, Questions 5.6, 5.7] what happens when A is not
pseudo-random. In this case, it is beneficial to employ a decomposition of 1 4
into structured and pseudo-random components. Inspired by the Jacobs—de
Leeuw—Glicksberg splitting on Hilbert spaces [Jac56; LG61], we prove that



14 can always be decomposed as a sum fum + fc of a weak mixing function
fwm and a compact function f.. We think of f,m as being the “pseudo-
random” component of 14 and of f. as the “structured” component of 14.

The decomposition 14 = fum + fc is stable under shifts by m € N in
the sense that R™ fum + R™f. is the decomposition of R™14 = 14_,, into
weak mixing and compact functions. In light of this fact, we can consider
the left hand side of (4) as a sum of two terms, one with R"1,4 replaced
by the weak mixing function R™ fyym, the other with R™1 4 replaced by the
compact function R™ f.:

#}gp(leA, RP1A)wp = 77lligrlr)(R"ﬂ]”\,\,,n, RP14)yw + 77lligrlF)(ij‘"c, RP14)y. (5)

Unfortunately, the decomposition into compact and weak mixing com-
ponents is not stable under shifts by ultrafilters, so we are unable to use
it to understand RP14. For this reason we devise a second splitting whose
interaction with ultrafilters we are able to control. This second splitting
asserts that 14 = fanti + fBes, Where the “structured” component fges is a
Besicovitch almost periodic function, which is a stronger property then be-
ing a compact function, and the complement f,,¢; is characterized by being
orthogonal to e?™" for all § € [0,1), which is a weaker form of “pseudo-
randomness” than weak mixing. It is the specialized nature of fges that
reacts well with ultrafilters.

Applying our second splitting to RP14 in the last term of (5) leaves us
with a sum of the following three terms.

. m p
nlmlinp<R fc: R fBes}\If (6)
nlliinp<Rmfc’ Rpfanti>\1/ (7)
. m p

JLILHP<R Jwm, RP14)w (8)

We show that (8) is zero using the pseudo-randomness of weak mixing.
Positivity of the term (6) follows from the close relationship between fges
and its shifts by ultrafilters. The remaining term, (7), which involves f. and
fanti, is the most delicate. To show it is non-negative we adapt an argument
of Beiglbock [Beill]. All together, this proves that the sum of the three
terms in (6), (7), and (8) is positive, which implies (4).

It is reasonable to ask why we do not apply the splitting fges + fanti tO
both occurrences of 14 in (4). The reason lies in the strength of the pseudo-
randomness that weak mixing provides. We would not be able to handle the
hypothetical term

(Rmfanth RP1A>\I/

lim
m—p



pairing fanti with 14, whereas we are able to handle (8).

Structure of the paper. The purpose of Section 2 is to review the rele-
vant material on ultrafilters and then to prove that (3) implies Theorem 1.2.
In Section 3 we prove our two splitting results. The proof of Theorem 1.2
is concluded in Section 4. In Section 5 we explain the few steps where the
proof of Theorem 1.3 differs from that of Theorem 1.2. Finally, in Section 6
we discuss some relevant open questions.
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2. Ultrafilter reformulation

For the proofs of Theorem 1.2 and Theorem 1.3 we found it crucial to rely
on the theory of ultrafilters, which has proven to be very effective in solving
problems in Ramsey theory in the past. In this section we recall briefly some
of the basic definitions and facts that we will utilize in this paper and then
reduce Theorem 1.2 to a statement of the form (3). Readers in want of a
friendly introduction to ultrafilters may well enjoy [Ber96, Section 3J; for a
comprehensive treatment see [HS12].

An ultrafilter on N is any non-empty collection p of subsets of N that
is closed under finite intersections and supersets and satisfies

Aep <= N\Ad¢p

for every A C N. Given n € N, the collection p, := {A C N:n € A} is an
ultrafilter; ultrafilters of this kind are called principal. We embed N in SN



using the map n — p,. For the existence of non-principal ultrafilters, which
follows from the axiom of choice, see [HS12, Theorem 3.8].

The set of all ultrafilters on N is denoted by SN. Given A C N and
using the above embedding of N in SN, write cl(4) := {p € N : A € p}
for the closure of A in SN. The family {cl(A) : A C N} forms a base for
a topology on SN with respect to which SN is a compact Hausdorff space.
We note that cl(A) Ncl(B) = cl(AN B) for all A, B C N. The map n — p,
embeds N densely in SN. Endowed with this topology, SN can be identified
with the Stone-Cech compactification of N, which means that it has the
following universal property: for any function f: N — K into a compact
Hausdorff space K there is a unique continuous function Sf: SN — K such
that (5f)(pn) = f(n) for all n € N. When no confusion may arise we denote
pn simply by n.

Given a function f: N — K with K a compact Hausdorff space and given
an ultrafilter p € SN, one can characterize (5f)(p) as the unique point x
in K such that, for any neighborhood U of z, the set {n € N: f(n) € U}
belongs to p. For this reason we use the notation

lim f(n) = (5f)(p)-

n—p

Given a set A C N we define
A—p={neN:A-ncp}

for all ultrafilters p on N. Addition on N can be extended to a binary
operation + on SN by
p+q:{ACN:A—q€p}:%1g%m111§qn+m

for all p,q in SN. We remark that despite being represented with the symbol
+, this operation is not commutative. We mention this operation only to
present the following lemma giving a criterion for a set of natural numbers to
contain B + C; it will not be used throughout in the proof of Theorem 1.2.
This lemma was independently discovered by Di Nasso and a proof was
presented in [ACG17, Proposition 3.1].

Lemma 2.1 (cf. Lemma 5.1). Fix A C N. There are non-principal ultrafil-
ters p and q with the property that A € p+q and A € q+ p if and only if
there are infinite sets B,C C N with B+ C C A.

Here is the main theorem of this section, which is inspired by the proof
of [DN+15, Theorem 3.2].



Theorem 2.2. Let A C N. If there exist a Fglner sequence ® in N and a
non-principal ultrafilter p € SN such that dg((A —n) N (A — p)) exists for
alln € N and

Jim da (4~ ) 1 (4= p)) >0 o

then there exist infinite sets B, C C N such that A D B+ C.

The following result of Bergelson [Ber85] will be crucial for the proof of
Theorem 2.2. We present a short proof of it for completeness.

Lemma 2.3 (cf. [Ber85, Theorem 1.1]). Let (X, B, u) be a probability space
and let n — B, be a sequence in B. Assume that there exists ¢ > 0 such
that u(B,) > € for all n € N. Then there exists an injective map o: N — N
such that

[ (B(,(l) - n Bg(n)) >0 (10)
for every n € N.

Proof. The collection F of all finite sets ' C N with the property that
p(Nper Br) = 0is countable, and therefore the union Xo = Upecr(Nper Bn)
has pu(Xo) = 0.

For each N € N let fy == & S0_ 1p,. It is clear that [y fndu > e
for every N € N. By Fatou’s lemma, the function f := limsupy_, ., fn
also satisfies [y fdu > e. Therefore there exists a point z € X\ X, with
f(z) > 0, and in particular the set {n € N:z € B, } is infinite. Let o(n) be
an enumeration of that set.

To show that (10) holds notice that, for every n € N, the set {o(1),...,
o(n)} can not be in F because x € B, (1) N ...N By, but x ¢ Xo. O

Given a Fglner sequence ® on N write M(®) for the set of Radon
probability measures on SN that are weak™ accumulation points of the set
{un : N € N}, where

1
L 5, 11
N oy 2 D)

nedyn

and &, is the unit mass at the principal ultrafilter p,.

Corollary 2.4. Let ® be a Fplner sequence on N and, for each n € N, Iet
A, C N. Assume dg(Ay,) exists for all n € N and that there exists € > 0
such that dg(Ay) > € for all n € N. Then there exists an injective sequence
0: N — N such that

do (Ag(l) n---N Ag(n)) >0

8



for every n € N.

Proof. Let p € M(®) and let B,, = cl(Ay). The set B,, is clopen and the
density of A, along ® exists so u(B,) = de(Ay) for all n € N. Apply
Lemma 2.3 to the probability space (BN, B, u), where B is the Borel o-
algebra on SN, to find an injective map o: N — N such that (10) holds for
every n € N. Since By 1)y N -+ N By = cl(Ay1y) N -+ N Ag(py), this implies

that dg (Aa(l) n---N Aa(n)) > ,u(Bo(l) n---N Ba(n)) > ( as desired. ]

The next proposition, whose statement (and proof) is heavily influenced
by the paper [DN+15], can be seen as an ultrafilter-free version of Theo-
rem 2.2.

Proposition 2.5. Let A C N. If there exist a Folner sequence ® in N, a
set L C N and € > 0 such that dg ((A —m) N L) exists for every m € N, and
for every finite subset F' C L

ﬂ (A—-¢) N {m €N:dp((A—m)NL)> e} is infinite (12)
leF

then there exist infinite sets B, C' such that A D B + C.

Proof. Let Iy C F» C --- be an increasing exhaustion of L by finite subsets.
Construct a sequence n — e, in N of distinct elements such that

en€ () (A—E)ﬂ{mGN:dq>((A—m)ﬁL)>€}
LeFy

for each n € N. This can be done because each of the sets above is infinite
by hypothesis.

In particular dg ((A—e,) N L) > € for all n € N. The Bergelson intersec-
tivity lemma (Corollary 2.4) implies that, for some subsequence n + e, ()
of e the intersection

((A — 60(1)) N L) N---N ((A — eg(n)) N L)

is infinite for all n € N.

Choose b1 € Fy(1) and put j; = 1. Choose ¢1 = €,(1). Thus ¢; € A —by.
Next choose by € (A —c1) N L outside Fy(;) and let j» be minimal with
by € Fa(jz). (In particular by is not equal to b;.) Then choose co = €o(js) €
(A —b1) N (A —by). Continue this process inductively, choosing

bn+1€(A—cl)ﬂ---ﬂ(A—cn)ﬁL:(A—eg(jl))ﬂ---ﬂ(A—ea(jn))ﬂL



outside Fj(; ) and choosing j,+1 minimal with b,41 € Fg(;,,,) and then
choosing

Cntl = €o(jnyq) € (A — bl) N---N (A — bn+1)
which is distinct from ¢y, ..., ¢, because e is injective. Take B = {b, : n €
N} and C = {¢,, : n € N} to conclude the proof. O

The proof of Theorem 2.2 is now quite straightforward.

Proof of Theorem 2.2. Let L=A—p={{eN:A—/€cp} and let

e=limd((A—n)N(A-p))/2

n—p

Then the set {n € N:d((A—n)NL)>e}isin p and hence, for any finite
set ' C L, also the intersection

NA=0 n {meN:do((A=m)NL) > e}
LeF

is in p. Since p is non-principal, this intersection can not be finite. The
desired conclusion now follows from Proposition 2.5. O

In view of Theorem 2.2, the proof of Theorem 1.2 now follows from the
following theorem.

Theorem 2.6. Let A C N and let ® be a Fplner sequence on N with dg(A)
existing. For every € > 0 there exists a Fplner subsequence ¥ of ® and a
non-principal ultrafilter p € SN such that dy((A — m) N (A — p)) exists for
allm € N and

Jim du (A= m) 1 (A=) = du(4)? — e (13)

holds.

Proof of Theorem 1.2 assuming Theorem 2.6. Fix A C N with dg(A) > 0
for some Fglner sequence ®. By passing to a subsequence of & we may
assume that dg(A) is defined and positive. Apply Theorem 2.6 with ¢ =
de(A)%/2. Since dgp(A) = dg(A) for every further subsequence ¥ of ®
the inequality (13) implies the hypothesis (9) of Theorem 2.2, so A indeed
contains B 4+ C for infinite sets B,C C N. O

10



We conclude this section by reformulating Theorem 2.6 in a functional
analytic language as in (4). Given a bounded function f: N — C define, for
all m € N, the shift R f: N — C by

(R™f)(n) = f(n+m)

for all n € N. We extend this to all p € BN by defining the function
RPf: N — C by
(RPf)(n) i= lim f(n+m)

for all n € N. Observe that RP f = R™f for all principal ultrafilters p,,.
Also, the indicator function of the set A — p is the function RP1 4, where 14
is the indicator function of A.

Given a Fglner sequence ® in N and functions f,h: N — C, define the
Besicovitch seminorm of f along ® to be

. 1/2
1flle = (limsup > If(n)|2> (14)

N-oo |ON| S5

and the inner product

. 1
(f, Mo = ]\}glloom

Y. f(n)h(n)

'f'LE@N

whenever the limit exists. Minkowski’s inequality

(Z \f(n)+h(n)\2) < ( > If(n)\g) + ( > Ih(n)\z) (15)

ned N nedn ned

implies that ||f+hlle < || f]le +||h]|e, and hence || - || is indeed a seminorm
on the set of functions f : N — C for which || f|| is finite. The following facts
will be used throughout the paper.

1. If ¥ eventually agrees with a subsequence of ® then || f|y < |/ f||¢ for
all f: N— C;

2. (Cauchy-Schwarz) |(f, h)s| < ||f|lo||h|le whenever (f, h)e exists and
both || f||®, ||h||e are finite.

3. If || f||® is finite then there is a subsequence ¥ of ® such that || f||=z =
| flle for every subsequence = of W.

11



4. If || flle and ||h||e are both finite then there is a subsequence ¥ of ®
such that (f, h)y exists.

The following result, whose proof is given in Section 4 using the material
of Section 3, implies Theorem 2.6 by choosing f = 14.

Theorem 2.7. Let f be a non-negative bounded function on N and let ®
be a Fplner sequence on N such that (1, f)s exists. For every ¢ > 0 there
exists a subsequence ¥ of ® and a non-principal ultrafilter p € SN such that
(R™f, RPf)g exists for all m € N and

(R™f, RPfyy > (1, f)3 — e (16)

lim
m—p

holds.

3. Two decompositions for functions in *(N, @)

In this section we establish several structural results about the space
P(N,®):={f: N=C:|flls < oo}

where || - |¢ is the seminorm defined in (14). In particular, we prove two
ways in which elements of [2(N, ®) can be decomposed into pseudo-random
and structured components. These decomposition theorems will play crucial
roles in the proof of Theorem 2.7.

Related decompositions of functions on N into orthogonal components
have been studied in [HK09] and [Fral5]. However, those decompositions re-
quired some additional regularity on the function being decomposed and do
not apply to all bounded functions on N. Also, similar but more quantitative
decompositions are known for complex-valued functions over finite intervals
{1,...,N} (cf. [GT10]), but they don’t possess qualitative (i.e. infinitary)
analogues for functions over N.

In Section 3.1 we prove a completeness result for the space L*(N, ®).
Then in Section 3.2 we introduce the space Bes(N, ®) of Besicovitch almost
periodic functions along a Fglner sequence ®. Members of Bes(N, @) play the
role of the structured part in our first decomposition result, Theorem 3.6.

Our second splitting, of functions from L1?(N, ®) into compact and weak
mixing functions, is based on the Jacobs—de Leeuw—Glicksberg splitting and
is the topic of Section 3.3.

12



3.1. A completeness lemma for L*(N, ®)

Minkowski’s inequality (15) implies that the space L?(N, ®) is a vector space
over C. However L?(N,®) is not a Hilbert space. Indeed, | - ||¢ is not a
norm: the limit defining the inner product (f, h)s need not exist for all
f,h € (N, ®), and the space [2(N, ®) need not be complete with respect to
Il - [l&. To address the latter issue, we make use of the following proposition.
We say that a sequence j — f; : N — C of functions is Cauchy with respect
to || - | if, for all € > 0, there exists N € N such that for all j,k > N one
has || fi — fyllo < .

Proposition 3.1. Let j — f; be a sequence in L?(N, ®) that is Cauchy with
respect to || - ||¢. Then there exists a subsequence U of ® and f € 1?(N, ¥)
such that || f — fj|le — 0 as j — oo. Moreover, if all the f; take values in
an interval |a,b], then so does f.

Remark 3.2. If the Folner sequence ® satisfies & C $y4q for all N €
N, then one can adapt the proof of [BF45, 11§2] to show that L2(N, ®) is
complete with respect to || - ||, meaning that any sequence of functions in
2(N, @) that is Cauchy with respect to || - ||¢ has a limit in (N, ®). In
particular, in this case it is not necessary to pass to a subsequence of .
We do not pursue this here for two reasons: on the one hand, the proof of
Proposition 3.1 is much shorter. On the other hand, we find it necessary to
pass to subsequences of Fglner sequences frequently for many reasons, so we
see no reason not to do so here as well.

Proof of Proposition 3.1. Since j — f; is Cauchy and all Besicovitch semi-
norms (14) satisfy the triangle inequality, it suffices to find a subsequence
W of @ and a subsequence j — f,(;) such that ||f — fo;)llw — 0as j — oc.
To this end we assume, by passing to a subsequence if necessary, that for
all j € N and all k > j we have ||fx — fj[|% < % In particular, with
C = (|| fi]le + 1)?, the estimate ||fx||2 < C is valid for all k¥ € N. Now, for
every k € N, pick N(k) € N such that N(k + 1) > N(k) for all £ € N and
that, for all N > N(k) and all j € {1,...,k}, one has

G X AP o

ned J ‘(PN‘

> Ifim)? <2c.

nedyn

Also, by further refining the subsequence k — N(k) if necessary, we can

13



assume that

2 .
Py > K max{ > fen) = fitn)[":1<i< k}
for all k£ > 1. Define the Folner sequence ¥ by Wy := @y for all £ € N.
Let Zp = Ups\ (U]kw:_ll \I/k) and set (pr = Uy \Zps, the latter being a
subset of Ui]\ifl W;. Define f: N — C by
0 0, itne¢ U Uk
Z 15 K=1

M=1 fu(n), if M =min{K e N:n e Uy}

for all n € N. By construction, f takes values in an interval [a,b] if all the
functions fis do. Using |z +y|?/2 < |2|? + |y|?, for each j < M € N we have
the estimate

> Z 1fi(n) = f)P < >0 1fin) = fu)P+ D [fu(n) — fF(n)]?
nG\I/M new s neCym
< 2wl S ) - AP
=1 n€e=;

< QI‘IfMl L Pu]
S i
which proves that || f — f;]l¢ < 4/j, which tends to 0 as j — oo. O

We will also make use of the following version of Bessel’s inequality.

Lemma 3.3 (Bessel’s inequality). Let u1,us,... be a sequence in L*(N, ®)
such that ||uj||e =1 for all j € N and (u;, uy)e exists and is 0 for all j # k.
If u € 12(N, ®) is such that (u, u;)e exists for all j € N, then

Z| (u, wj)al” < Ilull3

holds.

Proof. 1t suffices to show that



for every J € N. Fix N € N and write
[f, R f(n
v = \‘I’N!ng{;
for all f,h: N — C. Since [f, f]y >0 for all f: N — C we have

J

0< u—Zuj U, ujN, U — Zuku uk
Jj=1 N

J
9 .
Uln — 22 ’ [u, uj]N‘ + Z [u, gy [, wly [ug, ]y -
j jk=1
Whence

J
QZ ’ [u, ;] |2 < [u, uly + Z [u, ug]y [u, w]y (g, ukly (18)
j= Ji:k=1

holds. Since the u; are pairwise orthogonal,

J

<

lim Z [u, uj]y [u, ur]y [ug, wr]y Z] u, uz]y|” = 0.
N—o0 .
3,k=1 j=1
Taking the limit N — oo in (18) gives (17) as desired. O

3.2. A general splitting technique for |?>(N, ®)

Our first decomposition result involves a notion of almost periodicity in-
troduced over R by Besicovitch in [Bes26]. We refer the reader to [Besb5;
BL85] and the references therein for more on what have become known as
Besicovitch almost periodic functions. Over N they are defined as follows.

Definition 3.4. By a trigonometric polynomial we mean any function
a: N — C of the form

J
_ Z Cj€27r10jn (19)
j=1
for some c¢q,...,c¢; € C and some frequencies 0 < 64,...,0; < 1. A

function f: N — C is Besicovitch almost periodic along @ if, for every
€ > 0, one can find a trigonometric polynomial a with ||f — a|le < €.

Write Bes(N, ®) for the set of all Besicovitch almost periodic functions
along ® and notice that Bes(N,®) C L?(N,®). The notion of pseudo-
randomness complementary to Besicovitch almost periodicity is defined next.
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Definition 3.5. The set Bes(N, ®)* is defined to consist of those functions
f € 3(N, @) such that

for all frequencies 6 € [0, 1).

One can show directly from the definitions that (f, h)e = 0 whenever
f € Bes(N, ®) and h € Bes(N,®)+. Our main focus is the following split-
ting result. Throughout this paper we will use finti to denote elements in
Bes(N, ®)+.

Theorem 3.6. For every Folner sequence ® on N and any f € [2(N, ®)
there is a subsequence ¥ of ® and functions fges € Bes(N, V) and fani €
Bes(N, ¥)* such that f = fges+ fanti- Moreover, fges minimizes the distance
between f and Bes(N, W) in the sense that ||f — fges||w = inf{||f —g|lw : g €
Bes(N, W)}, and if f takes values in an interval [a,b], then so does fges.

Proof. Combine Theorem 3.8 and Theorem 3.9 below. O

Instead of directly proving Theorem 3.6, we establish a general frame-
work for decomposition results in L?(N, ®) that will in particular imply The-
orem 3.6. In fact, Theorem 3.6 follows immediately from combining Theo-
rem 3.8 and Theorem 3.9 below.

Suppose that for every Fglner sequence ® we are given a U(®) of 1?(N, @)
satisfying the following properties:

o U(®) is a vector subspace of L?(N, ®);

o U(®) contains the constant functions and is closed under pointwise
complex conjugation;

o for all u,v € U(®) the inner product (u, v)e exists;

o If u,v € U(®) are real valued, then the function n — max{u(n),v(n)}
is in U(®);

o U(®) is closed with respect to the topology on L?(N, ®) induced by the
semi-norm || - ||3;

o if U eventually agrees with a subsequence of ® then U(¥) D U(®).

16



Call any such assignment U of subspaces to Falner sequences a projection
family. Given a projection family one can consider, for each Fglner sequence
®, the subspace

U@)*F = {v e ®(N,®) : (u, v)g exists and equals 0 for all u € U(®)}

of I>(N, ®). With a view towards proving Theorem 3.6 we first verify that
® — Bes(N, @) is a projection family. The following fact can be viewed as
the one-dimensional case of the von Neumann ergodic theorem; we provide
a short proof for the sake of completeness.

Lemma 3.7. Let 6 € (0,1) and let ® be a Folner sequence. Then

In particular (a, b)e exists for all trigonometric polynomials a and b.

Proof. Let N € N be large and let ex = [(®ny + 1)ADyN|/|®N|, AN =
@ Sneay €7 and By = ﬁ Zneclwﬂ e? % On the one hand |Ay —
By| < en but on the other hand By = €?™ A, which implies that |Ax| <
en/|1 — e?™|. Since ey — 0 we conclude that Ay — 0 as desired.

Now, if @ and b are trigonometric polynomials then so is n — a(n)b(n)

and the limit (a, b)g exists as it is a linear combination of constants and of
limits of the form (20). O

Theorem 3.8. The assignment ® — Bes(N, ®) is a projection family.

Proof. Tt follows from the triangle inequality that Bes(N, ®) is a subspace
of I2(N,®). Since constant functions are trigonometric polynomials, and
since the complex conjugation of a trigonometric polynomial remains such,
it is immediate that Bes(N, ®) contains the constant functions and is closed
under pointwise complex conjugation.

The fact that the space Bes(N,®) is closed with respect to || - ||¢ is
an immediate consequence of the definition of Bes(N, ®) as the closure in
[2(N, @) of the space of trigonometric polynomials with respect to || - |-

Fix now u, v in Bes(N, ®) both real-valued. From the relation

1
max{u,v} = §(u + v+ |u—vl)

and linearity, the fact that max{u,v} belongs to Bes(N,®) would follow
from the knowledge that |w| belongs to Bes(N, ®) whenever w does. That

17



knowledge is the content of [Bes55, Lemma 5° in Chapter II, §5]; see also
[Boh25a; Boh25b]. We give here a proof for completeness. Fix w € Bes(®, N)
and € > 0. Let a be a trigonometric polynomial with ||u — alle < €/2.
The reverse triangle inequality gives |||u| — |a|||le < €/2. Apply the Stone-
Weierstrass theorem to find a polynomial b € C[z] with |b(z) —|z|| < €/2 for
all z < sup{|a(n)| : n € N}. (This is possible because trigonometric polyno-
mials have bounded range.) The trigonometric polynomial n +— b(a(n)) is
then within € of |u| with respect to the || - [[¢ semi-norm.

Next, we prove that (u, v)g exists for any u,v € Bes(N, ®). For this we
use Lemma 3.7 and the inequality

which is true for all u,v,w € [*(N,®) and implies continuity of (-, -)g in
the first variable. Fix u € Bes(®,N) and a trigonometric polynomial a.
Fix a sequence n — b, of trigonometric polynomials converging to u with
respect to || - ||¢. The sequence n — b, is Cauchy for || - ||¢ so n +— (b,, a)e
is Cauchy by the Cauchy-Schwarz inequality. Denote by « its limit. The
above inequality implies that (u, a)e = a.

A similar inequality gives continuity of the form (-, )¢ in the second
variable, and the above argument can be repeated to prove that if u,v €
Bes(N, @) and ¢, are trigonometric polynomials converging to v with respect
to || - ||l then (u, v)g is the limit of the Cauchy sequence n — (u, ¢,)o.

Lastly, since ||f|lw < [|f|l¢ for all f : N — C whenever ¥ eventually
agrees with a subsequence of @, it is immediate that Bes(¥,N) D Bes(®,N)
whenever ¥ eventually agrees with a subsequence of ®. O

In view of Theorem 3.8, the following general decomposition result ex-
tends Theorem 3.6.

Theorem 3.9. Let U be a projection family and let ® be a Fglner sequence.
For every f € 1?(N,®) there exists a subsequence W of ® and there is
fu € U(¥) such that:

L f—fueU(P)",

2. fv minimizes the distance between f and U(¥) in the sense that || f —
folle = inf{[|f —gllw : g € U(P)},
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3. if f takes values in an interval [a,b] then fy takes values in [a,b].

Theorem 3.9 would be immediate if Lz(N, ®) were a Hilbert space and
U(®) were a closed subspace, because then one could simply define fy; as
the orthogonal projection of f onto U(®). However, [?(N, ®) is not a Hilbert
space, which requires us to overcome some difficulties. In particular, it is
problematic that (f, u)s may not exist for all u € U(®). The following
technical lemma offers a way around this issue.

Lemma 3.10. Let U be a projection family and let ® be a Fuolner sequence.
For every f € 1?(N, ®) there exists a subsequence W of ® such that the inner
product (f, u)y exists whenever u € U(WV).

Proof. Fix f € 2(N, ®). We start with an inductive construction. Put ug =
0 and ®© := ®. Certainly ug € U(®©) and (f, ug)g exists. Suppose
for some k£ € N that we have defined functions ug,...,ug_1 € U(<I>(k*1))
and a Folner sequences ®@ ... ®* =1 each a subsequence of the previous
one, such that (f, u;)gw-1) exists for all 0 < ¢ < k — 1. For each Fglner
subsequence @ of 1) let

Op-1(®") = {u e UP) : (u, uj)er =0, Vi € {0,...,k—1}}

which is a linear subspace of U(®’) that contains the constant functions.

We now distinguish two cases depending on whether or not there are a
subsequence @ of ®* 1) and a member u of Oy_1(®') with ||u||¢ # 0.

In the first case we assume, for every subsequence ®' of ®*=1)  that
every u € U(®') satisfying (u, u;)¢s for all 0 < ¢ < k — 1 has the property
||u||gr = 0. If this happens we terminate our inductive construction, the re-
sult being a Folner sequence ®*~1) and a collection uy, . . . , uz_1 of members
of U(®* 1) such that (f, u;)gum-1) exists for all 0 <i < k — 1.

We claim in this first case that the conclusion of the lemma is true with
¥ = o1, Fix u € U(¥). The function

k—1
v=u— Zul<u, U )y
=0
belongs to Ok_l(\ll) and therefore has a || - ||y norm of zero. It follows that
f(n
|‘1’N\ ngq,:N

|\11N\ 2 fn Z |\1,N, > fui(n)(u, wi)e

newy newvy
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converges as N — oo as desired.
In the second case we assume there is a subsequence ' of ®*~1) and a
member u of Og_1(®’) with ||u||¢: # 0. If this happens then the set

@' is a Folner subsequence of Pk=1)
Qr = [{f; Waer| 1 u € Op_1(®) with [Jufler =1
(f, u)g: exists

is non-empty. Indeed if, for some subsequence ® of ®*~1  one can find
some member u of Og_1(®") with [jull¢r # 0, note that u/||u| belongs to
Ok—1(E) for every subsequence E of ® and that (f, u)z will exist for a
suitable choice of =.

Write 0y, for the supremum of @, which will be at most || f||¢ by Cauchy-
Schwarz. Choose a Folner subsequence ®*) of ®*—1) and v, € Ok,_l((p(’f))
with [Jug||ee) = 1 such that (f, ug)eu exists and [(f, wk)pmw| > 0k — 3.
Then (f, ui)gm exists for all 0 <i < k.

This concludes the consideration of the second case, and the inductive
construction. If, at any stage, we find ourselves in the first case discussed
above then the proof is complete. We therefore find ourselves with a se-
quence ug, u1, . .. of functions, a sequence ®©, &) of Fglner sequences,
and a sequence 01, 03, ... of suprema, as described in the second case.

Define Wy = (I)S\][V). The sequence ¥ is a subsequence of ®1) and is
therefore itself a Folner sequence. We claim that for every u € U(¥) the
inner product (f, u)y exists. More precisely, we claim that

oo

(f, wyw =D _(f, w)wlu, ui)e.

i=1

Note that the terms in the above series are well defined, since (u, u;)y exists
because u,u; € U(V) and (f, w;)y exists by construction of ¥. Moreover,
this series is absolutely convergent, because Lemma 3.3 implies that the
sequences i +— (f, u;)y and i+ (u, u;)g are in £2(N).
For each k € N, define
k—1

Vg = U — Z wi{u, i)y

i=1
and observe that vy € O_1(¥) and that ||vg||w < ||u|lw. Therefore

o0

lim sup L Z f(n)W—ZOﬂ ui)w (U, ui)w

ne\I/N =1

20



< limsup|—— S F)o(m)| + [SF whelu wye
Noo |[¥ |n6‘1/N i=k
< Ollvelle + D v elu, uiwl
i=k

It thus suffices to show that §; — 0 as k — oco. But by Lemma 3.3, we
get

1F1% = ST wdel? > S (6 — 2)°
k=1 k=1

and since f € [2(N, ®), the series converges, which implies that indeed &, —
0 as k — oo. O

Proof of Theorem 8.9. As guaranteed by Lemma 3.10, let ¥ be a Fglner
subsequence of ® such that for every w € U(¥) the limit (f, w)y exists.
Define

§ = inf {||f —ul|3 : v € U(P)}.

For each k € N choose u; € U(¥) with ||f —ugl|3, < 6+ 1.
If f takes values in [a, b], then we can replace uy with the function

a, if Rug(n) < a,
v i Rug(n), if a < Rug(n) < b,
b, if Rug(n) > b,

where Rz denotes the real part of a complex number z. Indeed, it is clear
that ||f — vll3 < ||f — ukll} < &+ 7. On the other hand, since U(¥) con-
tains constants, is closed under pointwise complex conjugation, and under
taking the pointwise maximum, and therefore also under taking the point-
wise minimum, the function vy still belongs to U(W¥). Therefore we can
assume without loss of generality that when f takes values in [a, b], then so
do the functions wuy.

Next, an application of the parallelogram law to the vectors f — u; and
f—uy, shows that |Ju; —ug |3 < %%—%, which implies that (u)gen is a Cauchy
sequence with respect to || - ||g. Using Proposition 3.1 and by refining ¥ if
necessary, we can find fi; € 1>(N, ¥) such that limg_,o0 || fr —uz||w = 0. If f
takes values in [a, b] (and hence so do all the ug), then fir also takes values in
[a, b]. Since U(¥) is closed, it follows that fiy belongs to U (V). Minkowski’s
inequality implies that ||f — fu||% = d. In particular, fy minimizes the
distance between f and U(¥).

21



Write h = f — fy. We claim that h belongs to U(¥)*. First note that
(h, u)g exists for all u € U(¥) because both (f, u)y and (fr, u)y exist.
Next, fix u € U(V) with ||u|lg <1 and define I := (h, u)y. We have

2
Hh - I“H\p

—imL )2 = h(n)ITu(n) — h(n)Iu(n 2u(n)|?
_NI%O\‘I’N!%%:NW )7 = h(n)Iu(n) — h(n)Iu(n) + [I|"|u(n)|

<[l = 11172 = [lul3)-

§ — |I|2. Therefore

Since |lul|% < 1 and ||h||3 = J, we conclude that [|h]|3, — |I|*(2 — [|u||3) <

2
o= Tulf <6 |12 (21)
On the other hand, h — Iu = f — (fy + Iu) and fy + Iu € U(¥). So
Ih = Tully, > 4. (22)
Combining (21) and (22) proves that I = 0. O

Remark 3.11. Under the assumptions of Theorem 3.9, the function fy €
U(V) is unique in the following two senses:

(a) If f{, € U(V) is such that f — f{, € U(¥)* then ||fu — f{;|lw = 0.

(b) If f{; € U(¥) also minimizes the distance between f and U(¥) (i.e.
If = fulle = inf{[|lf = gllw : g € U(P)}), then [|fu — fllw = 0.

In the second half of the proof of Theorem 3.9 we show that a function
fi € U(¥) that minimizes the distance between f and U(¥) must satisfy
f — f{; € U(¥)%; therefore part (b) follows from part (a).

To verify part (a), note that f — fu, f — fi; € U(¥)* implies that fi —
fl; € U)*L, while fy, f{; € U(¥) implies that fy — f{;, and therefore
Ifv = f6l1? = {fv = fir, fu = fi;) =0.

We conclude this subsection with a small detour on the further applica-
bility of Theorem 3.9; this remarks are unrelated to the proof of Theorem 1.2.

By a nilsystem we mean a pair (G/I',g) where G is a nilpotent Lie
group, I is a discrete, co-compact subgroup of G, and g € G acts on G/T" by
left multiplication. A function a: N — C is a basic nilsequence if there
exists a nilsystem (G/I', g) and a continuous function F': G/I' — C such that
a(n) = F(g"T"). Call a function f € I?(N,®) a Besicovitch nilsequence
along & if for every € > 0 there exists a basic nilsequence ao: N — C such
that ||f — alle <e.
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Denote by U(®) the family of all Besicovitch nilsequences with respect
to ®. Since the Cesaro average of a basic nilsequence along any Fglner
sequence exists (cf. [Lei05]) one can easily adapt the proof of Theorem 3.8
to show that the assignment ® — U(®) is a projection family.

A function f: N — C is a good weight for the polynomial multiple
ergodic theorem if, for every probability space (X, B, 1) and any commuting,

measure-preserving transformations 77, ...,T,: X — X the quantity
li Tpl n)h Tpk(n)h d
N oo |\1/N\n§ fu(n ke TRCH

exists and equals

lim TPy TP dp
N—o0 ‘\I’N| nez\II:N k

for any polynomials py,...,px € Z[z] and any hy, ..., hx € (X, B, p).
Combining the fact that U(®) is a projection family with Theorem 3.9
and [Fral5, Theorem 1.2] we deduce the following result.

Theorem 3.12. Let ® be a Falner sequence on N and let f € L3(N, ®).
Then there exists a subsequence ¥ of ® and a decomposition f = fuoi + fw
such that f; is a Besicovitch nilsequence with respect to ¥ and f,, is a good
weight for the polynomial multiple ergodic theorem.

3.3. A version of the Jacobs—de Leeuw—Glicksberg splitting for
L*(N, @)

The second decomposition theorem that we use in the proof of Theorem 2.7,
which represents 14 as a sum of a weak mixing function and a compact func-
tion, can be viewed as a discrete version of the Jacobs—de Leeuw—Glicksberg
splitting on Hilbert spaces. After recalling this splitting and introducing
versions of weak mixing and compactness for functions in L?(N, ®) we prove
the main result of this section, Theorem 3.22.

Fix an isometry U on a Hilbert space (42, || - ||.#).

Definition 3.13. An element z € . is compact if {U"z : n € N} is a
pre-compact subset of (7, |- || »). Equivalently, x is compact if for all € > 0
there exists K € N such that

min{||Umz — Urz||»: 1<k <K} <e

for all m € N.
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Definition 3.14. An element x € J7 is called weak mixing if for all e > 0
and all y € 7 the set {n € N: |[(U"z, y)| > €} has zero density with respect
to every Fglner sequence on N.

The set of all compact elements in .77, denoted %, is a closed and
U invariant subspace of 7, as is the set %, of weak mixing elements.
The principle that 57 splits into the direct sum of J#& and &, traces
back as far as the works of Koopman and von Neumann [KN32] (see also
[Ber96, Theorem 2.3]) and was later pushed to greater generality by work of
Jacobs [Jach6] and de Leeuw, Glicksberg [LG61] (see also [Kre85, Chapter
2.4] and [Eis+15, Example 16.25]).

Theorem 3.15 (The Jacobs-de Leeuw-Glicksberg splitting). Let U be an
isometry on a Hilbert space 5. Then ¢ and F¢,m are orthogonal spaces
and J = H. D Hym. In particular, for any x € ¢ there exist x. € ¢ and
Twm € Houm such that x = Tc + Tym-

Let us introduce now the analogous notions of compact and weak mixing
for elements in L?(N,®). Recall that, given f: N — C, we write R™f for
the function n + f(m +n). One should think of R! acting on *(N, ®) as
playing the role of the isometry U on % in Theorem 3.15.

Definition 3.16. A function f € [2(N, ®) is compact along ® if, for every
€ > 0, one can find K € N such that

min{|[R™"f —RFflle : 1<k <K} <e
for all m € N.

Observe that any trigonometric polynomial is compact along any ®.
Since compact functions form a closed subset of I2(N, ®), every f € Bes(N, ®)
is compact along ®. We remark that one can show the set of functions com-
pact along @ is in fact a subspace of L?(N, ®).

Definition 3.17. A function f € [2(N, ®) is weak mixing along & if, for
every bounded function h: N — C and every subsequence ¥ of ® such that
(R™f, h)y exists for all n € N, one has

aq,({n eN: |[(R'f, hyg| > e}) -0
for all € > 0.

Lemma 3.18. If f € I?(N, ®) is weak mixing along ® then

lm L ST [(RMS byl =0

N—oco |‘1/N| new N
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for all subsequences ¥ of ® and all h € 1?(N, V) such that (R"f, h)y exists
for all n € N.

Proof. Fix f € I2(N,C) that is weak mixing along ®. Fix also a subsequence
U of ® and h € L?(N, V) such that (R"f, h)y exists for all n € N. The
sequence a(n) = (R™f, h)y is bounded. The implication (iz) = (i) of
[Wal82, Theorem 1.20] and its proof are valid for averages along any Fglner
sequence. But (i¢) therein follows from our hypothesis on f. O

Lemma 3.19. Let ® be a Falner sequence and let f,h € |2(N, ®) be com-
pact and weak mixing along ®, respectively. Then (f, h)e = 0.

Proof. If ||flle = 0 or ||h|le = O then the result follows from Cauchy-
Schwarz. Otherwise, choose a subsequence ¥ of ® such that (f, h)y exists.
Passing to a further subsequence if needed, we will also assume that all the
inner products (R"f, R™h)y exist. After scaling if needed, we will further
assume that || f|ly = ||kl = 1.

Fix e > 0 and choose K so that for every m € N, thereissome 1 < k < K
with [[R™f — REf||¢ < €. Therefore

K
[(f, Byw| = [(R™f, R™h)y| < e+ [(R*f, R"h)w| <e+ > [(R*f, R™h)y]
k=1

holds. Since h is weak mixing, we conclude that

K 1

(f, h)\If|§6+Zlimsup7 Z |<R’ff7 R™h)y| = e

k=1 N—roo |‘1}N‘m€\IIN

via Lemma 3.18. Since € was arbitrary, we obtain (f, h)y = 0. Since we
chose ¥ as an arbitrary subsequence of ® for which all (R”f, R™h)y exist,
it follows that (f, h)e = 0. O

Any Besicovitch almost periodic function is compact and therefore, if h

is weak mixing along ®, then (h, f)s = 0 for all f € Bes(N, ®) and hence
h € Bes(N, ®)+.
Remark 3.20. The condition of a function f being weak mixing is very
similar to the condition that the Host-Kra local seminorm || f||s 2 of f equals
0 in the sense of [HK09, Definition 2.3]. We stress that this is weaker than
the uniformity seminorm || f||¢;(2) of f equaling 0 in the sense of [HKO09,
Definition 2.6]. In fact, [HK09, Corollary 2.18] implies that || f||¢72) = 0 is
equivalent to f € Bes(N, ®)* for every Falner sequence ®.
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As the following example shows (see also the example in [HK09, Section
2.4.3]) there are functions in Bes(N, ®)* which are compact.

Example 3.21. We will now construct a bounded function f: N — C and
a Fglner sequence ® such that f is simultaneously compact along ® and a
member of Bes(N,®)+. Let k + N, be an increasing sequence of natural
numbers with Ny_1 /N — 0 as k — co. Assume f has already been defined
on the interval [1, Ni). Then we define f on the interval [Ny, Ni11) by

(-1, ifne [Nk, L%J)
f(n) =

—(=1)", ifne [LNk;lJka-ﬁ-l)

for all N < n < Ngy1. Also, let ® denote the Fglner sequence given by
@, == [1,Ng] for all k € N. Tt is then easy to verify that || T2f — f|l¢ = 0
and hence f is compact with respect to ®. However, using Lemma 3.7 when
0 # % and direct calculation when 6 = %, one can show that (f, eg)e = 0
for all § € T, where eg(n) == > which implies that f € Bes(N, ®)'.

Our second splitting theorem is as follows.

Theorem 3.22. For every f € |?(N, ®) there is a subsequence ¥ of ® and
functions fc, fum € (N, W) with f. compact along ¥, fuym weak mixing
along ¥, and f = fc + fum. Moreover, if f is real-valued with a < f <'b for
some a < b then f. is real-valued and satisfies a < f. < b.

Remark 3.23. The conclusion of Theorem 3.22 is similar to that of Theo-
rem 3.9. We remark that, in fact, fc minimizes the distance between f and
the closed subspace of compact functions in L?(N, ®) but will not make use
of this. It is also true that f. can be shown to be unique in the sense of
parts (a) and (b) of Remark 3.11.

The proof of Theorem 3.22 requires some lemmas, the first of which is
essentially [Fur81, Lemma 4.23]. Recall that a triple (X, , T) is a measure
preserving system if X is a compact space equipped with a Borel prob-
ability measure p and T': X — X is a measurable map that preserves pu.
Given a measure preserving system (X, u,T’) one can consider the Hilbert
space L?(X, 1) whose norm is denoted || -||,. The map T induces an isometry
U on 1?(X, ) defined by Uf = foT for all f € 1?(X,pu).

Lemma 3.24. Let (X, u,T) be a measure preserving system. For the isom-
etry Uf = foT of the Hilbert space |>(X, u) the constant functions are
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compact, |¢| is compact whenever ¢ is, and both min{¢, ¥} and max{¢,v}
are compact whenever ¢, are compact and real-valued.

Proof. Since the constant functions are fixed points of U they certainly sat-
isfy Definition 3.13. The reverse triangle inequality gives

U™ (gl = UE(leDI = /X 6(T™2)] — 6(T5)||” dp)
< [ [o(rma) — (T dute) = U(6) - V(@)1

so compactness of ¢ implies compactness of |¢|. For the last claim write

¢+ —[p— 1| ¢+ + o —1|
2 2

min{¢, 1} = and max{¢,} =

pointwise. [

Corollary 3.25. Under the hypothesis of Lemma 3.24 if a < ¢ < b for
some a < b then a < ¢ < b.

Proof. Since ¢ is the orthogonal projection of ¢ on J# it is characterized as
the unique element of 7 closest to ¢. Since the real part of ¢ is compact
and at least as close to ¢ as ¢ is, it must be the case that ¢ is real-valued.
Since min{¢c, b} is compact and at least as close to ¢ as ¢ is, we must have
¢c < b. A similar argument proves that a < ¢c. O

The next lemma, which realizes an arbitrary bounded sequence as a
continuous function evaluated along the orbit of a point in a transitive
topological dynamical system, can be seen as a version of the Furstenberg
correspondence principle [Fur81, Lemma 3.17]. In fact, it allows one to re-
alize a countable collection of bounded sequences with the help of the same
transitive topological dynamical system; in this strengthened form it will
contribute to the proof of Theorem 4.15 below.

Lemma 3.26. Let J be a finite or countably infinite set and let {a; : i € J}
be a collection of bounded functions from N to C. Then there exists a
compact metric space X , a continuous map S: X — X, functions F; € C(X)
for each i € J, and a point x € X with a dense orbit under S such that

ai(n) = F;(S"x) Vn e N, Vie J (23)
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Proof. Let D; C C be a compact set containing the image of a;. The space

Y = H D?U{O}
ieJ

is a countable product of compact metric spaces and therefore a compact

metric space itself. We can identify Y with the collection of all sequences

y: J x (NU{0}) — C that satisfy y(i,n) € D; for all n € NU{0} and i € J.
Given a point y € Y we define S(y) as

(Sy)(ia n) - y(ia n+ 1)

which gives a continuous map S : Y — Y. Let x be the point z(i,n) = a;(n)
and let X be the orbit closure of x under the action of S. Then X is a
compact metric space. Moreover, if we define F;(y) := y(i,0) then (23) is
satisfied. O

We are finally ready to prove Theorem 3.22.

Proof of Theorem 3.22. We will first deal with the case where f € 2(N, ®)
is bounded and then derive from it the general case.

Using Lemma 3.26 we can find a compact metric space X, a continuous
map S: X — X, a function F' € C(X) and a point z € X with a dense orbit
under S such that F(S"(z)) = f(n) for all n € N. Since X is a compact
metric space, we can find (using eg. [Gla03, Theorem A.4]) a subsequence
¥ of ® such that the measures

Z 55”:1:

nE\IlN

weak® converge to an S invariant Borel probability measure 4 on X. We
therefore have a measure preserving system (X, 4, S). The transformation S
induces an isometry U on the Hilbert space 12(X, u) via U(H) = H oS for
all H € 1’(X,pu). Let F = F. + F,m be the Jacobs-de Leeuw—Glicksberg
decomposition of F' given by Theorem 3.15.

Next for each j € N, let H; € C(X) be such that || F. — Hj|, < 1/j. Let
h;j(n) = Hj(S"x) for all n € N and observe that

I — hel|3, —hmsup Z |H,;(S™x) HZ(S”JJ)‘2

= [\ Ho? & = |11, — Hi,
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which implies, in particular, that j — h; is a Cauchy sequence in L?(N, ¥).
Using Proposition 3.1, after refining ¥ if necessary, we can find a function
fe € B(N,¥) such that ||h; — fe/lw — 0 as j — oco. We also define fim to
be f — fe.
To show that f. is compact along W, fix € > 0 and let K € N be such
that
min {||S™F. —SFF|[,: 1<k <K} <e

for every m € N. Then, taking j > 1/e large enough so that ||h; — fc|lw <€,
we have

IR™ fe = R¥ fellw < [IR™h; — R*hj|lw + 2¢
= ||S™H; — S*H||, + 2¢
< ||S™Fe — SPFe|, + 4e,

and hence min {|R™f. — RFfc|ly : 1 < k < K} < 5e. If f takes values in
[a, b] then so does F'. By Corollary 3.25 it follows that F¢ also takes values
in [a,b]. In this case, we can choose H; to take values in [a, b] and hence h;
takes values in [a, b] for every j € N. Finally, since fc is the limit of h; as
j — 00, we have from Proposition 3.1 that it takes values in [a, b] too.

To prove that fum is weak mixing along ¥, let h: N — C be bounded and
let ¥’ be a Fglner subsequence of ¥ such that the correlations (R™f, h)g
exist for every n € N. Using Lemma 3.26 again, we can find another compact
metric space X, a continuous map S: X — X, a function F € C(X) and a
point Z € X with a dense orbit under S such that F(S"(z)) = h(n) for all
n € N.

Let Z C X x X be the orbit closure of (2,%) under S x S. Since Z is
a compact metric space, we can find a subsequence ¥” of ¥’ such that the
measures

d(5x5)n
\IJGH ezq,// (SxS)"(z,%)

converge in the weak® topology to an invariant probability measure v on Z.
For all € > 0, if j is sufficiently large, then

[(R™ fum, lpwe | < [(R™(f = hy), h)wr| + €

1 -
= lim f—h- n+m)h(n)| +e€
1 = =n
=| lim F— H)(S")F(S %) + €
g |n§”< (ST F(ET)
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/Z(s x §)"((F — H)) © 1)(1® F)dv| + ¢

< + 2e.

/Z(S x S)™(Fam ® 1)(1 ® F) dv

For every ¢ € C(X) and every 1) € C(X) we have

[(Fum ® 1, ¢ @ 9),| < [(Fam, ¢)ul sup [¢(z)]
zeX

which implies Fyym ® 1 in 1?(Z,v) is a weak mixing function. This implies
that the set
> e}

has zero density with respect to every Fglner sequence. Hence the set

{n €N [(R" fum, )| > 3¢}

{nGN:

/Z(S x S)™(Fum ® 1)(1 @ F) dv

has zero density with respect to every Fglner sequence, finishing the proof
in the case f is bounded.

Finally, we deal with the case where f is not necessarily bounded. Sup-
pose f € L?(N,®) is arbitrary and let j fj be a sequence of bounded
functions such that ||f — f;|l¢ — 0 as j — co. Define ¥(®) := &. For every
J € N, apply the decomposition to f; to obtain a Fglner sequence W), which
is a subsequence of ¥~ and a decomposition fi = fjc+ fiwm, where f;
is compact along ¥\ and fjwm is weak mixing along v,

Define ¥ as Uy = \I/S\],V) for all N € N. Then, for every j € N, since ¥ is
eventually a Fglner subsequence of U(), the function fjc is compact along ¥
and the function f;wm is weak mixing along W. In particular (fjc, fowm)w =
0 for every j, ¢ and hence || fj — fol|3, = || fic— fecll% +1 fjwm— fewm||%- Since
j — fj is a Cauchy sequence with respect to ® (and hence with respect to
V), it follows that j — f;c is also a Cauchy sequence with respect to V.
Using Proposition 3.1, and after refining W if needed, we can find a function
fe in L2(N, ) such that ||fjc — fcllw — 0 as j — oo. It follows that fc
is compact with respect to W. Then let fum = f — fc and observe that
| fom — fjwml|lw — 0 as j — oo, which implies that fum is weak mixing. [J

4. Proof of Theorem 2.7

In Section 2 we reduced the proof of Theorem 1.2 to Theorem 2.7. In this
section we use the splittings coming from Theorems 3.6 and 3.22 of Section 3
to finish the proof of Theorem 2.7.
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The main result of this section is the following theorem, which gives us
an ultrafilter satisfying several convenient properties.

Theorem 4.1. Fix ¢ > 0 and a Fuplner sequence ® on N. Given fges €
Bes(N, ®) bounded and non-negative, fani € Bes(N, ®)+ bounded and real-
valued, and f. € |2(N, ®) bounded, non-negative and compact along ®, one
can find a subsequence ¥ of ® and an ultrafilter p € SN such that:

Ul. dy(E) >0 for all E € p;

U2. {neN:|R"fc— fcllv < §} € p;
U3. |RPfges — [Besllw < §;

U4. (fc, RPfanti)w Is non-negative.

The proof of Theorem 4.1 is given in Section 4.1. For now we show how,
together with the decompositions provided by Theorems 3.6 and 3.22, it
implies Theorem 2.7.

Proof of Theorem 2.7 assuming Theorem 4.1. Fix a bounded, non-negative
function f: N — R and a Fplner sequence ® on N with (1, f)g existing.
The statement is trivial if ||f||le = 0, so let us assume that || f||e > 0. Fix
also € > 0. Our goal is to find a subsequence ¥ of ® and a non-principal
ultrafilter p € SN such that

lim (R"f, RPf)u > (1, f)§ — e

holds.

Apply Theorem 3.6 and Theorem 3.22 to obtain, after passing to a sub-
sequence W of ®, decompositions f = fges + fanti and f = fc + fum. Since f
is bounded and non-negative, according to the second part of Theorem 3.22,
the function f. is also bounded and non-negative. Similarly, fges is bounded
and real-valued as well. Since fanti = f — fc, it also follows that fainy is
bounded and real-valued, which is another fact that we will use later in the
proof. In fact, after passing to a subsequence of U if necessary, all of || fc||w,
| fBesllws || fwml|lw and || fanti]]w are at most || f||g by orthogonality and the
Pythagoras theorem.

Next we can apply Theorem 4.1 with €/ f||¢ in place of € to get a finer
subsequence ¥ and an ultrafilter p satisfying U1 through U4 with €/|| f||¢ in
place of e. Finally, pass once more to a subsequence of W such that the inner

products (fe, fes)w; (R" fum, RPf)w, (R"fc, RPfges)w and (R™ fc, RP fanti)w
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exist for all n € NU{0}. Note that RP fges and RP f,nti are well defined since
fBes and fanti are bounded.
We then have

<Rnf7 Rpf>‘ll = <Rnfwm> Rpf>‘1/ + <RnfCa Rpres>\I! + <RnfC7 Rpfanti>\1/
for all n € N. We claim that

i n p —

}LILI})<R fwma R f>\I/ =0 (24)
}LiLT%)<Rnfca Rpfanti>lI/ > —§ (25)
lim (R" fe, R® fies)w > (1, f)§ — 5 (26)

are all true for our choice of p. Once (24), (25) and (26) have been estab-
lished, (16) follows immediately and the proof is complete.

Let us first show (24). Since fum is weak mixing along ¥, we have, for
every 6 > 0, that the set {n € N : [(R" fum, RPf)w| > d} has zero density
with respect to W. It therefore does not belong to p by Ul. It follows that
{n € N:|(R" fum, RPf)w| < 0} belongs to p for all § > 0 giving (24).

For the proof of (25) note that

71111{})<Rnfca Rpfanti>\ll Z <fc: Rpfanti>\ll - § (27)
in light of U2 because of

’<Rnfc - fCa Rpfanti>‘lf‘ < ||Rnfc - fCH\I/Hfanti”\I/ < HRnfc - fCH‘1/||f||<I>

by Cauchy-Schwarz. Thus (25) follows from (27) and U4.
Utilizing U2 once more this time combined with

[(R"fe = fe, RPfes)w| < [R"fe = fellwll faesllw < IR"fe — fellwllfllo

via a similar application of Cauchy-Schwarz, we see that

<fC7 Rpres>\I! > <17 f>%11 - % (28)

implies (26). To prove (28) use U3 and Cauchy-Schwarz once more to
establish

<fc7 Rpres>\I/ > <fc, fBes>\IJ —%

and then we observe that (fc, fBes)v = ||f|3es||\21, + (fc — fBess [Bes)w. Since
fe—fBes = fanti— fuwm and every weak mixing function belongs to Bes(N, ¥)+,
it follows that <fc — [Bes> fBes>\Il = <fanti — fwm, fBes>\Il = 0 and hence
(fe, fBes)w = |/ fesl|3. Finally, we apply the Cauchy-Schwarz inequality
to deduce that ||fBes|]?I, > (1, fBeS>%I, and, using (1, fanti)w = 0, we get

(1, fees)% = (1, f)%. This implies (28) and finishes the proof. O
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4.1. Proof of Theorem 4.1
We begin with some preparatory definitions.

Definition 4.2. Given a Fglner sequence ® on N we say an ultrafilter p is
® essential if do(FE) > 0 for every E € p. Write Ess(®) for the set of ®
essential ultrafilters on N.

Observe that property Ul in Theorem 4.1 means exactly that p is a ¥
essential ultrafilter.
Recall from Section 2 the definition of M(®).

Definition 4.3. A Borel measurable property of ultrafilters is said to hold
® almost everywhere if the set of ultrafilters p with the property has full
measure with respect to every u € M(®).

Lemma 4.4. Let ® be a Folner sequence on N. Then ® almost every p
belongs to Ess(®).

Proof. First, observe that

Ess(®) = (1 d(N\E) =N\ U

ECN:dg(E)=0 ECN:dg(E)=0

so that it is a closed set (and hence Borel). Fix pu € M(®). We claim
that the support of p is contained in Ess(®). Since p is Radon this implies
p(Ess(®)) = 1 as desired.

To prove the claim, fix p € SN\Ess(®). We need to show that there
exists an open set U C SN containing p such that u(U) = 0. But since
p € BN\Ess(®), there exists E C N with de(FE) = 0 and p € cl(E). The
set cl(E) is then an open subset of SN containing p and with p(cl(E)) <
do(E) = 0. O

Definition 4.5. A Bohr set on N is any set of the form a~!(U) where a is
a homomorphism from N into a compact metrizable abelian group K and U
is a non-empty open subset of K whose topological boundary 0U has zero

Haar measure. A Bohr set is a Bohrg set if U contains the identity element
of K.

There are various minor variations on the definition of Bohr sets appear-
ing in the literature. For example, sometimes authors restrict attention to
the case where K is a product of finitely many copies of the circle group
and U is a product of arcs. Alternatively, one could define Bohr sets and
Bohrg sets with the help of the Bohr topology on the integers, which is the
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topology induced by the embedding of Z into its Bohr compactification (cf.
[Ruz82], [BFW06, Section 1] and [HK11]). Definition 4.5 is the most conve-
nient for our needs because with it the following lemmas are straightforward
to prove.

Lemma 4.6. If A and B are Bohr sets then so is AN B.

Proof. Write A=a"*(U) and B=0b"%V) where a: N - K and b: N — L
are homomorphisms to compact metrizable topological groups K and L
respectively. Then AN B = ¢ 1 (U x V) where ¢ : N — K x L is the
homomorphism ¢(n) = (a(n), b(n)). O

The following lemma is folklore; we reproduce a short proof from [GKR18,
Lemma 2.7].

Lemma 4.7. Let a : N = G be a homomorphism from N to a compact
abelian topological group GG. Then the closure of the image of a is a subgroup
of G.

Proof. Define S := {a(n) : n € N} and

H = {a(n) :n e N}U{0}U{—a(n) : n € N}.

We have to show that S = H. Define A = ycy{a(n):n > N}. Since
A is the intersection of a nested family of non-empty compact sets, it is
non-empty. Pick any x € A. Since A is H-invariant, we have H +x C A
and hence A = H. But A C S, which now implies H C S. O

Lemma 4.8. If B C N is a Bohr set then for every Folner sequence ® its
indicator function 1 is in Bes(N, ®) and dg(B) > 0. In fact, if B = a=1(U)
then do(B) = m(U) where m is Haar measure on the implicit compact
metrizable group K.

Proof. Let K be a compact abelian group, let a: N — K be a homomor-
phism and let U C K be an open set with zero measure boundary and such
that B = a~!(U). Replacing K with the closure a(N) we can assume that
a has a dense image.

For each N € N let py be the probability measure on K obtained as the
average of the Dirac point masses at the points {a(n) : n € ®y}. Since ®
is a Folner sequence, any weak* limit point p of (un)nen is invariant under
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a(N). By Lemma 4.7 it follows that ;4 = m is the Haar measure on K. Since
U is open we have

BNno
0<mU) = A}im pn(U) = lim B0 2| =do(B)
—00

N—o0 |(I> N|
in view of [Gla03, Theorem A.5|. Finally, since finite linear combinations of
characters (i.e., continuous homomorphisms from K to the circle group S!)
are dense in L>(K, m), we can find for every € > 0 a linear combination f of
characters such that ||f — 1y||m < €. Since 4 = m and f — 1y is m-almost

everywhere continuous, it follows that || foa—1g|le = || f — 1v|lm < €. Since
f oa is a trigonometric polynomial and € was arbitrary, we conclude that
1p € Bes(N, ®). O

Lemma 4.9. For every function f € L?(N,®) which is compact along ®
and every € > 0, the set {n € N: |R"f — f||le < €} contains a Bohry set Bc.

Proof. Let g(n) = ||[RI"f — f|l¢ for every n € Z. Since f is compact along
® it follows that the closure § of the set {R¥g : k € Z} has a finite e-dense
subset with respect to the uniform metric for every ¢ > 0. It therefore has
compact closure.

We can make € into a compact topological group by defining

(R"g) x (RFg) = R*"g

for all n,k € Z and extending * to a binary operation on all of 2 by
continuity. Define U, = {¢ : Z — [0,00) : ¢(0) < n}. Using the ho-
momorphism a(n) = R"g from N to our topological group (£2,*) we see
that {n € N : |R"f — flle < ¢} = {n € N : a(n) € U;}. Moreover,
{neN:a(n) e Uy} C{neN:|R"f— fllo < e} for every n < e. Since
Haar measure on (1 is finite and the boundaries of the sets U, are pairwise
disjoint, for all but countably many 7 > 0 the boundary of the set U,, has
zero Haar measure.
Pick any 1 < e for which OU,, has measure 0 and define B, := {n € N :
a(n) € Uy}.
O

The following two theorems, proved in subsequent subsections, will be
used in the proof of Theorem 4.1. The first, which will be used to guarantee
U3, relies on the pointwise ergodic theorem. Its proof can be found in
Section 4.2.
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Theorem 4.10. Let ® be a Fplner sequence on N and let f € Bes(N, ®).
For every € > 0 there exists a Bohry set B and a subsequence ¥ of ® such
that for ¥ almost every ultrafilter p € cl(B) we have |[RPf — f|lo < €.

The second is a modification of an argument due to Beiglbock [Beill,
Lemma 2] and will be used to guarantee U4. Its proof is given in Section 4.3.

Theorem 4.11. Suppose f is a real-valued bounded function that belongs
to Bes(N, W)L, Then for every non-empty Bohr set B C N and every
bounded function h: N — R the set

N—oo

{p € cl(B): limsup

S ) (RO )20} (29)

mE\I’N

is Borel measurable and has positive measure with respect to every p €

With these theorems we can give the proof of Theorem 4.1.

Proof of Theorem 4.1. Fix ¢ > 0 and a Fglner sequence ® on N along which
fe € 12(N, ®) is compact, fges € Bes(N, @), and fanyi € Bes(N, ®)-. We need
to find a subsequence ¥ of ® and an ultrafilter p such that Ul through U4
are satisfied.

Lemma 4.9 gives that there exists a Bohrg set B. C {n € N : |R"f. —
felle < §}. Theorem 4.10 implies that, passing to a subsequence ¥ of @,
there exists a Bohrg set Bpes such that for U almost every p € cl(Bges) we
have ||RPfges — fBes|lv < €/3. The set B := B. N Bpes is a Bohr set by
Lemma 4.6. Note that B is a Bohrg set and ¥ almost any p € cl(B) satisfies
U2 and U3. Applying Theorem 4.11 with f = fani and h = f. we deduce
that the set

p €cl(B) : limsup —
N—o0 \‘I’N|

Z fc R fanti(m)) > 0} (30)

mev N

has positive measure for any p € M(¥). Notice that any p in the set (30)
satisfies U4. Since any such p belongs to cl(B) it follows that ¥ almost
every p in the set (30) satisfies U2, U3 and U4.

Finally, in view of Lemma 4.4, ¥ almost every p € SN satisfies U1. This
means that ¥ almost every p in the set (30) satisfies Ul, U2, U3, and
U4. O
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4.2. Proof of Theorem 4.10

In this section we present a proof of Theorem 4.10. We start with the
following lemma.

Lemma 4.12. Let ® be a Fglner sequence on N. If a is a trigonomet-
ric polynomial and p € BN then RPa is a trigonometric polynomial and
IRPalle = llale-

Proof. Choose c¢y,...,c5 € C and 61,...,0;5 € R such that a has the form
(19). Define d; := lim,,,, c;e?*¥™ . Notice that

(RPa)(n) = Y dje*>"

j=1
and, since |¢;| = |d;], it follows from Lemma 3.7 that ||RPalle = |alle. O

We will also need a version of the pointwise ergodic theorem. There
are Fglner sequences for which the pointwise ergodic theorem does not hold
[AJ75]. However, every Folner sequence has a subsequence along which the
pointwise ergodic theorem holds.

Definition 4.13. A Fglner sequence @ is called tempered if there exists
C > 0 such that

< C|PN41]

N
U Ony1 — Pi
k=1

for every N € N, where @11 — Py, is the set of differences.

According to [Lin01, Proposition 1.4], every Fglner sequence has a tem-
pered subsequence. Here is the pointwise ergodic theorem for tempered
Fglner sequences.

Theorem 4.14 (see [Lin01, Theorem 1.2]). Let (X,v,T) be a measure
preserving system and let ® be a tempered Fglner sequence. Then for every
f e M(X,v) the limit

exists for v almost every x € X and defines a T invariant function in L*(X, ).

Theorem 4.15. Let ® be a Folner sequence on N and let h € Bes(N, ®) be
bounded. Then there is a subsequence ¥V of ® with |RPh|g = ||h|lw for ¥
almost every p.
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Proof. First we pass to a tempered subsequence ¥ of ®. Let j +— a; be a
sequence of trigonometric polynomials such that ||h — a;|ly — 0 as j — oo.
Apply Lemma 3.26 to the collection {h, a1, as, ...} to find a compact metric
space X, a continuous map S: X — X, a point x € X with a dense orbit
under S and functions H, F'i, F5, ... in C(X) such that a;(n) = F;(S"x) and
h(n) = H(S™z) for all j,n € N.

For each p € BN define the map SP: X — X by

SPz = lim S™x
n—p

and notice that

(RPaj)(n) = lim a](n +m) = lim F; (S"S™x) = F;(S"SPx) (31)

m—p

for every j,n € N and every p € SN. We similarly have
(RPh)(n) = H(S"SPx) (32)

for all n € N and every p € SN.

The map 7: SN — X defined by p — SPx is continuous and surjective
by the universal property of SN and the fact that {S"z : n € N} is dense in
X respectively.

We next wish to prove that

lim —— Fi(S"y)* = la; I3 33

for all y € X and all j € N. Fix y € X and j € N. Since 7 is surjective
there is p € SN with SPx = y. We then have

1
|\IIN| Z |FJ(Sn Z | Rpa’]
nevy nE\II
from (31). By Lemma 4.12 the function RPa; is also a trigonometric poly-
nomial so
lim —— (RP = ||RPa;|I
ot |‘I’N! n;’:N |(RPay)( IRPa;l

holds by Lemma 3.7. Lemma 4.12 also gives ||RPa;||w = ||a;||w establishing
(33).
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Write U for the isometry of L2(X,v) defined by U(f) = f oS for all
f € 2(X,p). By a version of the mean ergodic theorem of von Neumann
(cf. [Gla03, Theorem 3.33]) the limit

lim L
Noveo [Uy|

> U (I

new

exists in L?(X,v) for all j € N and is equal to the orthogonal projection in
2(X,v) of |F;|? onto the closed subspace of U invariant functions. Since
constant functions are U invariant, the above combined with (33) implies
for all j € N that

J1ERdr = a1

is the orthogonal projection in L2(X,v) of |F;|? onto the closed subspace of
U invariant functions.

We are now ready to prove that ||RPh|g = ||h|y for ¥ almost every
p. To this end fix p € M(¥) and let v = 7 for the push-forward of
i under the map w. Since p is by definition a weak® limit point of the
set {un : N € N}, where puy is as in (11), it follows that v is a weak™
accumulation point of the set {mpy : N € N}. Since X is a compact metric
space, the space of probability measures on X is metrizable, and hence there
exists a subsequence = of W such that

1
v = lim —
N—o0 ":N’

Z 5S”x (34)

neEZ N

in the weak* topology in X, where dsn, is the point mass on X at the point
S™z. We remark that while every measure p € M(V) is the limit of a
sub-net of (un)nen, there is in general no subsequence of (uy)nen which
converges to p because SN is not metrizable.

Since the functions H; and F' are continuous on X we may calculate
from (34) that

1
|y — H|2 = lim —— Y [Fj(S"2) — H(S"a)[?
J N—o0 |:N‘nezE:N J
= lim —— 3" [a;(n) — h(n)* = la; — A}

N—oo |EN‘ nEZN

for all j € N, with the last equality holding because h and all a; belong to
Bes(N, ¥). The hypothesis that ||a; — h|jg — 0 as j — oo therefore implies
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|F; — H|l, — 0 as j — oo. Since orthogonal projections on Hilbert spaces
are continuous we conclude that

[ v = tim oyl = Al (35)

is the orthogonal projection of |H|? to the closed subspace of U invariant
functions.
Next, we apply Theorem 4.14 to deduce that the limit

li !
m ——:
N—o0 |\I/N’

> H (S )P

nevy

exists for v almost every y € X and defines a U invariant function in L2(X, v).
Since H is bounded, this limit is also bounded. This limit must therefore be
the projection (35) of |[H|? to the closed subspace of U invariant functions.
In other words

li L
1m -——-:
N—oo |\IJN|

Y HES )P = [InlE

new N

for v almost every y. Finally, since v is the push-forward of u under 7, it
follows from (32) that ||RPh|le = ||h|le for p almost every p € SN. Since
€ M(¥) was arbitrary we are done.

O

We are now ready to finish the proof of Theorem 4.10

Proof of Theorem 4.10. Let ® be a Fglner sequence on N, let f € Bes(N, @)
and let € > 0. Let a be a trigonometric polynomial such that || f —alle < €/3.
Notice that f — a € Bes(N, ®) and hence, using Theorem 4.15, we can find
a subsequence ¥ of ® such that for ¥ almost every p € SN

2¢
IRf = fllg < [IRP(f = a)lly + [[RPa = ally +fla = flly < [[RPa —allg + 3~
It now suffices to find a Bohrg set B such that for every p € cl(B) we have

|Rea —all, < /3.

Write a(n) = Z}-Izl cjeQ”mGj for somecy,...,c; € Cand0<6q,...,0;5 <
1. Let M = max;|c;| and let a: N — T/ be the homomorphism a(n) =
(nb1,...,n0;) (where T’ is the torus R’/Z” as usual). Consider the open

set U = (—5377> %)J C T/ and let B = a~'(U). Certainly the boundary
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of U has zero Haar measure in T” so B is a Bohr( set. Notice that for every
m € B and every n € N,

‘(Rm | _ ZC 627rm9 27rim9j _ 1) < (36)

[GUN NG

holds. Finally, let p € cl(B). In view of (36), |(RPa)(n) — a(n)| < ¢/3 for
every n € N, and therefore also ||RPa — aH\y < ¢€/3. O

4.3. Proof of Theorem 4.11

This subsection is devoted to the proof of Theorem 4.11. The ideas used in
this proof were motivated by the proof of [Beill, Lemma 2].

Proof of Theorem 4.11. Let u € M(¥). Since B is a Bohr set, we have by
Lemma 4.8 that dy(B) exists and is positive. It follows that p(cl(B)) =

dg(B) > 0. Define a new probability measure up on SN by
QN d(B))
up(@) = HEDEE)

=)

for all Borel sets 2 C SN.
For each n € N the map p — (RPf)(n) = lim,,,—,p f(n+m) from SN — R
is continuous, and hence measurable. Therefore, so is the map

p|—>hmsup Z h(n) (RPf)(n),

which shows that the set defined in (29) is also measurable. In order to
show that the set in (29) has positive measure, it suffices to establish the
inequality

lim sup 1o Z h(n) (RP£)(n) dug(p) > 0.

Using Fatou’s lemma it thus suffices to prove that

lim sup —— ‘\I/N’ Z h(n /6 (RPf)(n)dup(p) > 0. (37)

Notice that

| (R dps(p)
BN

T | e P RES) ) )
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1
< limsup |[—— Z 1(m)f(n+m)
N—oo |[UN] S

= lim sup L Z 1B+n(m)f(m)"

N—oo |[UN] S5

Since f € Bes(N,¥)* and m + 1gy,(m) is Besicovitch almost periodic
along ¥ by Lemma 4.8, we conclude that

lim sup
N—o00

’\I}M 3 13+n(m)f(m)‘20

mew

and therefore

=0

| (R ) dunp)
BN

for every n € N. This implies (37) and finishes the proof. O]

5. The proof over countable amenable groups

The proof of Theorem 1.3 is in broad strokes the same as that for N given
in the previous sections. In this section we discuss the salient differences.

We begin with a discussion of ultrafilters on countable groups. Just as
over N, or any other set, an ultrafilter on a countable group G is any non-
empty family p of non-empty subsets of G that is closed under intersections
and supersets, and contains either A or G\ A for every A C G. For each
g € G the collection p, == {A C G : g € A} is an ultrafilter, called the
principal ultrafilter at g.

Denote by SG the set of all ultrafilters on G. The sets cl(A) = {p € G :
A € p} form a base for a topology on SG that is compact and Hausdorff.
Moreover, with this topology SG becomes universal for maps f from G to
compact, Hausdorff spaces K in the sense that any such map extends to
a continuous map Sf: G — K with (8f)(pg) = f(g) for all g € G. We
usually write

lim f(g) == (8f)(p)

g—p

for convenience.
Write Ag7! = {h € G:hg € A} and g~ 'A = {h € G : gh € A} whenever
g€ Gand A C G. Write also Ap™ ! ={ge€G:g'Aecp}forall ACG
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and all p € BG. With these definitions we have Ag~! = Ap;l for all g € G.
Multiplication on G extends to SG in two ways. For all p,q in G both of

pxq={ACG:{gecG:g'Acq}ep}
pxq={ACG:{geG:Ag ' ep}eq)}

define associative binary operations on SG. Using both allows us to gener-
alize Lemma 2.1 to countable groups.

Lemma 5.1. Fix A C G. There are non-principal ultrafilters p and q with
the property that A € px q and A € p x q if and only if there are infinite
sets B,C C G with BC C A.

Proof. First suppose that BC' C A for infinite sets B,C C G. Let p and q
be non-principal ultrafilters containing B and C respectively. For all ¢ € C
we have B C Ac™! so A belongs to p x q. For all b € B we have C C b4
so A also belongs to p x q.

Conversely, suppose that we can find non-principal ultrafilters p and g
with A belonging to both p x g and g x q. Thus {g € G: g A€ q} €p
and {g € G : Ag~! € p} € q. We construct injective sequences n + b, and
n +— ¢, in G such that bic; € A for all 4,5 € N. First choose by € G with
bl_lA € q. Next, choose ¢; € G from

bi'AN{yeG: Ay~ ! cp}

which is possible since both sets above belong to q. Next, choose by € GG
from

Aci'n{ge G :b;'Aeq}

and not equal to by, choose ¢y € G from
bitANb'AN{geG: Agt ep}

not equal to ¢; and so on. We can choose at each step a never before chosen
element of G because all intersections belong to non-principal ultrafilters
and are therefore infinite. O

The first step in the proof of Theorem 1.3 is the following reformulation,
which involves multiplication by elements of G from both the left and the
right. Because of this we need to work with two-sided Fglner sequences.
We would like to know whether Theorem 1.3 also holds for one-sided Fglner
sequences.
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Theorem 5.2. Let G be a countable, amenable group and fix A C G. If
there exist a two-sided Fplner sequence ® on G and a non-principal ultrafilter
p € BG such that dq,(Ag*1 N Ap~!) exists for all g € G and

. -1 -1
élg}) de(Ag~— NAp~) >0 (38)
then there exist infinite sets B, C' such that A D BC.

Proof. Suppose that ® and p are as in the hypothesis with (38) true. Take
L = Ap~!. Then g='A € p for every g € L. We can find € > 0 such that

{g€G:de(Ag N L) > ¢}
belongs to p and is therefore infinite. It follows that

{9€G:de(Ag ' NL)y>eln (A
heF
is infinite for any finite set F' C L.
Let F1 C Fy C --- be an increasing exhaustion of L by finite subsets.
Construct a sequence n — e, in G of distinct elements such that

en€{g€G:de(Ag' NL)>eln () A
heF,
for each n € N. This can be done because each of the sets above is infinite
by hypothesis.

In particular dg(Ae;;'NL) > € for all n € N. The Bergelson intersectivity
lemma (Corollary 2.4) implies that, for some subsequence n + e, of e the
intersection

-1 -1
(A, by N L) N0 (Aey N L)
is infinite for all n € N.

Choose b € F;(q) and put j; = 1. Choose ¢1 = €,(1). Thus ¢; € bflA.
Next choose by € Acl_1 N L outside Fa(l) and let jo be minimal with by €
Fy(jy)- (In particular by is not equal to by.) Then choose c2 = eq(j,) €
bflA N by 1A. Continue this process inductively, choosing

bot1 € Acy ' NN A N L= Aey NN A, N L

outside Fy(; ) and choosing j,41 minimal with b,41 € Fg;,,,) and then
choosing

Cntl = €g(jiy) €0 TAN - Nb 1A
which is distinct from ¢y, ..., ¢, because e is injective. Take B = {b, : n €
N} and C = {¢,, : n € N} to conclude the proof. O
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Our goal, given A C G with positive upper density, is to find an ultrafilter
p and a two-sided Folner sequence ® satisfying (38). To do this we work in
the space
(G, ®)={f: G —C:|fllo < oo}

where || f|l¢ is the Besicovitch seminorm of f along a two-sided Folner
sequence ¢ on G defined as

1/2
_ | 1 2
I flle = <hjgﬂsup o] > 1f(9)l )

for all f: G — C. Given f,h € 1?(G, ®) write also
: 1 =
(fs ho = A}gnoo@ Z f(g)h(g)

whenever the limit exists. Given a bounded function f: G — C define, for
all g € G, the shift R9f: G — C by (RIf)(h) := f(hg) for all g € G and, for
all p € G, the function RPf: G — C by (RPf)(h) = limg,p f(hg) for all
h € G. One can check that the function RP14 is the indicator function of
Ap~!. Our ultimate goal is now reformulated in terms of 1?(G, ®) and R in
the following theorem, which is analogous to Theorem 2.7.

Theorem 5.3. Let G be a countable amenable group and fix A C G. Let ¢
be a two-sided Folner sequence on G such that dg(A) exists. For every e > 0
there exists a subsequence ¥ of ® and a non-principal ultrafilter p € G such
that (R914, RP14)y exists for all g € G and

; g P 2
élgr%R 14, RP14)g > (1, 14)g — ¢ (39)

holds.

As over N we will need to split 14 into structured and pseudo-random
components in two ways. For the first we use finite dimensional representa-
tions to define an analogue of trigonometric polynomials.

Definition 5.4. By a matrix coefficient of a countable group G we mean
any map a: G — C of the form a(g) = (v, M(g)w) for some homomorphism
M from G to the unitary group U(n) over C" and some vectors v,w € C"
for some n € N. A function f: G — C is Besicovitch almost periodic
along a two-sided Fglner sequence ® on G if, for every € > 0, one can find a
matrix coefficient a with || f — alle < €.
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Definition 5.5. The set Bes(G, ®)* is defined to consist of those functions
f € 3(G, ®) such that

> flg)alg) =0

gedN

lim —
m —_—
N0 [ Dy

for all matrix coefficients a.

Write Bes(G, ®) for the set of functions f in L2(G, ®) that are Besicovitch
almost periodic along ®. We have the following splitting result.

Theorem 5.6. For every two-sided Fplner sequence ® on G and any f €
(G, ®) there is a subsequence ¥ of ® and a function fges in 12(G, ¥) which
is Besicovitch almost periodic along ¥, and such that f — fges € Bes(G, ¥)=.
Moreover, if f takes values in an interval [a,b] C R then so does fges.

Proof. The definition of a projection family makes sense, and the proof of
Theorem 3.9 goes through, without complication with N replaced by G.
It therefore suffices, in order to prove the result in question, to show that
® — Bes(G, ®) is a projection family.

The only property that is not immediate is that the inner product (a, b)e
exists whenever a, b are matrix coefficients. This follows from an application
of the mean ergodic theorem; alternatively we provide the following short
self contained proof. Write a(g) = (v, M(g)w) and b(g) = (r, M(g)s)
for homomorphisms M: G — U(n) and M: G — U(m) and appropriate
vectors 7, s, u,v. Then a(g)b(g) is a matrix coefficient for the tensor product
representation M @ M on C"™.,

Now, if a(g) = (v, M(g)w) is any matrix coefficient the average

1 1
@] > alg) = <v, ol > M(g)w>
Nl geay Nl geay
converges because, for all two-sided Fglner sequences ® the sequence

1
N = > Sy

of probability measures on U(n) converges in the weak topology to Haar
measure on the closure of the image of M. O

The second splitting theorem is proved exactly as in Section 3.3. We
formulate here the appropriate generalizations of compact and weak mixing
function.
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Definition 5.7. A function f € 1*(G,®) is compact along & if, for every
€ > 0, one can find F C G finite with min{||R9f — R"f||¢ : h € F} < ¢ for
all g € G.

Definition 5.8. A function f € 1?(G, ®) is weak mixing along & if, for
every bounded function h: G — C and every subsequence ¥ of ® such that
(RYf, h)y exists for all g € G, the set {g € G : |(RIf, h)g| > €} has zero
density with respect to every two-sided Fglner sequence on G.

The proof of the following theorem is exactly as in Section 3.3. See
[Eis+15, Chapter 16] for an appropriate version of the Jacobs—de Leeuw—
Glicksberg splitting for unitary representations of groups.

Theorem 5.9. For every two-sided Fglner sequence ® on G and any f €
[2(G, ®) there is a subsequence ¥ of ® and functions fe, fum € 1?(G, V) with
fe compact along V¥, fum weak mixing along ¥, and f = fc+ fum. Moreover,
if f is real-valued and a < f < b for some a < b then f. is also real valued
and satisfies a < fo < b.

The next ingredient in the proof of Theorem 5.3 is an analogue of The-
orem 4.1. Its statement over G and how it, together with Theorem 5.9 and
Theorem 5.6, imply Theorem 5.3, is exactly the same as the proof of Theo-
rem 2.7 at the end of Section 2. Its proof, also, is just as in Section 4.1 but
using the following ingredients.

Definitions 4.2 and 4.3 as well as Lemmas 4.4 and 4.8 make sense in
arbitrary countable groups. The next three results — versions of Lemma 4.9,
Theorem 4.15 and Theorem 4.11 for countable, amenable groups — fill the
remaining gaps in the proof of Theorem 5.3. First we recast Definition 4.5
for countable groups.

Definition 5.10. A Bohr set in a group G is any set of the form a=!(U)
where a is a homomorphism from G into a compact group K and U C K is
a non-empty open set whose boundary has Haar measure 0. A Bohr set is
a Bohrg set if U contains the identity of K.

For more details on Bohr sets in amenable groups see [BBF10, Subsection
1.3].

Lemma 5.11. For every f € L?(G,®) that is compact along ® and every
€ >0 theset {g € G:|RIf — fllo <€} contains a Bohry set.

Proof. Since f is compact along ® the function ¢: g — ||RIf — f||¢ has the
property that the set {R"¢ : h € G} has compact closure with respect to
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the uniform norm on bounded functions G — C. By [BJM78, Remark 9.§]
there is a compact topological group K and a continuous homomorphism
¢: G — K and a continuous function ¢: K — C such that ¢(g) = ¥(£(g))-
Therefore the set {g € G : |RYf — fl|la < €} contains a Bohry set. O

Theorem 5.12. If h: G — C is bounded and Besicovitch along ® then
there is a subsequence ¥ of ® such that |RPh|¢ = ||h|lw for ¥ almost all p.

Proof. The proof is unchanged from the N case, except that we need to
verify ||RPally = |la||y for all ultrafilters p, all two-sided Folner sequences ¥
and all matrix coefficients a: G — C. Fix A: G — U(n) and v, w € C" with
a(g) = (v, A(g)w) for all g € G. Let K be the closure of the image of A in
U(n) and let m be its normalized Haar measure. Writing ¢ (k) = (v, kw)
for all £ € K we have, as in the proof of Theorem 5.6, that

lalfy = [ 10f? dm
for all two-sided Fglner sequences W. Since

(RPa)(h) = lim (v, A(h)A(g)w) = (v, A(h)lw)

g—p

for some ¢ € K we have
IRPalf} = [ (kO dm(k) = [ 1o(0) dmk) = fal}

by invariance of Haar measure as desired. ]

The last theorem — a version of Theorem 4.11 for countable, amenable
groups — is proved exactly as in Section 4.3.

Theorem 5.13. Suppose f: G — R is a bounded function that is orthog-
onal to Bes(G,W). Then for every Bohr set B C G and every bounded
function h: G — R the set

{p € Ess(®) : B € p and hmsup Z h(g) (RPf)(g) > }

has positive measure with respect to every u € M(W).
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6. Open questions

Two natural questions, which arise from questions asked by Erdés in [Erd77,
Section 6] and [Erd80, p. 105], are as follows.

Question 6.1. Does every set A C N satisfying

An{l.....N
limsup‘ L. }‘>

0
N—o0 N

contain a set of the form ¢t + B + B where t € N and B C N is infinite?

Question 6.2. Does every set A C N satisfying

ANn{l,... N
limsup‘ L. }|>

0
N—o00 N

contain a set of the form ¢ + (B @ B) where t € N, B C N is infinite, and
B® B = {bl—i-bg :bi1,by € B, by #bg}{?

It was pointed out to us by Steven Leth that there exists a set of positive
upper density which does not contain any set of the form B+ B+t fort € N
and infinite B C N. In particular, the answer to question Question 6.1 is
negative. An example of such a set is A = 52, [4", %4"}

We do not know the answer to Question 6.2. An ultrafilter reformula-
tion of this question was obtained by Hindman in [Hin79b, Section 11]. We
also refer the reader to another paper of Hindman [Hin82] which treats this
question. Note that an affirmative answer to Question 6.2 implies Conjec-
ture 1.1.

Question 6.3. Suppose A C N has positive upper density. Do there exist
infinite sets B, C, D C N such that the sum B + C + D is contained in A?
Is it true that for every k € N there exist infinite sets B, ..., By C N such
that By +---+ By C A?

The Green—Tao theorem on arithmetic progressions [GT08] gives a ver-
sion of Szemerédi’s theorem in the primes. It is natural to ask (cf. [Gra90])
whether a version of the Erdds sumset conjecture holds for the primes.

Question 6.4. Let P denote the set of prime numbers. Are there infinite
sets B,C C N such that B+ C C P?

A positive answer to Question 6.4, conditional on the Hardy-Littlewood
prime tuples conjecture, was obtained by Granville [Gra90]. (The authors
thank Karl Mahlburg for this reference.)
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Lastly we pose a more open-ended question which was asked by Jon
Chaika.

Question 6.5. Is there a version of Theorem 1.2 over R or more general
locally compact topological groups?
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