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Abstract—All-digital basestation (BS) architectures for
millimeter-wave (mmWave) massive multi-user multiple-input
multiple-output (MU-MIMO), which equip each radio-frequency
chain with dedicated data converters, have advantages in spectral
efficiency, flexibility, and baseband-processing simplicity over
hybrid analog-digital solutions. For all-digital architectures to be
competitive with hybrid solutions in terms of power consumption,
novel signal-processing methods and baseband architectures
are necessary. In this paper, we demonstrate that adapting the
resolution of the analog-to-digital converters (ADCs) and spatial
equalizer of an all-digital system to the communication scenario
(e.g., the number of users, modulation scheme, and propagation
conditions) enables orders-of-magnitude power savings for
realistic mmWave channels. For example, for a 256-BS-antenna
16-user system supporting 1 GHz bandwidth, a traditional
baseline architecture designed for a 64-user worst-case scenario
would consume 23 W in 28 nm CMOS for the ADC array and
the spatial equalizer, whereas a resolution-adaptive architecture
is able to reduce the power consumption by 6.7⇥.

I. INTRODUCTION

Millimeter-wave (mmWave) communication [1], [2] offers
vast amounts of unused spectrum and is considered a key
technology component of fifth-generation (5G) and beyond 5G
wireless systems. A major challenge of mmWave communi-
cation is the high path loss [3], which can be mitigated with
massive multiple-input multiple-output (MIMO) [4]. Massive
multi-user (MU) MIMO is able to compensate for the high path
loss via fine-grained beamforming while supporting concurrent
communication with multiple user equipments (UEs) in the
same frequency band. A practical realization of mmWave
massive MU-MIMO basestations (BSs), however, faces serious
implementation challenges that are caused by the large number
of BS antennas and the large communication bandwidth.

Two prominent solutions that lower the cost and power
consumption of mmWave massive MU-MIMO systems are (i)
hybrid digital-analog architectures [5], [6] in which the number
of radio-frequency (RF) chains is less than the number of
antennas and (ii) all-digital architectures that rely on nonlinear
RF chains and low-resolution data converters [7]–[9]. In this
paper, we focus on all-digital architectures that are able to
exploit the full potential of massive MU-MIMO and offer
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higher spectral efficiency with comparable power consumption
to hybrid architectures [10], [11]. However, in order to keep the
system costs and power consumption of all-digital architectures
within practical limits, it is indispensable to rely on low-
resolution data converters [12] as well as on low-resolution
digital baseband processing methods [13].

A. Contributions
In this paper, we show that for all-digital massive MU-

MIMO systems with B BS antennas and U UEs, the system’s
load factor defined as � , U/B, as well as other specifics of
the communication system (e.g., the modulation and channel
conditions) do not only determine the spectral efficiency [14]
and robustness against RF impairments [12], [15], [16], but also
open up new means to optimize the power consumption of all-
digital spatial equalization architectures. More specifically, if
the number of active UEs is low, then it is possible to reduce the
resolution of the analog-to-digital converters (ADCs) and the
resolution of finite-alphabet equalizers, as well as the number of
active BS antennas, without noticeably degrading the system’s
error-rate performance. We demonstrate that such resolution-
adaptive all-digital massive MU-MIMO BS architectures are
key to enabling up to two orders-of-magnitude power savings
in the ADC array and the all-digital spatial equalizer.

Previous work [17]–[19] focused on adapting the resolution
of each individual ADC to the channel state. In contrast, we
(i) adapt the resolutions of both the ADC array and the spatial
equalizer to the instantaneous communication scenario and (ii)
study their individual impact on power consumption.

B. Notation
Boldface uppercase and lowercase letters represent matrices

and column vectors, respectively. For a matrix A, the conjugate
transpose is A

H, the kth column is ak, and the entry on the
kth row and `th column is Ak,`. The N ⇥N identity matrix
is IN . For a vector a, the kth entry is ak, the `2-norm is
kak2, the real part is <{a} and the imaginary parts is ={a}.
The `1-norm and `f1-norm are defined as kak1 , maxk |ak|
and kakf1 , max{k<{a}k1, k={a}k1}. Expectation with
respect to the random vector x is denoted by Ex[·].

II. SYSTEM MODEL

We consider the uplink of a mmWave massive MU-MIMO
system in which U single-antenna UEs transmit to a resolution-
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Fig. 1. System overview of a resolution-adaptive all-digital mmWave massive
MU-MIMO BS equipped with B antennas, a pair of ADCs per RF chain,
and a digital equalizer. A controller (CTRL) adapts the number of active BS
antennas B0 as well as the resolution of the ADCs and equalizer based on the
communication scenario in order to minimize the system’s power consumption.

adaptive all-digital BS with B antennas as illustrated in Figure 1.
At the BS, we model the nonlinear distortion artifacts caused by
finite-resolution ADCs and finite-alphabet spatial equalization.
Our goal is to characterize the performance/power trade-offs of
such a resolution-adaptive all-digital equalization architecture.

A. System Model
We model wireless transmission with the following

frequency-flat input-output relation: y = Hs+n. Here, y 2 CB

is the (unquantized) receive vector at the BS, H 2 CB⇥U is
the MIMO channel matrix, s 2 SU is the transmit vector
in which each entry corresponds to the per-UE transmit
symbol taken from a constellation set S (e.g., 16-QAM), and
n 2 CB models i.i.d. circularly-symmetric complex Gaussian
noise with a per-entry variance of N0. In what follows, we
assume that the UE transmit symbols su, u = 1, . . . , U , are
independent and zero mean, each with a variance of Es�

2
u

.
We further assume ±3 dB power control across UEs so that
maxu{�2

u
khuk2}/minu{�2

u
khuk2} = 4 [13]. For this model,

the average receive signal-to-noise ratio (SNR) is

SNR , Es

⇥
kHsk22

⇤

En[knk22]
=

Es

P
U

u=1 �
2
u
khuk22

N0B
, (1)

where hu 2 CB , u = 1, . . . , U , is the channel for the uth UE.
We further consider that the BS can control the number of
active antennas B

0  B, so that only a subset ŷ 2 CB
0

of the
signals in y are further processed. In our case, the BS will
select the B

0 contiguous antennas at the center of the array.

B. Analog-to-Digital Conversion
In order to reduce the power consumption of all-digital

BS architectures, practical systems will have to rely on low-
resolution data converters [7]–[9]. To take into account the
quantization artifacts caused by such low-resolution ADCs,
we assume that the receive (active) signal ŷ passes through
2B0 quantizers, B

0 for the in-phase and quadrature (I/Q)
components, resulting in the quantized receive vector z, where
z = Qq(<{ŷ}) + jQq(={ŷ}). Here, the quantization function
Qq is applied entry-wise to its argument and models a q-bit
uniform midrise quantizer with step size � as, e.g., in [8]

Qq(y) =

(
�b y

�c+ �
2 , if |y| < �2q�1

�
2 (2

q � 1) y

|y| , if |y| > �2q�1
.

(2)

We use the step size � that minimizes the mean-squared
error (MSE) between the quantizer’s input y and output Qq(y)
assuming that the ADCs’ input is a circularly-symmetric
complex Gaussian random variable [20] with variance equal to

�
2
ADC = N0 + Es max

b2{1,...,B0}

P
U

u=1 �
2
u
|Hb,u|2, (3)

which is the maximum variance across all active receive
antennas. In practice, the step size would be adjusted by an
automatic gain control circuit.

C. Finite-Alphabet Equalization
Given the extremely large bandwidths available at mmWave

frequencies, linear equalization is preferred to keep implemen-
tation complexity within reasonable bounds. A linear equalizer
generates estimates ŝ of the transmit vector s according to
ŝ = W

H
z, where W

H 2 CU⇥B
0

is a suitably-designed
equalization matrix. The equalization matrix W

H is typically
designed to minimize the post-equalization MSE defined as
MSE , Es,n

⇥
kŝ� sk2

⇤
, which results in the widely-used linear

minimum MSE (L-MMSE) equalization matrix

W
H =

⇣
eHH eH+ N0

Es
IU

⌘�1 eHH
, (4)

where eH 2 CB
0⇥U is the channel estimated during a training

phase. While common L-MMSE equalizer implementations
use high-resolution numbers (typically 10-bit to 12-bit) for
the entries of WH (see, e.g., [21]), it was shown in [13] that
the corresponding hardware can be power hungry in large-
bandwidth applications, as it is the case for mmWave systems.

In order to reduce the power consumption of the equalization
step ŝ = W

H
z, the work in [13] proposes finite-alphabet

equalization, which uses carefully-designed low-resolution
equalization matrices of the form V

H = diag (µ)XH. Here,
the entries of the matrix X

H 2 XU⇥B
0

are taken from a
reduced-precision alphabet X (e.g., represented using 1-bit to
4-bit numbers). The vector µ contains post-equalization scaling
factors that are represented with more bits (e.g., 10-bit). In
order to obtain unbiased estimates of the transmitted symbols,
the entries of the scaling vector µ are set to [22]

µu = (xH
u
h̃u)

�1
, u = 1, . . . , U, (5)

and the resulting estimates are computed as follows:

ŝu = v
H

u
z = µux

H
u
z, u = 1, . . . , U. (6)

Since the vectors x
H
u

, u = 1, . . . , U , contain low-resolution
entries, computing the inner products x

H
u
z in (6) can be

accomplished with low-resolution digital circuitry that occu-
pies small area and consumes low power [13], [23]. Post-
equalization scaling only needs to be calculated once per UE
when computing the estimates ŝu, u = 1, . . . , U , and therefore
does not dominate the equalizer’s power consumption.

In [13], two methods are proposed to determine the entries of
the low-resolution matrix X

H, offering a trade-off between the
complexity of calculating X

H and the error-rate performance
of the resulting finite-alphabet equalizer. In this work, we will
use the finite-alphabet L-MMSE (FL-MMSE) method, which
has lower complexity but exhibits inferior performance for 1-bit



and 2-bit resolutions. As detailed in [13], FL-MMSE computes
the rows xu of XH by uniformly quantizing the rows wu of
the L-MMSE equalization matrix W

H in (4), according to
xu = Qk(<{wu}) + jQk(={wu}), where Qk(·) is given by
(2) with � = kwukf121�k. Finally, the scaling factors µu,
u = 1, . . . , U , are calculated from the vectors x

H
u

as in (5).

III. POWER MODELS

We now introduce our model for the total power consump-
tion P of the ADC array and the spatial equalizer given by

P = PADC + PEQ, (7)

where PADC and PEQ stand for the power consumption of the
ADC array and the spatial equalizer, respectively. These two
power models depend on the number of ADC bits q, the number
of FL-MMSE bits k, the number of UEs U , the number of
active BS antennas B

0, and the ADC sampling rate fs.

A. Power Model for the ADC Array
To model the power consumption PADC of the ADC array

consisting of 2B0 active converters that sample the I/Q baseband
signals, we use Walden’s figure of merit (FoMW) [11] to obtain

PADC = FoMW ⇥ 2q ⇥ 2B0 ⇥ fs. (8)

In what follows, we will use a FoMW of 70.8 fJ per conversion
step, which was provided in [24] for a 28 nm CMOS successive-
approximation register ADC with fs = 2GS/s.

B. Power Model for the Finite-Alphabet Equalizer
To model the power consumption PEQ of a finite-alphabet

equalizer, we consider the 28 nm CMOS design presented
in [23], which supports a baseband sampling rate of fs = 2GS/s.
This design consists of multiple time-interleaved instances
of the Parallel Processor in Associative Content-addressable
memory (PPAC) [25], a spatial architecture that uses 4kB0

U

processing-in-memory bit-cells to compute a complex-valued
matrix-vector product between X

H and z in q clock cycles.
Since the equalization operation in (6) is independent for

each UE, the power consumption is directly proportional to U .
While the number of PPAC bit-cells is directly proportional to k

and B
0, varying k and B

0 also affects the power consumption of
the logic in PPAC that processes the bit-cells’ outputs. Modeling
the effect of k and B

0 on this surrounding logic is non-trivial.
However, since the bit-cells represent a significant component
of the design, it is reasonable to use a linear model as in [7],
[26] for the total power of the equalizer. As a matter of fact,
the power consumption of the PPAC implementations in [23]
scales linearly with k. We approximate the equalization power
of PPAC as directly proportional to B

0. Finally, the throughput
of PPAC is inversely proportional to the ADC resolution q.
Consequently, the number of time-interleaved PPAC instances
required to reach the target fs = 2GS/s is directly proportional
to q, just like PEQ. Putting it all together, we arrive at

PEQ = (2.44k� 0.48)⇥ q

7
⇥ B

0

256
⇥ U

16
⇥ fs

2GS/s
[W]. (9)

Here, the term 2.44k�0.48 is obtained from a linear fit for the
PPAC power results provided in [23], which are for a system
with B = B

0 = 256, U = 16, q = 7, and k 2 {1, 2, 3}.

We note that the model in (9) only considers the power
consumption for applying equalization as in ŝ=V

H
z. We do

not consider the power consumption for preprocessing, i.e.,
computing the L-MMSE matrix in (4) and extracting the FL-
MMSE matrix. While equalization must be carried out for
every received vector at baseband sampling rate, preprocessing
is required only once per channel coherence interval, which
can last for more than 104 samples in mmWave systems [27].

IV. RESULTS

A. Simulation Setup and Performance Metrics
We consider a mmWave massive MU-MIMO uplink system

in which a BS with a B = 256 antenna �/2-spacing
uniform linear array (ULA) is receiving data from U 2
{1, 2, 4, 8, 16, 32, 64} UEs transmitting at fs = 2GS/s and
a carrier frequency of 60GHz. We perform Monte-Carlo
simulations using line-of-sight (LoS) and non-LoS channel
matrices generated with QuaDRiGA [28] using the mmMAGIC
UMi scenario. We model situations in which the UEs are
randomly placed at distances ranging from 10m to 100m in
front of the BS, within a 120� sector, and a minimum angular
separation of 1�. We furthermore assume ±3 dB per-UE power
control as described in Section II. We estimate the channel using
a pilot-based least squares (LS) estimator followed by denoising
with beamspace channel estimation (BEACHES) [29].

In order to evaluate the effect that the number of ADC bits q,
finite-alphabet equalization bits k, and active BS antennas B

0

have on the system’s error-rate performance and power con-
sumption, we vary q 2 {1, 2, . . . , 8,1}, k 2 {1, 2, . . . , 6,1},
and B

0 2 {232, 233, . . . , 256}. A value of q = 1 corresponds
to bypassing the ADCs, i.e., z = ŷ; setting k = 1 corresponds
to unbiased L-MMSE equalization without quantization. For
each configuration of q, k, B0, and U , we quantify the error-
rate performance by finding the minimum SNR at which 1%
uncoded bit-error rate (BER) is attained, and compute the
SNR loss (in decibels) with respect to the ideal case in which
q = k = 1 and B

0 = B = 256. For each configuration of q, k,
B

0, and U , we also determine the resulting power consumption
P = PADC+PEQ using the models in (8) and (9). For all of the
considered configurations with a fixed number of UEs U , we
find the Pareto-optimal envelope of the designs that achieve the
lowest power consumption under the same SNR loss, or that
achieve the lowest SNR loss at the same power consumption,
i.e., the lower envelope of the (SNR loss, power P ) data points
generated from all considered (q, k,B0) configurations. The
results are shown in Figure 2 and discussed next.

B. SNR Operating Point vs. Power Trade-Offs
Figure 2(a) demonstrates that the proposed resolution-

adaptive architecture enables one to trade-off performance
(measured in terms of the SNR loss) versus the ADC and
equalizer power P . For a fixed UE load U , we see that by
allowing a larger SNR loss, the BS power can be reduced
considerably. Indeed, by lowering the ADC and equalizer
resolutions q and k, respectively, as well as the number of
active BS antennas B

0, power consumption is reduced, whilst
requiring a higher SNR to achieve the same target BER of
1%. This implies that for situations in which a larger SNR
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Fig. 2. ADC array and spatial equalizer power consumption P = PADC + PEQ for Pareto-optimal configurations in a B = 256 BS antenna system. For each
UE load U , we vary the number of ADC bits q, equalization bits k, and active BS antennas B0. Our results for both LoS and non-LoS channels with QPSK
and 16-QAM communication reveal that the power consumption can be reduced by two orders of magnitude depending on the communication scenario.
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Fig. 3. ADC array and spatial equalizer power consumption P = PADC + PEQ for Pareto-optimal configurations as the number of UEs U varies. The baseline
corresponds to a system designed for the worst case of U = 64 with 16-QAM that is only able to adapt the equalizer’s active processing elements to the UE
load U . Resolution-adaptive designs can achieve up to 22⇥ power savings, depending on the UE load U , modulation scheme, and SNR loss at 1% BER.

loss can be tolerated, one can drastically reduce the system’s
power consumption. Consider, for example, Figure 2(a) with
U = 8 UEs. For an SNR loss of 0 dB, the power consumption
would be P = 26.6W whereas for an SNR loss of 1.5 dB, the
power consumption is only P = 1.5W. Hence, such resolution-
adaptive architectures can reduce the power consumption by
one order of magnitude for a given UE load.

When comparing Figure 2(a) with Figure 2(b), we further-
more observe that equalization of QPSK symbols instead of
16-QAM can further reduce the power consumption, which
implies that simpler equalization problems require less work.
Furthermore, when comparing Figure 2(b) with Figure 2(c), we
can see that the same performance and power trade-off persists
under LoS and non-LoS propagation conditions, respectively.
This indicates that resolution-adaptive architectures provide
similar gains for different mmWave propagation scenarios.

C. Communication Scenario vs. Power Trade-Offs
Figure 2 also illustrates how the total power consumption P

spans a wide range as the load factor, modulation scheme,
and propagation conditions vary. Hence, fully exploiting all of
these dynamic aspects in the BS’ power consumption requires
a resolution-adaptive architecture (cf. Figure 1) that is able to
dynamically adapt to these factors.

In order to further demonstrate the potential of such a
resolution-adaptive BS architecture, we perform the following

experiment. First, we consider a baseline BS architecture with
B

0 = B = 256 (active) antennas that can adapt only its equal-
izer to the UE load U as follows: Since linear equalization is
an independent problem per UE, a linear equalizer architecture
can easily be adapted so that the equalizer power PEQ is directly
proportional to U . However, the number of ADC bits q and
equalization bits k for this baseline architecture is fixed so that
the worst SNR loss experienced across all different considered
scenarios (load factors, modulation schemes, and propagation
conditions) is below 0.1 dB. In our simulations, this worst-case
scenario is U = 64 with 16-QAM (under both LoS and non-
LoS propagation conditions), and requires q = 7 and k = 6.
The power consumption P of such a baseline architecture is
shown with a solid line in Figure 3.

In contrast, the proposed resolution-adaptive architecture
is not only able to optimize its equalization power PEQ as a
function of the number of UEs U , but it can also dynamically
adapt the ADC resolution q, equalization resolution k, and
the number of active antennas B

0. The power consumption of
such resolution-adaptive architecture is shown with a dashed
line in Figure 3(a) when operating with 16-QAM under LoS
propagation. Clearly, a resolution-adaptive architecture has to
support the same worst-case scenario as the baseline and, hence,
the power consumption is the same for U=64 UEs. However,
once we consider smaller load factors �, the resolution-adaptive
architecture reduces the power consumption by 2.2⇥ for U=16



and reaches maximum power savings of 14⇥ at U = 1. In
Figure 3(b), the modulation scheme changes from 16-QAM to
QPSK. The baseline architecture cannot exploit this change,
whereas a resolution-adaptive design can readjust q, k, and B

0

to reduce power consumption by at least 1.8⇥ when U=64.
Furthermore, Figure 3(c) illustrates how further power savings
can be achieved by allowing a larger SNR loss of 0.5 dB,
significantly reducing power by 6.7⇥ when U=16 and up to a
factor of 22⇥ when U=1. Finally, the shaded areas in Figure 3
show how much power is consumed by the ADC array and
equalizer of the resolution-adaptive design. We observe that
the equalizer dominates the total power consumption, except
for very small load factors of U  2.

V. CONCLUSIONS

We have proposed a resolution-adaptive ADC array and all-
digital spatial equalization architecture for mmWave massive
MU-MIMO, which is able to optimize the system’s power
consumption depending on the load factor, modulation scheme,
and channel conditions. By combining low-resolution ADCs
with finite-alphabet equalization, the power and performance
(measured as the minimum SNR required to achieve a target
BER) of all-digital architectures is tunable with respect to
the ADC bits q, equalization bits k, and number of active
BS antennas B

0. We have shown that resolution adaptivity
enables a wide trade-off region between power consumption
and performance, with a power consumption ranging from
83W for U = 64 UEs to only 0.15W for U = 1 UE in a
256-antenna mmWave massive MU-MIMO BS supporting a
bandwidth of 1GHz. In summary, our results demonstrate that
resolution adaptivity is a critical component of power-efficient
all-digital mmWave massive MU-MIMO BS designs.

We see the following avenues for future work. Augmenting
our analysis with the impact on power and performance of
RF circuitry (including low-noise amplifier, mixer, etc.) would
provide a more comprehensive assessment of the benefits of
resolution-adaptive BS designs. A theoretical analysis of the
trade-offs shown in this paper is part of ongoing work.
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