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Abstract—This paper considers the optimal control problem
of nonlinear systems under safety constraints with unknown dy-
namics. Departing from the standard optimal control framework
based on dynamic programming, we study its dual formula-
tion over the space of occupancy measures. For control-affine
dynamics, with proper reparametrization, the problem can be
formulated as an infinite-dimensional convex optimization over
occupancy measures. Moreover, the safety constraints can be
naturally captured by linear constraints in this formulation.
Furthermore, this dual formulation can still be approximately
obtained by utilizing the Koopman theory when the underlying
dynamics are unknown. Finally, to develop a practical method to
solve the resulting convex optimization, we choose a polynomial
basis and then relax the problem into a semi-definite program
(SDP) using sum-of-square (SOS) techniques. Simulation results
are presented to demonstrate the efficacy of the developed
framework.

Index Terms—QOptimal control, Data-driven control, Nonlinear
control, Sum-of-square

I. INTRODUCTION

In many real-world applications, one seeks to drive a
dynamical system from an initial set to a target region while
avoiding certain unsafe regions along the trajectory. This
type of reach-safe problem appears in many scenarios in the
control and robotics community, such as obstacle avoidance
for quadrotors [1] as well as a safe control in human-robot
interaction [2], [3]. Furthermore, in real applications, one
often encounters a situation where the dynamical model of
the plant is hard to obtain. At the same time, a collection
of data is relatively easy to be sampled. To overcome this
difficulty, data-driven path planning and obstacle avoidance are
extensively studied in the literature. In [4], the authors consider
the problem of designing finite-horizon safe controllers for a
system without an analytical model while only limited data
along a single system trajectory are available. In [5], the
authors make use of control barrier functions and discrete-time
Koopman operators to guarantee the safety of the autonomous
systems. However, in most of the above works, the optimality
of the control is not investigated.

Lyapunov theory [6] is considered as the most fundamental
analytical tool in proving the stability of a given dynamical
system. However, in the control synthesis problem, the joint-
search of Lyapunov function and a controller is, in general, a
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non-convex problem. The authors of [7] leverage the notion of
Lyapunov density [8] for control affine dynamics and provide
a convex formulation by introducing a combined variable in
the original bilinear non-convex problem.

In this paper, we formulate the optimal-safety problem into
an optimal control problem with safety constraints. We adopt
the Lyapunov density and the convex formulation introduced in
[7], [8] and combine them with linear operator theory involv-
ing Koopman and Perron-Frobenius operator from [9]-[11]
for optimal control. With the introduction of the occupancy
measure, we incorporate the safety guarantee as a constraint to
the obtained convex optimization problem. Towards unknown
dynamics, a data-driven approach for optimal control from
[11] is adopted in this paper to formulate the optimal control
with safety constraints as infinite-dimensional optimization
problem. The infinite-dimensional optimization problem is
solved by parameterizing it using polynomials and deploying
the Sum-of-squares (SOS) techniques [12] along with relax-
ation approach based on the results of penalty functions [13].

Methods towards solving optimal control problems widely
exist in the literature [14], [15]. Dynamic programming nu-
merically solves the Hamilton-Jacobi-Bellman equation. Indi-
rect methods transform the problem into a boundary value
problem. Direct methods, on the other hand, first discretize
then solve it using nonlinear programming tools. Compared
with the existing works, our method provides a convex
formulation in a data-driven setting which can be solved
efficiently without explicit discretization. The resulted closed-
loop dynamics preserves optimality and also satisfies the safety
constraints. Our work is closely related to the works in [16]-
[19], and is a direct extension of the works in [20] from
model-based settings to a data-driven approach. The results of
[18] regarding optimal navigation using navigation measures
are extended from discrete-time settings to continuous time
settings in this paper.

The rest of the paper is structured as follows. In Section II,
we provide a brief introduction to our framework’s necessary
fundamentals. Section III consists of problem formulation and
the main theoretical results. In Section IV, we develop the
algorithm details based on the SOS techniques. Numerical
simulations follow this in Section V and a brief conclusion
in Section VI

II. BACKGROUND AND NOTATIONS

In this section we briefly introduce Koopman theory and the
sum-of-squares techniques, on which our method relies.



A. Koopman and Perron-Frobenius Operator

Consider the dynamical system
x(t) = £(x(t), x(t) € X, x(0) = xo, (D)

where X C R"™ denotes the domain of consideration. We use
st(xp) and x(t) interchangeably to denote the non-singular
map from initial state xq to the solution of dynamical system
(1) at time t. We often use x to denote arbitrary variable
in the state space. The operator s_;(x) represents the initial
state of state x at time ¢, i.e., s_+(x) = {y : s:(y) = x}.
Let B(X) be the Borel o-algebra of sets on X. For any set
A € B(X), denote by 1,4(x) the indicator function of A,
and s_4(A) = {x : s4(x) € A}. Denote by L. (X), £1(X),
and C*(X) the space of essentially bounded, integrable, and k&
times continuously differentiable functions on X respectively.
Koopman and Perron-Frobenius operators are two powerful
tools to study the system behavior in the lifted function spaces
[21].

Definition II.1 (Koopman Operator). K; for dynamical sys-
tem (1) is defined as

[Kip] (%) = (s:(x)), 2)

where @ is called a test function in the lifted function space
Lo (X)NCYHX). The infinitesimal generator for Koopman
operator is defined as

[Keep] (x) — (x)

tl% — = f(x) - Vo(x) =: Ksp. 3)

Definition IL.2 (Perron-Frobenius Operator). P; : £1(X) —
L1(X) for dynamical system (1) is defined as

/ Y(x)dx = / P[] (x)dx, VA C X. )
s_(A) A

The infinitesimal generator for the P-F operator is given by

lim Pyl = = -V (fx)y(x)) = Py )

t—0 t

These two operators are dual to each other as

/ K] ()b (x)dx = / PAl)e(x)dx. 6
X X

Many methods [22]-[24] have been proposed to approximate
the Koopman operator K;. In this paper, we adopt the gEDMD
[24] method which approximates the infinitesimal generator
K¢ (3) of the Koopman operator. In this method, the data is
in pair form as (xy,xg),k = 1,2,..., M. For a given basis
U = [¢)1,...,9n]T, the gEDMD seeks a matrix L, a matrix
representation of the Koopman generator with respect to the
basis ¥, that minimizes

; )

M ) 2
S H‘I’(xk,kk) - L\Il(xk)‘ i
k=1

where W (xy, %) = [V (X1) - X, - -
minimizer is L* = BAT where

. ,V’L/JN(Xk) 'Xk]T. The

M
1 . ) T

B = M};\P(xk,xk)\ll(xk) (8a)

M
A = i Z W (x;,) P (x)T. (8b)

k=1

B. Positive polynomials and Sum-of-squares
We first define the monomial basis

lIld:[l,xl,...,xn,x%,mlxg,...,xi,...,x‘fL]T 9

as the concatenation of all the monomials of degree less or
equal to d, which has dimension (”}'d). Any polynomial p(x)
of degree d can be expressed in ¥, with coefficients C}, €
R("4) such that p(x) = CI'® 4. Consider now the problem of
verifying the global nonnegativity of a given polynomial with
even degree 2d, i.e., p(x) > 0,¥x = [r1,...,7,]T € R™
This problem is NP-hard when the degree of polynomial
p is greater than 4 [12]. However, when p(x8 is of the
form p(x) = Wu(x)TQP4(x) with Q e R(T)*(":),
this problem is relatively easy to solve as it is equivalent to
verifying the semidefinite positiveness of the matrix Q. SOS
technique reformulates the positive polynomial problem into a
semidefinite program. More specifically, for monomials ¥oq
and Wy, a polynomial p(x) of degree 2d,p(x) = C} Wy is
globally positive if 3Q € R(n:d)x(n:d),Q = 0 s.t. p(x) =
\InglIld. There are many available software toolboxes such as
SOSTOOLS [25] and SOSOPT [26] which internally conduct
the transformation from the problem of positive polynomial to
SDP and call the underlying SDP solvers such as SEDUMI
[27]. We define the existence of SOS decomposition of a given
polynomial p(x) as “p(x) € SOS”.

III. OPTIMAL-SAFETY CONTROL PROBLEM

We consider hereafter the control system
x(t) = F(x(t), u(x(1))),x(t) € X CR", x(0) = %0, (10)

where u € R™ is the control input and u(x) is assumed to
be a feedback control policy in this paper. For a fixed policy,
denote s;(xg) or x(t) the solution to (10) at time ¢. We seek an
optimal policy u(x) that drives the system from an initial set
Xy to a destination set X, while avoiding pre-defined (unsafe)
sets X,,. The sets have the inclusion relations X, X, X, C
X.

Let {(x,u) be the running cost, and hg(x() be an initial
density supported on X, then the problem is formulated as

inf //Ool(st(xo),u(st(xo)))dtho(xo)dxo (11a)
u() JxJo

.t. / T, (s1(x0))dt = 0, Vxo € Xo. (11b)
0

We consider the problem hereafter as function of arbitrary

initial state variable x instead of xy. For each trajectory

starting from x, the individual cost is the infinite-horizon

summation of the cost I(x(t),u(x(t))). The objective is thus



the expectation of individual costs given the initial distribution
hg. The constraint (11b) ensures that any trajectory starts in
X doesn’t run into the unsafe set X,,.

A. Dual formulation

By the definition of the Koopman operator (2), the objective
function of problem (11) reads

Hho) = [ [ Bx ) dthaax. 12)
In view of the duality (6), it becomes
J(ho) = / I(x, u(x)) / T Pho)(X)dtdx.  (13)
Now define i . 0
o) & [ bl )i (14)
then this objective function can be rewritten as
Th) = [ 1(x.ux))plx)ax (15)

We next show that, when the controller drives all the
trajectories from X, to X,, the occupancy measure p(x)
defined in equation (14) satisfies

V- (F(x,u(x))p) = ho. (16)
It follows directly from
V- (Fp) = [ 7 (Pihol GOF(x u(0))
_ ° 8[Pth0](x) o
—/0 —Tdt—}m(X)
Since

/xu p(x)dx:/X]lXu(x)/O [Peho](x)dtdx

- / / K, 1x,]()ho(x)dxdt  (17)
0o Jx

_ /X / ", (5000)dtho (x)ax.

Jx, p(x)dx = 0 implies [ 1x,(x(t))dt = 0 for almost
every x with respect to initial density hg. Thus the constraint
(11b) can be rewritten as fX“ p(x)dx = 0.

Combining equations (15), (16) and (17), we arrive at the
equivalent formulation

inf /l(x,u(x))p(x)dx (18a)

pu X

stV (Flxu)p(x) = ho(x)  (18b)
/Xllxu(x)p(x)dx:O (18c)

of the optimal control problem (11) with a measurable X,,. We
call this formulation (18) the dual form of the optimal safety
problem. It is not difficult to see that (18) is the Lagrangian
dual to (11) where p(x) is nothing but the Lagrange multiplier
associated with the constraint (11b).

Remark. The definition of p in (14) has a physical interpre-
tation of occupancy [18]. Specifically, p(A) = [, p(x) dx
Sor any given A € B(X) signifies the time spent by system
trajectory in A. Compared with the system evolution point of
view with Koopman operator in (12), the occupancy defined by
the P-F operator provides an alternative view of the objective
function as the time occupancy of the system penalized by
a predefined penalty field, 1(x,u(x)) in (15). This duality
arises from the duality between the two operators. With the
physical interpretation of p, the safety constraints are directly
interpreted by the zero occupancy.

B. Penalty function method for safety constraints

One approach to solve the constrained optimization problem
of the form (18) is to introduce Lagrange multiplier with
respect to the linear equality constraint (18c). Towards this,
the optimization problem (18) can be equivalently written as

/X (I(x,u(x)) + A\1x, (x)) p(x) dx
V- (F(x,u(x))p(x)) = ho(x),

where 1x  (x) is the indicator function of set X, and A € R
is the Lagrangian multiplier. The multiplier A can be restricted
to nonnegative values due to the nonnegativity of p. The
standard primal-dual type algorithms [28] can be devised to
solve the saddle point optimization problem (19), where one
alternates between minimization step (gradient descent for
primal variable) and maximization step (gradient ascent for
dual variable). However, in general these problems are difficult
to solve.

Alternatively, the Lagrangian multiplier term can be re-
garded as a penalty which penalizes the behavior of entering
the obstacle set X,,. Results from the penalty function methods
show that a near-optimal solution of problem (18) can be
obtained with a fixed large value of X in (19), denoted as
the penalty constant \. Problem (18) is thus transformed into

/x (I(x,u(x)) + Alx, (x)) p(x) dx
V- (Fx, u(x)p) = ho(x).

A geometric interpretation for the penalty function method
is provided in [13] in attacking equality-constrained problems.
For a fixed ), solving the unconstrained problem with penalties
on the equality constraints determines a supporting hyperplane
and a dual functional for the original constrained problem.
With the increase of the penalty term, the dual functional will
approach the boundary point of the original problem’s region
of definition. In practice, the choice of \ is the result of a trade-
off between maximizing the penalty to better approximate the
constrained problem and minimizing the penalty to keep the
original objectives.

inf sup
P XeR

s.t.

19)

inf
pyu
s.t.

(20)

C. Convex formulation for control-affine dynamical systems

We focus hereafter on the control-affine dynamical system
from which a convex formulation will be established.



Assumption 1 (Control-affine system with state cost and input
regularization). The dynamics is control-affine', i.e.,

F(x,u) =f(x) +

The cost is of the form l(x,u) = q(x)+r(u) with a state cost
q(x) and a regularization term r(u) on the control.

g(x)u. 1)

Under Assumption 1, the constraint in (20) can be written as
V- (fp+gup) = hg. The bi-linearity of the constraint renders
the joint search for p(x) and u(x) a non-convex problem. To
overcome this, we define [7] pu £ p = [py,...,p,,] € R™,
and reformulate the problem into

. ), -
ot 060+ (B + Ak, (o)) dx - @20
= ho(x),

st V- (f(x)p(x) + g(x)p(x))

which is a convex problem. The optimal policy can be recov-
ered from the solution by u(x) = p(x)/p(x).

Considering the actuation limits of dynamical systems,
quadratic costs and absolute costs on the input are considered
in this paper. The problem (22) with quadratic control cost is

defined as r(%) = Z’Tp# =uTRu in (22a)

(22b)

»"Rp
P ax

inf
Ly

st. V- (fp + gﬁ) = h(),

X(q—l-/\]lx )p+ 23)

whﬁere R > 0 is a penalty constant. For absolute control cost,
r(8) = %Zgﬂf’ﬂ = B> " |u;] in equation (22a), and the
problem (22) with absolute control cost reads

inf /(Q+)\]1x p+BZ|pz|d

PP i1
st. V- (fp+gp) = ho.

Problem (23) and (24) are difficult to solve directly. In the
following sections we relax the two problems into standard
finite dimensional convex optimization problems.

(24)

IV. POLYNOMIAL PARAMETRIZATION, DATA
APPROXIMATION, AND SDP RELAXATION

In this section we parameterize problem (22) using poly-
nomials. A convex optimization problem with polynomial
non-negativity constraints is obtained using SOS. We also
approximate Koopman operator in a data-driven fashion.

A. Polynomial parametrization

We assume the rational parameterization [19] of p and p

N

where a(x) and b(x) are positive polynomials and c(x) =
[c1(X), ... cm(x)]T is a vector of polynomials. We choose
b and « such that deg(b*) > max{deg(a),deg(c)}, where

IThis control-affine dynamics is widely used in robotics and can be used
to model most mechanical systems. Moreover, any nonlinear dynamics can
be converted into this form with a state augmentation trick.

deg(c) denotes the maximum degree among all the polyno-
mials in c¢(x). We use the monomial basis ¥ defined in (9),
where d > max{deg(a),deg(c), deg(b®), deg(ab), deg(bc)}.
All these polynomials and variable x can be expressed in ¥,
as

a=Cl¥;b=Cl ¥, c=Cl¥,,

26
ab=ChL®, bc=ClL ¥, x=Clw,, (26)

where C. is the concatenation of the coefficients of polyno-
mials in ¢(x), and Cy. is the concatenation of the coefficients
of polynomials in be(x).

We now write the left hand side of (22b) as

1
V- [bj(fa +gc)]
(27)

= a1 [(1+ a)bV - (fa+gc) — aV - (bfa + bgc)].

Since b(x) > 0 and ho(x) > 0, we relax this constraint to
(14 a)bV - (fa+ gc) — aV - (bfa + bge) > 0. (28)

B. Approximation of the constraints from data

Consider the dynamics as in Assumption 1 where g =
(g1, ,8m] € R™™ and u = [ul,...,u™T € R™.
Within the gEDMD framework introduced in Section II-A,
we choose the monomial basis defined in (9), i.e., ¥ £ ¥,.
We collect experiment data of the form (xj,uy,Xy) where
uy é. [u},...,u"] are arbitrary inputs for k = 1,..., M.
Let Wy(xp,Xx) = [VO1(Xk) - Xp, -, VO (x) - X5]T. We
then approximate the infinitesimal generators K¢ and Kg;,i =
1,...,m (with matrix representation Ly and L;,s =1,...,m
respectively) by solving [19] [29]

2
o W4 (xk
. . . ‘I’d(xk)ullC
Lo{{}}gm; W g (xp, X5) — Lo, - - -, L) 29)
B Wa(xe)up' | |,
Denote matrices in equation (29) as L 2 [Lo, ..., L]
and ‘I’;:k £ [‘I’d(Xk), \Ild(xk)u,lf, ceey ‘I’d(Xk)llZL]T, then the
solution is given by
1 M
* Z Wy (xp, X5 ) (BT Z\Il“k (WU
(30)

By the definition of the infinitesimal generator of the
Koopman operator (3), we can approximate the term V - f
and V - gi

V-f=V-[Kexy,...,Kexp] # V- (CILe®,),

Vg =V [Kgxi. Kgxa] & V- (CTL).

(31a)
(31b)

Without knowing the dynamics, the first term in constraint
(28) can be approximated [19] using (31a) and (31b) as

m

=V -fa+f"'Va + Z(V -gici + giTVci)
i=1

. (CTLo‘Ild)a + CZL()'I’d

+Z

V- (fa+ gc)

(CEL®g)e; + CIL ¥, (32)



Similarly, the second term can be approximated by
V- (fab+ bgc) V- (CILy®,)ab + CL Ly,

+§:

C. SOS techniques
With parametrization (25), problem (23) can be written as

33
C L \Ild)bC7 + Cbc L \I/d] ( )

[ aa(x) () Re(x) o(x)
J.le@w ()b(x) d+AA;mmad
st a(x) >0,(28) > 0. (34

To avoid singularity, the integration is performed on X; £
X\ Xezeig Which is the whole set X minus a small region
Xezelq around origin. The term fx % dx contains
a(x) in the denominator and is hard to be expressed as SOS.

We seek thus an upper bound polynomial w(x) of this term.

Definition IV.1 ( [30] PSD polynomial matrix). Polyno-
mial matrix H(x) € R[x|"*F (H;; is polynomial, Vi,j €
{1,...,P}) is PSD w.rt. monomial basis Wy, (x) =
[Py, (x),... \lei (x)]T, denoted as H = 0, if 3D, s.t. H =
(‘I’N\p & IP)TD(\I’N\I, & IP) and D >~ 0.

The PSD matrix SOS feasibility program is thus a SDP
feasibility problem with (P x Ny)? linear constraints. We

w(x)  c(x)" ] then from

define in our problem H 2 L (x) a(x)R-

Schur complement we know H>0< w(x) > %_
The problem (34) reads
coloce Jx, BT b0 x, b0
st. a(x)>0,(28)>0
wx) e ] s
o atomer] = e

Furthermore, fx a (b’&a) ()

Cldy, and [y 230 dx

b(X)“
a2 i, &

Problem (35) reads
CT(dy + M) + CLdy

dx = CTd, [y @& dx
Cng, with constants d;

dx, and d5 £ fx b(x))(f)x dx.

L

P (x
X1 bx)(’

inf
as C w

st. (1+a)bV - (fa+gc) —aV - (bfa + bge) € SOS

a(x) € SOS
i)  e(dT
Hehe e G0

Similarly, using the definition of d;,ds and d3, the problem
with absolute control cost (24) reads

inf

T 5\ T
o nf Clldi+Ade) +5) Clde

=1

st. (1+a)bV - (fa+gc) —aV - (bfa + bge) € SOS

a(x) € SOS,s; € SOS,i=1,....m
i(x) —p;(x) € SOSi=1,....m

_ ‘ (37)
i(z) + p;(x) € SOS,i=1,....,m

d X=5x10"

Fig. 1: System trajectories with increasing value of penalty
constant A in (36), with quadratic control cost.

(b) X = 300

Ly
T
IR SR

x2

]
o 1]
o

(c) A = 1000 @ X =10*

Fig. 2: System trajectories with increasing value of penalty
constant \ in (37), with absolute control cost.

By introducing SOS techniques, problems (23) and (24) are
transformed into 2 SDPs which can be solved efficiently.

V. EXPERIMENTS

Simulations are conducted in this section to verify the
proposed methods. We consider the Van Der Pol dynamics

Ty = X2, o= (1 — x%)l‘g — X1 + u. (38)

For operator approximation, 10000 data points are uniformly
sampled within the region X = [—5,5] x [—5,5]. gEDMD
method is deployed in the approximation. Monomial basis
with highest degree 9 is used. For the degree of polynomials,



we choose deg(a(x)) = 4, deg(c(x)) = 6. The polynomial
b(x) = 3.37842% + 0.82843x172 + 2.6818x3, which is the
result of an LQR controller for the system locally linearized
around the origin. To avoid singularities, the controller is
switched to this local LQR controller once the trajectory enters
X,.. We choose o = 4 in (25). For state and control costs in
(22), we choose ¢(x) = x{ + x5 and R = 1. Define different
sets as

o Xy 2 {(z1,22): 4.22 > 2} + 23 > 0.12},
o X} 2 {(1,22): 0.5% — (21 + 1.5)% — (22 — 2.5)% > 0},
o X% 2 {(x1,72): 0.5 — (v1 — 1.5)%2 — (29 + 3)% > 0},
o XL 2 {(21,22): 0.5 — (21 —0.15)% — (22 — 1.0)2 > 0},
. Xi = {(Il, T9): 0.52 — (.’L‘l + 0.3)2 — (CCQ + 1.2)2 > 0},
o X, 2 {(x1,72): 042 — 23 — a3 > 0}.

We gradually increase the penalty constant )\ starting from
0 (solely under the optimal control objective) and observe
the system’s performance in terms of obstacle avoidance. The
results of the problems defined in (36) and (37) are shown
in Figure 1 and Figure 2 respectively. We choose the weight
on the control penalty 3 = 5e~* in (37). As shown in both
the figures, when A = 0, the system trajectories starting
from the two initial sets, X(lJ and X2, intersect with a large
portion of the two unsafe sets, X}L and Xﬁ. As )\ increases,
the trajectories intersects less and less with the unsafe sets.
When )\ increases to 10* for problem (37) and A = 5 x 107
for problem (36), trajectories completely avoid the unsafe sets
and reach the reach set X,.. The choice of \ is to find an
appropriate value which enables the system to avoid the unsafe
sets while preserving the original optimal control objectives.

VI. CONCLUSION

In this paper, we considered the optimal control prob-
lem with safety constraints for nonlinear dynamical systems.
Studying the problem in the lifted space and using the Koop-
man and Perron Frobenius operator, a dual form of the original
problem was obtained where the avoidance of the unsafe sets
was expressed as zero occupancy. We leveraged the penalty
function method to get a near-optimal solution for the infinite-
dimensional constrained optimization problem. Furthermore,
we obtained a convex formulation of the problem by focusing
on the control-affine dynamical system and restricting the
problem in the polynomial space. This problem was then
solved with the SOS techniques. Future directions and ap-
plications of this work will involve more complex dynamical
environment, and hardware experiments.

REFERENCES

[1] D. Falanga, K. Kleber, and D. Scaramuzza, “Dynamic obstacle avoid-
ance for quadrotors with event cameras,” Science Robotics, vol. 5, no. 40,
2020.

[2] C. Liu and M. Tomizuka, “Control in a safe set: Addressing safety in
human-robot interactions,” in Dynamic Systems and Control Conference,
vol. 46209.  American Society of Mechanical Engineers, 2014, p.
V003T42A003.

[3] H. Su, J. Sandoval, M. Makhdoomi, G. Ferrigno, and E. De Momi,
“Safety-enhanced human-robot interaction control of redundant robot
for teleoperated minimally invasive surgery,” in 2018 IEEE International
Conference on Robotics and Automation (ICRA), 2018, pp. 6611-6616.

[4] M. Ahmadi, A. Israel, and U. Topcu, “Safe controller synthesis for data-
driven differential inclusions,” IEEE Transactions on Automatic Control,
vol. 65, no. 11, pp. 49344940, 2020.

[5]

[6]
[7]

[8]
[9]

(10]

(11]

[12]

[13]
[14]
[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

C. Folkestad, Y. Chen, A. D. Ames, and J. W. Burdick, “Data-driven
safety-critical control: Synthesizing control barrier functions with Koop-
man operators,” IEEE Control Systems Letters, vol. 5, no. 6, pp. 2012—
2017, 2020.

M. Vidyasagar, Nonlinear systems analysis. SIAM, 2002.

S. Prajna, P. A. Parrilo, and A. Rantzer, “Nonlinear control synthesis by
convex optimization,” IEEE Transactions on Automatic Control, vol. 49,
no. 2, pp. 310-314, 2004.

A. Rantzer, “A dual to Lyapunov’s stability theorem,” Systems & Control
Letters, vol. 42, no. 3, pp. 161-168, 2001.

U. Vaidya and P. G. Mehta, “Lyapunov measure for almost everywhere
stability,” IEEE Transactions on Automatic Control, vol. 53, no. 1, pp.
307-323, 2008.

A. Raghunathan and U. Vaidya, “Optimal stabilization using Lyapunov
measures,” IEEE Transactions on Automatic Control, vol. 59, no. 5, pp.
1316-1321, 2013.

B. Huang and U. Vaidya, “A convex approach to data-driven optimal
control via Perron-Frobenius and Koopman operators,” arXiv preprint
arXiv:2010.01742, 2020.

P. A. Parrilo, Structured semidefinite programs and semialgebraic ge-
ometry methods in robustness and optimization. California Institute of
Technology, 2000.

D. G. Luenberger, Optimization by Vector Space Methods, 1st ed. USA:
John Wiley & Sons, Inc., 1997.

A. E. Bryson and Y.-C. Ho, Applied optimal control: optimization,
estimation, and control. Routledge, 2018.

W. H. Fleming and R. W. Rishel, Deterministic and stochastic optimal
control. Springer Science & Business Media, 2012, vol. 1.

S. Prajna and A. Rantzer, “Convex programs for temporal verification
of nonlinear dynamical systems,” SIAM Journal on Control and Opti-
mization, vol. 46, no. 3, 2007.

J. Moyalan, H. Choi, Y. Chen, and U. Vaidya, “Sum of squares
based convex approach for optimal control synthesis,” in 2021 29th
Mediterranean Conference on Control and Automation (MED). 1EEE,
2021, pp. 1270-1275.

U. Vaidya, “Optimal motion planning using navigation measure,” Inter-
national Journal of Control, vol. 91, no. 5, pp. 989-998, 2018.

H. Choi, U. Vaidya, and Y. Chen, “A Convex Data-Driven Approach
for Nonlinear Control Synthesis,” Mathematics, vol. 9, no. 19, 2021.
H. Yu, J. Moyalan, D. Tellez-Castro, U. Vaidya, and Y. Chen, “Convex
optimal control synthesis under safety constraints,” in Accepted in 60th
IEEE Conference on Decision and Control 2021. 1EEE, 2021.

M. Korda and I. Mezi¢, “On convergence of extended dynamic mode
decomposition to the Koopman operator,” Journal of Nonlinear Science,
vol. 28, no. 2, pp. 687-710, 2018.

P. Schmid, “Dynamic mode decomposition of numerical and experimen-
tal data,” Journal of Fluid Mechanics, vol. 656, p. 5-28, 2010.

M. O. Williams, I. G. Kevrekidis, and C. W. Rowley, “A Data—Driven
Approximation of the Koopman Operator: Extending Dynamic Mode
Decomposition,” Journal of Nonlinear Science, vol. 25, no. 6, 2015.

S. Klus, F. Niiske, S. Peitz, J. H. Niemann, C. Clementi, and C. Schiitte,
“Data-driven approximation of the Koopman generator: Model reduc-
tion, system identification, and control,” Physica D: Nonlinear Phenom-
ena, vol. 406, 2020.

A. Papachristodoulou, G. V. J. Anderson, S. Prajna, P. Seiler, and P. A.
Parrilo, SOSTOOLS: Sum of squares optimization toolbox for MATLAB,
http://arxiv.org/abs/1310.4716, 2013.

P. Seiler, “Sosopt: A toolbox for polynomial optimization,” ArXiv, vol.
abs/1308.1889, 2013.

J. F. Sturm, “Using sedumi 1.02, a matlab toolbox for optimization over
symmetric cones,” Optimization methods and software, vol. 11, no. 1-4,
pp. 625-653, 1999.

M. X. Goemans and D. P. Williamson, The Primal-Dual Method
for Approximation Algorithms and Its Application to Network Design
Problems. USA: PWS Publishing Co., 1996, p. 144-191.

M. Korda and I. Mezi¢, “Linear predictors for nonlinear dynamical sys-
tems: Koopman operator meets model predictive control,” Automatica,
vol. 93, pp. 149-160, 2018.

C. Scherer and C. Hol, “Matrix sum-of-squares relaxations for robust
semi-definite programs,” Mathematical Programming, vol. 107, pp. 189—
211, 2006.



