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ABSTRACT
The ever-growing demand for mobile data necessitates a transport
network architecture that can withstand the 5G-and-beyond multi-
Gbps traffic requirements. To cater for such unprecedented demand,
studies are being conducted to incorporate TeraHertz (THz) com-
munications in future mobile networks. In this paper, we consider
an urban environment and evaluate the feasibility of THz wireless
midhaul links for the transport networks between the Central Units
(CU) and Distributed Units (DU) in a disaggregated 5G network ar-
chitecture with functional splits. Our goal is to study the feasibility
of midhaul links at 140 GHz by minimizing the number of required
CUs to serve all the DUs. To this end, we define several policies
for selecting CU and DU nodes in order to determine the peak data
rate that can be supported over each link between a CU and DU.
Our numerical results based on ray-tracing suggest that wireless
links at 140 GHz with 3GPP option 2 as High Layer Split (HLS)
represents a promising technology for midhaul transport networks.

CCS CONCEPTS
•Networks→Network simulations;Wireless access points, base
stations and infrastructure.
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1 INTRODUCTION
The massive volume of data traffic enabled by 5G New Radio (5G-
NR) leads to an extreme capacity requirements on the transport
network. In order to withstand this extreme demand on the trans-
port network, 3GPP identified functional split as a potential solu-
tion [8]. A functional split dictates the amount of functions that
should reside at the cell sites locally, and the amount of functions
that should be centralized at more powerful data centers [22]. A
number of different functional split options and interfaces are be-
ing investigated to be used in 5G-NR [6, 7, 24] where the 5G base
station (gNB) is divided into Remote Unit (RU), Distributed Unit
(DU), and a Central Unit (CU), as shown in Fig. 1.

Moving forward to the sixth generation (6G), the overwhelm-
ing demand of data traffic on transport networks as well as re-
quirements for multi-Gbps data rates will further continue [13].
Considering this growth of data traffic, integrating new chunks
of untapped spectrum above 100 GHz is identified as a potential
solution to achieve ultra high data rates in 6G networks [26]. Fur-
thermore, as the wavelength is smaller at terahertz frequencies,
many antenna elements can be packed into a small form factor,
which enables Ultra-massive Multiple Input, Multiple Output (UM-
MIMO) techniques [12]. Higher available bandwidths and larger
density of antenna elements together demand for more sophisti-
cated signal processing techniques to enable multi-Gbps data rates.
To this end, the authors in [29] studied THz-specific signal process-
ing techniques for wireless communications that include waveform
design and modulation, beamforming and precoding, index mod-
ulation, channel estimation, channel coding, and data detection.

While the studies mentioned earlier explored the theoretical as-
pects of THz communications, field experiments are not performed
due to lack of hardware. In the recent years, due to advancements in
electronics and hardware availability, several outdoor experiments
are being conducted at 140 GHz [31, 33] to study the feasibility of
using 140 GHz in futuristic mobile networks. In particular, the au-
thors in [25] identified that the signal characteristics like pathloss,
delay spread, maximum number of strongest paths in 28 GHz and
140 GHz systems are similar, suggesting that the latter can be con-
sidered for wireless broadband applications. Also, several studies
suggested that frequencies beyond 100 GHz can be used for point-to-
point links [13, 26]. However, to the best of our knowledge midhaul
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Figure 1: 5G NR architecture with functional split and inter-
faces.

Figure 2: Mapping of CU/DU/RU functions for 5G (a) high
layer split (F1), 5G (b) low layer split (Fx), and 5G (c) in a
cascaded split architecture with different split options [30].

links between CU-DU at 140 GHz has not been fully explored yet.
In this paper, we consider the design aspects of efficient midhaul
links at 140 GHz between CU and DU in an urban environment.
In particular, our work aims to minimize the number of CUs that
needs to be commissioned to serve all the DUs. To this end, we
define optimal policies for selecting CU and DUs, and determine
the peak data rate that can be supported over each link between
CU and DUs.

2 BACKGROUND AND RELATEDWORK
As discussed in section 1, the overall goal of the functional split is
to determine the amount of computation that can be carried out
at the cell site and remote data centers. For instance, Fig. 2 shows
a cascaded view of functional split where eight split points and
several sub-options have been proposed by 3GPP [8]. In this figure,
the interfaces on fronthaul and midhaul based on the 3GPP options
are shown as dotted lines. Different 5G options, namely 5G (a), 5G
(b), and 5G (c) are also shown in this cascaded view. Options 5G (a)
and 5G (b) have a single split point that divides the gNB into CU
and DU, while 5G (c) considers both HLS and LLS and the gNB is
split into CU, DU, and RU. In this context, the authors in [1, 2, 4]
provide an estimation on the demand of mobile data on transport
networks when considering the 3GPP split options. However, a
cascaded view of functional split, using both HLS and LLS, along
with an evaluation of midhaul wireless links, are not fully explored.

In addition to the functional splits as a potential solution, it
should be noted that 5G-and-beyond networks with small cell sizes
require more base stations to provide ubiquitous coverage [17].
Hence, using optical fiber would be a costly option for such dense
networks. To address this problem, integrated access and backhaul
(IAB) was proposed by 3GPP [34]. However, thus far the research on
IAB networks are mostly focused on the millimeter wave (mmwave)
frequencies and in the context of 5G-NR.

In this work, we extend the notion of wireless midhaul links
and investigate the feasibility of deploying sub-THz and THz links
for dense urban areas, which not only reduce the cost but also
provide higher data rates. In particular, our work aims to unify the
concepts of functional splits and THz communications to cater for
the ever increasing demands on transport networks. We focus on
maximizing the efficiency of wireless midhaul links at 140 GHz by
provisioning the minimum number of CUs to serve multiple DUs
while at the same time, maximizing the data rate of each CU-DU
link.

3 PROBLEM FORMULATION
We consider the design of wireless midhaul links at 140 GHz in
an urban environment, where we have 𝐶 central units (CUs), and
𝐷 distributed units (DUs). We further consider that each CU is
equipped with 𝑁 antenna elements and each DU has 𝑀 antenna
elements such that𝑀 ≤ 𝑁 . The path between a CU and DU can be
either Line of Sight (LOS) or Non-LoS (NLOS), depending on the
environment. In our scenario, the path 𝑘 between a CU and DU is
parameterized by received power (rx-power), Angle of Departure
(AoD(𝜃, 𝜙)), CU location (CU𝑋𝑌𝑍 ), DU location (DU𝑋𝑌𝑍 ), Angle of
Arrival (AoA(𝜃, 𝜙)), delay spread 𝛿 (𝑘), and relative phase rotation
𝛼 (𝑘). Here, 𝜃 is the elevation angle and 𝜙 is the azimuth angle.

Based on this system model, our objective is to minimize the
number of required CUs to serve all DUs, while guaranteeing a peak
rate 𝑅 Gbps, on each CU-DU link. Let us assume that C represents
the set of CUs and D represents the set of DUs. Thus, we want to
select a subset C′ of CUs that maximizes the effective coverage by
associating multiple DUs. Intuitively, we can consider the graph
G = {V, E}, whereV represents vertices of the graph as the CUs
and DUs (i.e.,V = C ∪ D), and E represents the link between the
CUs and DUs. In this case, E includes both LOS and NLOS paths
between the CUs and DUs.

Let 𝑋𝑖 ∈ {0, 1} be a binary variable that indicates whether CU
𝑖 belongs to C′ or not, i.e., whether CU 𝑖 is selected to provide
connectivity to DUs. Moreover, let 𝑢𝑖 𝑗 ∈ {0, 1} be a binary variable
indicating if a link in E from CU 𝑖 to DU 𝑗 carries DU 𝑗 ’s traffic.
Furthermore, let the achieved link capacity between CU 𝑖 and DU 𝑗

is given by 𝑟𝑖 𝑗 . Then, we can formulate the optimization problem
for the selection of subset C′ as follows:

minimize
{𝑋𝑖 }

∑
𝑖∈C 𝑋𝑖

subject to: 𝑟𝑖 𝑗𝑢𝑖 𝑗 ≥ 𝑅𝑋𝑖 , ∀𝑖 ∈ C,∀𝑗 ∈ D,∑𝐶
𝑖=1 𝑢𝑖 𝑗 = 1, ∀𝑗 ∈ D,

𝑢𝑖 𝑗 = 1 − 𝐼 {𝑋𝑖 = 0},∀𝑖 ∈ C,∀𝑗 ∈ D .

(1)

The objective function in (1) is to minimize the number of re-
quired CUs to provide connectivity to all of the DUs. The first

26



Midhaul Links at 140 GHz mmNets ’21, January 31–February 4, 2022, New Orleans, LA, USA

Figure 3: 2D and 3D views of a 500 × 500 sq.m area in Rosslyn, VA, with 8 CUs and 36 DUs. A sample of propagation paths
between the CUs and DUs are shown.

constraint guarantees that the link between the selected CU 𝑖 and
DU 𝑗 provides the data rate of at least𝑅 Gbps only when the selected
CU 𝑖 is provisioned i.e., only when 𝑋𝑖 = 1. The second constraint
ensures that the CU 𝑖 and DU 𝑗 are associated only once, and the
third constraint ensures 𝑢𝑖 𝑗 is zero when 𝑋𝑖 = 0. Note that the
capacity on each link also depends on CU-DU association, CU-DU
antenna alignment, channel estimation, and precoders. Next, we
explain these steps.
3.1 CU-DU association
In general, in wireless networks the association between users and
base stations is a fundamental and challenging problem due to
various factors such as mobility [16, 21]. However, in our envi-
sioned scenario, all the CUs and DUs are stationary and are fixed
on rooftops of tall buildings, as shown in Fig. 3, where CUs are
placed on taller buildings relative to DUs. Since we want to min-
imize the number of serving CUs, it is assumed that several DUs
will be connected to each CU. The selection of CUs and association
of CU-DU can be solved using a greedy algorithm as defined in
Algorithm 1. The first part of the algorithm is to select a subset of
CUs C′ for providing the data connectivity to all DUs and obtain
a subgraph G′ = {V, E ′} that can provide the required data rates
to each DU. Let D ′′ be the subset of DU’s that are connected to
a CU at each iteration and D ′ be the set of DUs that are already
associated in the previous iterations. At each iteration, a CU is
selected that has the maximum number of LOS paths to the DUs
that were not previously associated with any of the CUs, ensuring
that each DU is associated to a CU only once. After every iteration
we update the sets C′ and D ′ (line 4 and line 6). The second part
of the Algorithm 1 is to associate these new subset of CUs in C′′
to all the DUs in D and obtain a subgraph G′ = {V ′, E ′} where
V ′ = C′ ∪ D and E ′ represents the links between CUs and DUs
in the new subgraph G′. In each iteration a subset of DUsV ′ are
associated to a CU based on the highest signal strength received
among the set C′′ (line 11) and the links between CU and DU E ′
are updated (line 12 and line 13).
3.2 CU and DU Beamforming
In the proposed system mode, CUs and DUs are assumed to have
multiple antennas, thereby we can achieve beamforming gain. A

Algorithm 1: Greedy algorithm for CU selection and CU-
DU association
Require: Connectivity graph (G)
Ensure: Data connectivity graph (G′)
1: Initialization: C′ ← 𝜙 , G′ ← 𝜙 , D ′ ← 𝜙 ,
D ′′ ← 𝜙 ,V ′ ← 𝜙 , E ′′ ← 𝜙 .

2: while D ′ ≠ D do
3: Select node 𝑣 in C − C′ that satisfies the received signal

power threshold to most of the nodes in D − D ′.
4: C′ = C′ ∪ {𝑣}
5: Include set of DUs D ′′ that are connected to 𝑣 in D ′.
6: D ′ = D ′ ∪ D ′′
7: end while
8: C′′ ← C′
9: while C′′ is not empty. do
10: Select node 𝑣 in C′′.
11: Connect DUs to CU 𝑣 with edge 𝐸 if it provides highest

signal strength among CUs in set C′′
12: V ′ = V ′ ∪ {𝑣}
13: E ′ = E ′′ ∪ 𝐸
14: G′ = {V ′, E ′}
15: C′′ = C′′ − {𝑣}
16: end while
17:
18: return Subgraph G′ and C′

simple antenna pattern with 3dB beam width of 65° for both hori-
zontal and vertical radiation patterns is assumed for each antenna
element whose specifications are provided in [9]. The DU antenna
array is aligned in the direction of strongest path. This can be easily
computed from the captured AoA(𝜃, 𝜙). For CUs, however, since
there are a set of connected DUs, we approximately align the CUs
boresight to those connected DUs. This can be roughly estimated
by taking the average direction and then rotating the AoDs of those
connected DUs along the mean direction computed. It should be
noted that this method, while providing promising results, may not
be optimal as some of the DUs may not be aligned in the boresight
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Figure 4: Downlink MU-MIMO configuration with linear
precoding.

of the connected CU. Considering more complex beamforming
schemes is postponed for our future works.

3.3 Channel Estimation
The exploitation of spatial diversity is the key idea used in space-
division-multiple-access (SDMA) scheme, which significantly en-
hances the channel capacity. In our system model, the CUs and
DUs at different locations exhibit different spatial signatures. After
properly orienting the antenna arrays at both CU and DU, the spa-
tial signatures G𝐷𝑈 and G𝐶𝑈 of the antenna arrays are computed.
Each DU receives several paths, so the channel matrix H(f) can
be assumed as a linear combination of all the possible paths and is
computed as follows [11, 20]:

H(f) =
∑
𝑘

G𝐷𝑈 ∗ G𝑇𝐶𝑈 ∗ 𝑔 (𝑘) ∗ 𝑒
−𝑗2𝜋 𝑓 𝛿 (𝑘 ) , (2)

where G𝐷𝑈 and G𝐶𝑈 are the spatial signatures of DU and CU
respectively, 𝑔(𝑘) is the complex gain on path 𝑘 , 𝛿 (𝑘) is the propa-
gation delay on the path 𝑘 . In our system configuration, the delay
spread was negligible, hence we safely assumed the channel to be
narrow-band while computing the channel matrix H(f), here on
denoted as H.

3.4 Capacity Calculation
Note that a single CU may provide connectivity to multiple DUs. As
they operate on the same frequency simultaneously, we use SDMA
and Multi User Multiple Input Multiple Output (MU-MIMO) for
provisioning optimal link capacity between each CU-DU pair [20].
Downlink MU-MIMO is a well-studied research problem [19]. Block
diagram demonstrating the MU-MIMO with linear precoding is
shown in Fig. 4, where the CU has 𝑁 antenna elements, the DU
has𝑀 antenna elements, 𝑆𝑘 are the samples before precoding,𝑊𝑘

is the precoding vector for samples 𝑆𝑘 , 𝑋𝑘 is the precoded vector
corresponding to 𝑆𝑘 all intended for the 𝑘th DU, 𝐻𝑘 is the channel
observed by the 𝑘th DU, and 𝑆

′

𝑘
is the decoded output correspond-

ing to 𝑆𝑘 . In general, to maximize the downlink MU-MIMO system
capacity, we require the maximization of Signal to Interference plus
Noise Ratio (SINR) using precoding techniques at the transmitter
to suppress the co-channel interference (CCI). However, finding
the optimal precoders that maximizes the SINR is computationally
complex [27, 28]. There are several schemes to perfectly cancel
the CCI and in turn maximize the MU-MIMO capacity proposed

in [32], also known as Zero Forcing (ZF) techniques. However, they
all impose a condition on the transmitter to possess sufficiently
large number of antennas. In particular, the number of antennas
at CU should be at least equal to the sum of antennas of all the
connected DUs that makes the CU design more complicated. Al-
ternatively, instead of optimizing the complex SINR problem, the
scheme proposed in [27, 28] uses a different approach based on
signal leakage to compute the precoding vector that maximizes the
Signal to Leakage plus Noise Ratio (SLNR). The SLNR is defined as:

SLNR𝑖 =
∥H𝑖W𝑖 ∥2

𝑀𝑖𝜎
2
𝑖
+ ∥H̃𝑖W𝑖 ∥2

(3)

where,
H̃𝑖 = [H𝑇1 ... H𝑇𝑖−1 H𝑇𝑖+1 ... H𝑇𝐾 ]

𝑇 , (4)

is an extended channel matrix that excludes H𝑖 (i.e., the channel
matrix between the CU and 𝐷𝑈𝑖 ), 𝜎2𝑖 is the noise variance and𝑀𝑖 is
the number of antenna elements at 𝐷𝑈𝑖 . From [27], the precoding
vector𝑊𝑖 that maximizes the SLNR is given by:

W𝑖 ∼ max . eigenvector

((
𝑀𝑖𝜎

2
𝑖 I + H̃

∗
𝑖 H̃𝑖

)−1
H∗𝑖H𝑖

)
, (5)

and the norm ofW𝑖 is adjusted to unity. Following the precoding
techniques as shown above, and by allocating equal transmit power
to all the connected DUs, we compute the rate at each DU as follows:

𝑟 = 𝐵 (1 − 𝛽) ×min
(
log2 (1 + Γ), 𝜌max

)
, (6)

where 𝑟 is the rate, 𝐵 is the bandwidth, 𝛽 is the loss factor that
is assumed to be 0.15 to compensate for the overheads like cyclic
prefix, pilots for channel estimation, designing a practical filter [11],
Γ is the SINR, and 𝜌𝑚𝑎𝑥 is the maximum spectral efficiency (SE)
per link that is assumed to be 5.9 bits/s/Hz. This is a reasonable as-
sumption for our beamforming scenario to transmit a single stream.
As suggested in [15, 18], more advanced beamforming techniques
can achieve higher SE and data rates per link.

4 SIMULATION RESULTS
4.1 Ray-tracing Setup
Conducting city scale measurements to evaluate wireless midhaul
at 140 GHz would require expensive hardware and man-power.
Thanks to ray-tracing simulation, it is possible to characterize com-
plex environments in 3D and obtain channel parameters like AoAs,
AoDs, path gains, doppler spread, and delay on each path. We used
the Remcomm Wireless Insite ray-tracer [5], which is widely used
by the research community [14, 23]. The simulation setup used in
Remcomm to capture the channel parameters can be found in Ta-
ble 1. Our assumed 2 GHz bandwidth is based on percent of carrier
frequency which is consistent with the specifications of licensed
spectrum at 28 GHz. For instance, at 28 GHz the maximum allowed
bandwidth is 400 MHz, hence at a center frequency 140 GHz using
the same ratio we can see that 2 GHz would be an optimal choice.
We can further extend this assumption by considering larger band-
widths to achieve higher rates as in [3].Also, the assumed transmit
power of 43 dBm at a CU is consistent with the work in [10], in
which the authors designed a state-of-the-art power amplifier at
140 GHz which can transmit an effective radiated power of 0.1
watts per antenna element. The simulation was carried out using a
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default 3D model of a 500× 500 sq.m area of Rosslyn, VA, as shown
in Fig. 3.

Parameter Value
Number of transmitters (CUs) 8
Number of receivers (DUs) 36

Carrier Frequency (f) 140 GHz
Bandwidth (B) 2 GHz
Transmit power 43 dBm
Transmit Antenna 𝑖𝑠𝑜𝑡𝑟𝑜𝑝𝑖𝑐

Receive antenna 𝑖𝑠𝑜𝑡𝑟𝑜𝑝𝑖𝑐

Propagation model 𝑋3𝐷
Number of reflections 6

Maximum number of paths 25
Table 1: Ray-tracing simulation parameters

After selecting the study area, one can select propagation paths to
be captured in the output. The tool then returns path parameters (rx-
power, 𝐴𝑜𝐷 (𝜃, 𝜙), 𝐶𝑈𝑋𝑌𝑍 , 𝐷𝑈𝑋𝑌𝑍 , 𝐴𝑜𝐴(𝜃, 𝜙), 𝑑𝑒𝑙𝑎𝑦, and 𝑝ℎ𝑎𝑠𝑒)
in a text file for each simulated location, which are then fed into
MATLAB for further processing. We assign a unique TX-ID and
RX-ID to each path based on the CU and DU locations.

4.2 MATLAB Post-processing Setup
Since we assumed omni-directional antennas for both CU and DU in
the Remcomm setup, and obtained the necessary path parameters,
we can now apply MIMO channel characteristics in MATLAB. To
this purpose, We use the MATLAB’s phased array toolbox to gen-
erate antenna arrays for both CUs and DUs. All CUs and DUs are
assumed to be 16 × 16 arrays and each antenna element is assumed
to have an antenna pattern as specified by 3GPP [9] which is consis-
tent with the radiation pattern of a patch element. Moreover, larger
antenna arrays and efficient beamforming techniques are used to
compensate the atmospheric absorption losses that are significant
at such high frequencies [26]. We start with CU-DU association as
described in Algorithm 1 by associating all the DUs to the selected
CUs as shown in Fig. 5. An Depending on the initial connectivity
graph, the algorithm selects a subset of CUs. As an example, we
show 3 CUs (CU8, CU1 and CU5), and their associated DUs, color
coded accordingly to differentiate their association. Initially, we
start with a smaller set of CUs and if these CUs do not provide peak
data rate to all DUs, we change the parameters of the Algorithm to
obtain a larger set of CUs and then repeat the process.

After the initial CU-DU association, the next step is proper align-
ment of CU-DU based on the received 𝐴𝑜𝐷 and 𝐴𝑜𝐴 on each path
as described in the previous section. Studies suggest that the data
requirements on transport network requirements will be ever in-
creasing, hence to account for higher performance metrics, our goal
is to achieve a peak rate (R) of 10 Gbps on each link between a CU
and their associated DUs, thereby maximizing the overall system
capacity. Finally, to obtain the channel capacity we first calculate
the channel matrix between each CU-DU pair. From the channel
matrix, one can find channel capacity by adopting both SDMA and
downlink MU-MIMO, which results in an efficient use of space,
time and frequency to serve all the DUs at the same time.
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4.3 Effect of the Number of CUs and Antenna
Elements

Initially, we start with a smaller set of CUs (1 CU to start with)
obtained by the greedy algorithm and associate all the DUs. Our
simulation results demonstrated that with 1 or 2 CUs, it is not

29



mmNets ’21, January 31–February 4, 2022, New Orleans, LA, USA Sravan, et al.

feasible to achieve peak rate on all the links. Also, we observed
that when the CUs and DUs are assumed to have 16 × 16 arrays,
the number of links that satisfy the peak rate constraint (R) in fact
increases, compared with lower configurations (e.g., 8 × 8 or 16 × 8
arrays arrays). As it can be seen in Fig. 5, we assume 3 CUs and
associated all the DUs. Fig. 6 shows the achieved SINR and Fig. 7
shows the data rates on all links. From the results, it can be seen
that several links does not meet the required rate of 10 Gbps when
we consider 1 CU, and when we have 2 CUs only one DU (DU index
21) does not satify the peak rate constraint. We increase the number
of CUs to 3 and again start by associating the DUs to the new set
of CUs according to Algorithm 1. It can be noted that by adding
a new CU all of the link rates operate at the peak rate. In all the
above scenarios, links with the SINR of at least 19.5 dB shown as
dashed line in Fig. 6 and can achieve the peak rate of 10 Gbps.

In our simulations we assumed that transmit power is equally
allocated to all the connected DUs. In future, we will enhance
this power allocation method by considering a joint optimization
problem that extends Eq. (1), which not only minimize the number
of required CUs but also efficiently allocate power to the connected
DUs such that the desired rate constraint is satisfied on all the
links. In our future study, we would also consider more advanced
beamforming techniques (which can further extend our spectral
efficiency assumption), clustering algorithms to make the DUs into
separable groups, transmitting more than one stream of data, all of
which would further improve the data rates.

5 CONCLUSION
In this paper, we presented a preliminary assessment of midhaul
links at 140 GHz. Using ray tracing, we evaluated wireless midhaul
links in an urban scenario by considering an area of 500 × 500
sq.m. Our simulation results demonstrated that a set of 3 CUs can
efficiently serve all of the 36 DUs. In fact, we achieve a peak rate
of 10 Gbps on all of the links using an equal transmit power allo-
cation. Overall, it is evident that with the ever increasing traffic
demands on transport networks new architectures are sought in
the 5G-and-beyond era. Our results demonstrate that THz wireless
midhaul links between CUs and DUs in conjunction with 3GPP
functional splits is a promising direction especially for dense urban
environments that merits further investigations.
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