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Abstract—In prior work, researchers proposed an Internet of
Things (IoT) security and privacy label akin to a food nutrition
label, based on input from experts. We conducted a survey with
1,371 Mechanical Turk (MTurk) participants to test the effec-
tiveness of each of the privacy and security attribute-value pairs
proposed in that prior work along two key dimensions: ability
to convey risk to consumers and impact on their willingness to
purchase an IoT device. We found that the values intended to
communicate increased risk were generally perceived that way
by participants. For example, we found that consumers perceived
more risk when a label conveyed that data would be sold to
third parties than when it would not be sold at all, and that
consumers were more willing to purchase devices when they
knew that their data would not be retained or shared with others.
However, participants’ risk perception did not always align with
their willingness to purchase, sometimes due to usability concerns.
Based on our findings, we propose actionable recommendations
on how to more effectively present privacy and security attributes
on an IoT label to better communicate risk to consumers.

Index Terms—Internet of Things (IoT), Privacy and Security,
Label, Risk Perception, Willingness to Purchase.

I. INTRODUCTION

Consumers are concerned about IoT device data collection,
how data might be used and shared, and the lack of controls
for managing device privacy and security [1]-[4]. Research has
shown that consumers would like to use privacy and security
information when determining which device to purchase [5],
but this information is not readily available [6].

A usable IoT privacy and security label could help consumers
consider privacy and security when purchasing a device and
make more informed purchase decisions. Although there have
been several legislative proposals for IoT labels [7]-[12], few
details have been specified about what these labels should
include. To the best of our knowledge, a recent paper by
Emami-Naeini et al. [13] is the only comprehensive proposal
for an IoT privacy and security label.

After interviewing a diverse set of privacy and security
experts, Emami-Naeini et al. [13] specified 47 privacy, security,
and general attributes that should be included on a two-layer
IoT nutrition label. In addition, they conducted a small-scale
interview study with 15 IoT consumers to observe whether
participants understand the information presented on the label.
Although this work is a good first step toward designing
effective privacy and security labels, their proposed label (see
Appendix A) was primarily based on the opinion of experts,
who often perceive risks differently than the public [14].
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Our primary research goal is to assess which previously-
identified IoT privacy and security label attributes significantly
influence risk perception and willingness to purchase and in
what ways. Our secondary goal is to recommend improve-
ments to the proposed label design based on this assessment,
through identification of common misconceptions that might
be corrected through alternate wording or further explanation.

To achieve our research objectives and bridge the gap
between experts’ knowledge and consumers’ understanding, we
conducted a large-scale mixed-design survey study on Amazon
Mechanical Turk with 1,371 participants. We considered two
types of smart devices and three device recipients, which led
to a total of six experimental conditions.

In our study, we tested 16 privacy and security attributes.
Out of those, 15 attributes had two possible values each, corre-
sponding to its most protective or least protective levels, while
one attribute had three possible values. For each participant, we
randomly selected and presented three of the 16 privacy and
security attributes and for each selected attribute, we randomly
selected one of its possible values. Our method effectively adds
another value to each attribute (i.e., absent), which corresponds
to the attribute not being shown to a participant.

To be specific, we presented each participant with three
randomly-selected scenarios describing a hypothetical purchase
setting for an IoT device with a label containing a single
privacy or security attribute-value pair and a brief explanation
of the attribute-value designed for consumers (see Table III
in Appendix C). We measured how each attribute-value pair
would change risk perception and willingness to purchase the
smart device when presented in isolation.

We found that attribute-value pairs indicating that collected
information could be sold or that devices lacked access control
significantly elevated perceived risks and decreased the desire
to purchase the device. On the other hand, attribute-value pairs
indicating that no information is being shared with third parties
or retained on the cloud significantly reduced participants’ risk
perception and increased their willingness to purchase the
device. Moreover, we found that who the device is being
purchased for does not significantly impact participants’ risk
perception, but does impact their willingness to purchase.

Our analysis shows that while an increase in participants’
perceived risk is generally aligned with a reduced willingness to
purchase and vice versa, they are not always aligned perfectly.
In particular, we found that privacy and security attributes are
more powerful in influencing consumers’ risk perception than



their willingness to purchase the device.
We make the following contributions in this paper:

e Through our quantitative data collection, we identify
the privacy and security attributes and corresponding
values that most impact participants’ risk perception and
willingness to purchase IoT devices.

o Through our qualitative data collection, we gain insights
into why participants were influenced or not influenced
by label attributes to perceive a device as riskier or less
risky, or to report being more likely or less willing to
purchase that device.

« We distill a set of actionable recommendations on how to
better inform consumers’ purchase behavior by more effec-
tively conveying privacy and security risks to consumers
on an loT label.

II. BACKGROUND AND RELATED WORK

We provide background on risk perception. We then discuss
factors impacting consumers’ willingness to purchase. Finally,
we discuss research on how labels have been used to inform
consumers’ purchase behavior.

A. Risk Perception

Perceived risk is a subjective assessment of the likelihood
of a specific event happening and concern about its conse-
quences [15]. Research has shown that people tend to base
their decisions on the perceived risk [16], [17].

In the context of privacy and security, researchers have
shown that users’ lack of risk awareness and knowledge about
how their data might be used [18]-[21] influences their risk
judgement [22], [23]. Skirpan et al. found identity theft, account
breach, and job loss as the top-three rated risk scenarios related
to emerging technologies [24].

Researchers have examined how people perceive risks of
smart devices. Wieneke et al. conducted a qualitative study
on how privacy affects decision making related to wearable
devices [25]. They found that users’ lack of awareness impacts
their risk perception and they also observed a disparity between
risk perception and behaviors. Their findings are aligned with
other work in this space [19], [26].

B. Willingness to Purchase

Willingness to purchase is an indicator of actual purchase
behavior [27] and has been shown to have a high correlation
with it [28]-[30]. Researchers have identified a number of
factors impacting consumers’ purchase behavior including price,
features, perceived quality, brand, social media, word of mouth,
and usability [31]-[34].

Privacy is one of the concerns people have when participating
in e-commerce [35]-[37]. In a study by Tsai et al., availability
of accessible privacy information in search results encouraged
consumers to purchase from privacy-protective websites, despite
their higher prices [38]. Similarly, Kelly et al. found that
consumers will engage in more privacy-protective app-selection
behaviors when concise privacy information is available [39].

C. Labels

Labels are a common approach in contexts such as food [40]
and energy ratings [41], [42] to effectively communicate impor-
tant information to consumers. Despite their limitations [43],
[44], food nutrition labels have been shown to significantly
inform consumers’ purchase decisions [45], [46]. In the privacy
context, Apple has recently required app developers to provide
information about the privacy practices of their apps. This
information is presented on a privacy label located in the app
store to help users make more informed app selection. [47]

Researchers have suggested that privacy and security labels
for smart devices could effectively inform consumers. Emami-
Naeini et al. conducted a small-scale qualitative study to explore
how IoT consumers would react to privacy and security labels
for smart devices. They found that consumers are generally
unable to find privacy and security information for smart
devices they are considering purchasing and would be interested
in having privacy and security labels readily available [5].

Policymakers [7]-[10], [12], industry groups [48], [49], and
certification bodies [50] have expressed interest in privacy and
security labels for IoT devices. However, there has been little
discussion of label format and content. Emami-Naeini et al.
took a first step toward designing an informative IoT privacy
and security label by interviewing and surveying experts [13].
They specified 47 important factors and proposed a layered
label to present those factors.

In this study, we focused on consumers’ risk perception,
which often differs from that of experts [14]. We measured the
significance of IoT privacy and security attributes identified
by Emami-Naeini et al. [13], along with factors previously
found to explain risk perception, including risk target [51]—
[53], familiarity with the technology [54], [55], and attitudes
and concerns [56], [57]. Specifically, we considered the device
recipient (e.g., purchase for self or for someone else) to evaluate
the risk target, checked whether participants owned that type
of device to gauge familiarity with the technology, and varied
the type of device to gauge the impact of concerns related to
the type of collected data.

III. METHOD

We conducted an online study in January 2020 on Amazon
Mechanical Turk (MTurk) with 1,710 participants (reduced
to 1,371 participants after filtering the responses). In this
section, we discuss our study design, data analysis procedures,
and limitations. The study protocol was approved by our
Institutional Review Board (IRB).

A. Study Design

We designed our study with two between-subject factors—
the device type and the recipient of the device. We tested two
types of devices and three types of device recipients for a
total of six experimental conditions. Our within-subject factor
was the IoT-related privacy and security information conveyed
on the label. To mitigate survey fatigue [58] and keep the
completion time under 15 minutes, we randomly assigned each
participant to answer questions about only 3 of the 33 possible



pairs of attributes and their corresponding values, all associated
with one randomly assigned experimental condition. The survey
questions are provided in Appendix B.

1) Pilot Survey: Prior to launching the main study, we
piloted our survey on MTurk with 50 participants. We found
that more than half of the answers to open-ended questions
were irrelevant words such as “nice,” “good,” or “yes,” which
suggested that bots might be answering our survey [59]. We
significantly improved the quality of the responses by adding
a Google reCAPTCHA question [60] at the beginning of the
survey to identify and eliminate bots.

2) Participant Recruitment and Compensation: We recruited
1,710 MTurk Master Workers from the United States who
were at least 18 years old and who had a HIT, i.e., Human
Intelligence Task, approval rate of at least 90%. We introduced
the survey as a study about behaviors and attitudes toward
smart devices. On average, it took participants 13 minutes to
answer the survey questions and we paid them each $2.50.

3) Survey Procedure: After presenting participants with
the consent form and CAPTCHA verification, we asked
about participants’ concern level and purchase history for the
smart device that was assigned to their study condition. We
then presented each participant with three randomly assigned
hypothetical scenarios about the purchase of a smart device,

using the device type and recipient in their assigned condition.

Each purchase scenario included mention of a product label

with a single attribute-value pair, selected at random:
Imagine you are making a decision to purchase a
[device type] for [device recipient]. This device has
a [device sensor] that will [device data collection].
The price of the device is within your budget and
the features are all what you would expect from a
[device type]. On the package of the device, there is a
label that explains the privacy and security practices
of the [device type].
The label on the device indicates the following:
[attribute: value] (consumer explanation)

For each of the three scenarios, we asked participants how
the information on the label would change their risk perception
and their willingness to purchase, the reasons behind their
assessments, and a question to check whether they were paying
attention to the label. We then asked a question to capture
participants’ understanding of how their assigned smart device

collects data. We ended the survey with demographic questions.

4) Between-Subject Factors: We considered device type as
a between-subject factor and tested two types of devices. We
selected smart speakers (with a microphone that will listen and
respond to voice commands), which we hypothesized that most
participants would find concerning [26], [61], and smart light
bulbs (with a presence sensor that detects whether someone is
present in the room to control the lighting automatically) that
we expected to be perceived as not concerning [5], [26].

Our other between-subject factor was the IoT device recipient.

We were interested in understanding whether participants have
different risk perceptions and desires to purchase based on
whom they are purchasing the device for. Hence, we tested

three conditions: Purchasing the device for oneself, gifting it
to a family member, or gifting it to a friend.

5) Concern Level and Purchase History: To test our
hypothesis on the assessed level of concern for the two tested
device types, we asked participants to specify how concerned
they were about the smart device collecting data and the reason
for their answer. If they currently have a smart device of that
type in their home, we then asked them when and how they
acquired their devices. If they did not have the smart device,
we asked them whether they had ever been in the market to
purchase it and if so, we asked them what made them decide
not to purchase it (see Appendix B-A).

6) Privacy and Security Label Attributes: Emami-Naeini
et al. specified 47 attributes to include on the label, of which
25 are directly related to privacy or security [13]. There were
two types of attributes on their label: 14 had enumerated
values and the rest had URL as their values. In our study,
we included 17 privacy and security attributes. We tested
the 14 proposed label attributes with enumerated values. In
addition, we selected 3 sub-attributes from Emami-Naeini et
al.’s proposed label [13] and combined them into an additional
“control” attribute. Finally, due to the importance of security
patches in IoT standards and guidelines [62]-[67], we also
included an attribute related to time-to-patch that was not part
of the proposed label.

Since Emami-Naeini et al. [13] did not enumerate all of
the attribute-values, we synthesized the possible values each
attribute might take from a review of IoT privacy and security
standards and guidelines. For each attribute, we identified
a value that we hypothesized to be perceived as the most
protective and one that we expected to be perceived as the
least protective to test in our study. For one of the attributes
(user controls), we considered three values; the proposed label
actually presents these as binary values associated with three
separate attributes (data stored on device, data stored on cloud,
and local data retention time). Out of these 33 attribute-value
pairs (shown in Table I), each participant answered questions
related to three randomly-selected attribute-value pairs, contex-
tualized with a hypothetical purchase scenario. We implemented
the scenario selection function so that participants’ assigned
attribute-value pairs would not include multiple pairs with the
same attribute. We provided a consumer-friendly explanation
next to each attribute-value pair (shown in Appendix C).

7) Questions About Each Scenario: To evaluate how well
participants believed that they understood the tested attribute-
value pairs and associated explanations, we asked them how
confident they were that they knew what the presented
information meant (see Appendix B-B).

To understand participants’ risk perception, we asked them
to specify how the presented attribute-value changes the privacy
and security risks they associated with the device in question
(see Appendix B-B1). We then asked participants to explain
the reason behind their choice. We asked similar questions to
understand the impact of the privacy and security attributes on
changing participants’ willingness to purchase the device (see
Appendix B-B2).



Layer Attribute Tested value

Most protective
Automatic
Multi-factor
authentication

Least protective

Security update None

Access control None

B Purpose Device function Monetization
5] Device storage None Identified
E Cloud storage None Identified
A Shared with None Third parties
Sold to None Third parties
Cloud data deletion
Control over .
Device storage
Average time to patch 1 month 6 months
Security audit Internal & external None
Collection frequency  On user demand Continuous
.  Sharing frequency On user demand Continuous
5 Device retention None Indefinite
-E Cloud retention None Indefinite
% Data linkage None Internal & external

Characteristics and psychological traits,
attitudes and preferences,
aptitudes and abilities, and behaviors

Inference None

Control over Device retention

TABLE I: The 16 security and privacy attributes along with the values of
each attribute tested. The attributes are grouped here according to the layers
proposed in [13]. Note that the attribute “control over” is on both layers.
Attribute “average time to patch” was not included in the proposed label. Due
to the importance of security patches, we hypothesized that this attribute might
be appropriate for the secondary layer.

To evaluate participants’ attention and understanding of
the presented label information, we tested participants on the
specific privacy and security information they were asked about
with a multiple-choice question. For example, if the presented
attribute-value was security audit: none, we asked “Which
statement is correct about the device described in the previous
question?” and provided three incorrect answers alongside the
correct answer ‘“The manufacturer does not conduct security
audits on its devices and services.” We designed these questions
to be answerable with only the information we provided in the
consumer explanation, e.g., in this example, without knowing
anything about the implications of security audits.

8) Perceived Device Functionality: To understand how
participants perceived the device data collection, we asked them
whether they believed the device is always sensing, sensing
only when it is triggered (e.g., by mentioning the wake word
or by someone turning on the light), sensing only when a user
pushes a physical button on the device, or they do not know
(see Appendix B-C).

9) Demographic Questions: We asked general demographic
questions to capture participants’ age, gender, highest degree
earned, and background in technology (see Appendix B-D).

B. Data Analysis

Our study used a repeated-measures design in which partici-
pants were presented with multiple scenarios with the same type
of questions. This design results in multiple observations for
each participant that are not completely independent. Therefore,
we used a statistical method that allows us to use random
effects to account for these dependencies. To quantitatively
measure the significance of our independent variables, we used
Cumulative Link Mixed Models (CLMMs) with logit as the
link function. This allowed us to model all five levels of our
ordinal Likert scale responses for our dependent variables (risk
perception and willingness to purchase) rather than having to

bin them into two levels as required by logistic regression [68].
We used a significance threshold of 0.05.

We used content analysis [69] to find the reasons participants’
risk perception and willingness to purchase were impacted
or not impacted by privacy and security information. The
first author constructed a codebook used to analyze free-text
responses. The first author and another researcher independently
applied the codebook to the responses and through several
meetings, iteratively revised the codebook. After discussing
the coding discrepancies and resolving major disagreements,
we reached a Cohen’s Kappa inter-coder agreement of 81%,
which is considered excellent [70]. In case of unresolved
disagreements, we report on the findings of the first author.

C. Limitations

We tested the impact of privacy and security attributes on
participants’ self-reported risk perception and willingness to
purchase. While these measures have been shown to strongly
correlate with actual behavior [27]-[30], [71], they are not
a complete substitute for a study that observes real purchase
scenarios. We expect that our approach likely exaggerates the
effect that each attribute-value has on risk perception and
willingness to purchase, as these attribute-values will compete
with each other for a consumer’s attention in a real purchase
scenario. Thus, in a more realistic study we would expect
attribute-value pairs that exhibited a minor effect in our study
to exhibit little or no effect.

We designed our study so that we could measure the
effectiveness of each privacy and security attribute-value pair in
isolation. This allowed us to study the impact of each attribute
in order to prioritize the information that is included on an
IoT label as well as to identify misconceptions associated
with individual attributes. However, a full privacy and security
label would include more than one attribute. Further testing is
needed to explore the nuances in consumers’ risk perception
and willingness to purchase when presented with a complete
IoT privacy and security label. Again, we expect that the effect
of each individual attribute will be muted when presented in
the context of a complete label. However, interaction effects
may also emerge.

We evaluated the importance of a limited number of factors
in describing risk perception and willingness to purchase. For
instance, we tested only two types of IoT devices, three types
of recipients, and two extreme values for the tested security and
privacy attributes. It would be useful to also test other levels
of these factors, for example, gifting a device to a child who
is being protected by Children’s Online Privacy Protection Act
(COPPA). It would also be useful to test the common values of
privacy and security attributes that fall in between the extremes,
e.g., default passwords and user-changeable passwords rather
than just no passwords and multi-factor authentication.

Our survey questions might have primed participants to
think about privacy, security, and risks more than they would
in realistic purchase scenarios. However, as participants were
equally primed in all conditions, we expect little impact on



the relative risk and desire to purchase for each attribute-value
and the relative ordering between them.

Our methodology and regression analysis capture the impact
of each attribute-value pair in isolation. However, as multiple
attribute-value pairs were presented to each participant, inter-
action effects among these factors may exist that we did not
investigate.

We provided a plain-language consumer explanation for each
privacy and security attribute-value pair to help participants
understand what they mean. To assess participants’ attention
to the provided explanations, we asked an attention-check
question and asked participants about their level of confidence
in understanding the attribute-values. However, we did not
test participants on their knowledge related to the privacy
and security implication of each attribute-value pair and thus
have no quantitative assessment of whether participants’ level
of confidence in their knowledge correlates with their actual
understanding. However, our qualitative analysis of open-ended
responses indicated that participants did not seem to find the
attribute-value pairs confusing. Even so, as we will discuss
in Section IV-E, we found some misconceptions about the
implications of a few privacy and security attribute-value pairs.
More detailed knowledge questions are needed to fully assess
participants’ understanding of each attribute-value pair.

Finally, we recruited participants from MTurk who reside
in the US. Residents of other countries likely have different
perspectives on privacy and security risk and willingness to
purchase IoT devices. Furthermore, our participants are not
completely representative of the US population. For instance, as
shown in Table I'V in Appendix D, our participants were slightly
more educated and younger than the general US population.
Past studies have found that, even when controlling for these
demographic factors, MTurk workers may have heightened
privacy concerns compared with the US population [72].

IV. RESULTS

We first describe our participants and present summary
statistics. Next we present our statistical models of risk
perception and willingness to purchase. Finally, we provide
insights from our qualitative analysis of participants’ responses.

A. Participants and Study Conditions

We initially recruited 1,710 MTurk participants and excluded
those whose answers for all our open-ended questions were
irrelevant. This resulted in 1,371 participants who are included
in our analysis. All of these participants answered at least two
out of their three attention-check questions correctly. Overall,
at least 90% of participants correctly answered the attention-
check questions for all but two of the 33 attribute-value pairs,
indicating that participants were paying attention to the label
information we presented to them. The two attribute-value pairs
with the most wrong answers were: security audit: internal
& external (22% incorrect), and control over: device storage
(21% incorrect).

We randomly assigned each participant to one out of six
study conditions (based on two device types and three device

recipients). Each participant was asked to answer questions
related to three random attribute-value pairs for the condition
they were assigned to. There were between 224 and 233
participants per condition and between 119 and 132 participants
per attribute-value pair.

Our participants were 54% male and 45.5% female. Com-
pared to the 2018 US Census data [73], participants were
younger and better educated. Participant demographic informa-
tion is provided in Appendix D.

B. Summary Statistics

1) Concern Level: We found a strong correlation between
the device type (smart speaker, smart light bulb) and the
level of concern with the type of device (binary variable'),
2%(1,N = 1371) = 189.14,p < 0.001,¢ = 0.37 [74]. 62%
of the participants who were assigned to the smart light
bulb conditions reported being concerned, mainly due to the
unforeseeable consequences of their data being accessed by
unauthorized parties. In the smart speaker conditions, 93%
reported being concerned about these devices. Most participants
mentioned that they are concerned about smart speakers always
listening to them. The difference in participants’ level of
concern for the smart speaker and smart light bulb is consistent
with our hypothesis, as well as past findings [5], [26], [61].

2) Purchase History: 54% of participants reported having
a smart speaker in their home, and among those, 53% had
purchased the device themselves. Only 12% of participants
reported having a smart light bulb, and 61% of those reported
that they had purchased it themselves.

Among those who did not have the smart device in question,
23% reported that they had been in the market to purchase it
earlier. The main reasons stated for not going through with the
purchase were their price (30% for the smart speaker and 48%
for the smart light bulb) and lack of necessity (44% and 34%,
respectively). Privacy and security concerns were also reported
by 26% and 9% of participants as reasons not to purchase the
smart speaker and the smart light bulb, respectively.

3) Confidence Level in Understanding Label Information:
More than 70% of participants reported being somewhat,
moderately, or very confident about knowing what the label
information meant for all but two attributes. Participants’ level
of confidence was significantly lower (p-value < 0.05) for
security audit and data linkage.”

C. Device Functionality Perception

We found that most participants have a correct understanding
about how the smart device in their study condition works. In
the smart light bulb condition, 72% of participants believed
that the light bulb always senses whether someone is present in
the room, 12% reported not being sure how the device works,
10% believed that the device starts sensing when a button on
the device is pushed, and 6% thought that the smart light bulb

'We coded “not at all concerned” as 0 and “only slightly concerned,”
“somewhat concerned,” “moderately concerned,” and “very concerned” as 1.

2We constructed a CLMM to model the impact of attribute-value on the
level of confidence.



starts sensing when triggered by someone’s presence in the
room. In the smart speaker condition, we found that 53% of
participants had a belief that the device waits for the user to
mention the wake word (e.g., “Alexa”, “OK Google”), 39%
thought that the device is always sensing, 4% reported not
knowing how the smart speaker works, and 4% believed that
the device starts listening when the user presses a button to
turn on the device microphone.

D. Risk Perception and Willingness-to-Purchase Models

We were interested in understanding the impact of various
factors on two dependent variables (DVs): participants’ risk
perception and willingness to purchase the smart device. We
built two Cumulative Link Mixed Models (CLMMs) to describe
our DVs. The factors we included in each model are as follows:”

e sp_attribute_value: 33 security/privacy attribute-
value pairs (see Table I). Among these 33 attribute-
value pairs, only three of them were randomly selected
and presented to each participant, while the rest of the
attributes were absent, i.e., not shown to the participant.

e prior_scenarios: Number of prior scenarios seen by
that participant, with three levels: 0, 1, and 2 scenarios.

e device_exposure: How much exposure participants
have to the smart device, with three levels: “Not having
the device,” “purchased the device” (owned the device and
purchased it themselves), and “didn’t purchase the device”
(owned the device, but did not purchase it themselves).

e device_type: Type of the device, with two levels:
Smart speaker and smart light bulb.

e device_recipient: Who the device is being pur-
chased for, with three levels: Yourself, friend, and family.

Our dataset included three scenarios from each of the 1,371

participants for a total of N = 4,113 observations. We asked
participants to specify, on a Likert scale, the impact of each
presented attribute-value pair on risk perception and willingness
to purchase (see Appendices B-B1 and B-B2), leading to J =5
ordinal response categories. We modeled risk perception and
willingness to purchase by fitting two CLMMs to the data. In
these CLMMs, we included a random intercept per participant
to take the natural and inherent variations among different
participants into account. In each model, the probability that
the i observation, i € {1,...,N}, falls in the ;™ response
category or below, j € {1,...,J — 1}, is modeled as

logit(Pr(Y; < j)) = jjj1 — Uparcicipant,
- ﬁsp_attribute_value,-
- Bprior_scenarios,— - ﬁdevice_exposurei

- Bdevice_typei - Bdevice_recipient;; (1)

3We also initially included the demographic information (see Appendix D)
and the type of prior privacy and security attribute-value, but we found
their impact to be insignificant in both models. Therefore, we decided to
remove them from our final models to better fit the data (according to Akaike
Information Criterion (AIC), which we used to assess the model goodness
of fit [75]). Except for demographic factors as well as the prior privacy and
security attribute-value, removing other factors from the models resulted in
a decline in model fit. Therefore, we did not remove any of the remaining
factors from our models.

where ;| denotes the threshold parameter between response
categories j and j+1, and uparcicipant; denotes the random
effect for the participant in the i observation, modeled as
an independent and identically distributed (i.i.d.) Gaussian
random variable with zero mean and variance of 63, i.e.,
Uparticipant; ~ A (0,02),Vi € {1,...,N}. Moreover, for each
factor in the model, Bractor, denotes the model coefficient
corresponding to the level of that factor present in the i
observation. Note that in the case of security/privacy attribute-
value pairs, our model captures i) whether each of the 16
security and privacy attributes in Table I was present or absent
in each observation, and ii) if present, whether the most
protective or the least protective value of that attribute was
observed.*

Table II presents the results of the two models. For each
model, we present the variance of random effects ¢ and
threshold parameters {o il j+1}5;}. Moreover, for each factor,
we report its estimate, i.e., the corresponding f coefficient
in (1), as well as its standard error and p-value. We also
provide the odds ratios of increased risk and willingness to
purchase for each factor, respectively defined as

[I>

ORrisk(+) |factor

Pr(slightly/strongly increased risk | factor)
1—Pr(slightly/strongly increased risk | factor)
Pr(slightly/strongly increased risk | factor_baseline)
1—Pr(slightly/strongly increased risk | factor_baseline)

2

N
ORpurchase(+) |factor =

Pr(slightly/strongly increased willingness to purchase | factor)
1—Pr(slightly/strongly increased willingness to purchase | factor)
Pr(slightly/strongly increased willingness to purchase | factor_baseline)
1—Pr(slightly/strongly increased willingness to purchase | factor_baseline)

3)

Finally, we provide the odds ratios of decreased risk and
willingness to purchase for each factor, respectively defined as

(1>

L )

ORrisk(+) |factor ’

O : )

purchase(+)|factor

ORrisk(f) |factor
ORpurchase(f) |factor =

In both models, we select purpose: device function to be the
baseline for sp_attribute_value, as it is the purpose that
most IoT devices will serve, possibly in addition to others. The
smart light bulb is selected as the baseline for device_type,
since its data collection is less concerning, the baselines for
factors device_exposure and device_recipient are
selected to be the most common values of these factors, and
the baseline for prior_scenarios is 0 scenarios as its first
level. The selection of baselines implies that their corresponding
B coefficients in (1) are set to zero by the model. Note that
the selection of baselines will not affect the final output of
the models, e.g., in terms of the cumulative response category
probabilities (1) and odds ratios (2)-(5).

For the risk perception model, a positive estimate for a
factor indicates an increase in risk perception compared to the
baseline of that factor. Similarly, in the willingness to purchase

“In case of the presence of the control over attribute, our model captures
which of three most protective values was observed by the participant.



Risk perception

Willingness to purchase

Row  Factor
OR(;) OR(, Estimate Std. Error p-value OR(, OR() Estimate Std. Error  p-value
sp_attribute_value (baseline = purpose: device function)
1 Sold to: third parties 26.58 0.04 3.28 0.34 ok 0.04 24.05 -3.18 0.30 ok
2 Access control: none 19.11 0.05 2.95 0.31 ok 0.06 16.28 -2.79 0.28 ok
3 Shared with: third parties 13.07 0.08 2.57 0.29 o 0.09 10.80 -2.38 0.26 ok
4 Sharing frequency: continuous 10.59 0.09 2.36 0.29 K 0.16 6.23 -1.83 0.25 ok
0 Cloud retention: indefinite 10.38 0.10 2.34 0.28 ok 0.12 8.50 -2.14 0.26 ok
2 6 Device retention: indefinite 9.97 0.10 2.30 0.28 ok 0.16 6.30 -1.84 0.26 ok
8 7 Security update: none 9.58 0.10 2.26 0.29 wEE 0.12 8.41 -2.13 0.27 ok
g 8 Device storage: identified 8.84 0.11 2.18 0.28 o 0.15 6.69 -1.90 0.26 ok
2 9 Cloud storage: identified 6.42 0.16 1.86 0.27 ok 0.18 5.42 -1.69 0.25 ok
g 10 Average time to patch: 6 months 6.36 0.16 1.85 0.26 ok 0.21 4.76 -1.56 0.25 ok
=11 Purpose: monetization 6.11 0.16 1.81 0.26 ok 0.11 8.94 -2.19 0.26 ok
12 Data linkage: internal & external 5.70 0.18 1.74 0.27 ook 0.19 5.16 -1.64 0.25 ook
13 Inference: additional info 5.58 0.18 1.72 0.28 ok 0.17 5.87 -1.77 0.26 ok
14 Security audit: none 5.26 0.19 1.66 0.30 ok 0.24 4.14 -1.42 0.25 ok
15 Collection frequency: continuous 4.81 0.21 1.57 0.26 ok 0.23 4.35 -1.47 0.25 ok
16 Average time to patch: 1 month 3.13 0.32 1.14 0.26 ok 0.34 297 -1.09 0.25 ok
17 Security audit: internal & external 0.37 2.72 -1.00 0.27 ok 1.62 0.62 0.48 0.25 *
18 Device storage: none 0.11 8.76 -2.17 0.27 ok 5.99 0.17 1.79 0.25 ook
19 Inference: none 0.11 9.49 -2.25 0.26 Hokk 3.90 0.26 1.36 0.24 ok
20 Security update: automatic 0.10 9.87 -2.29 0.26 ok 4.26 0.23 1.45 0.24 ok
o 21 Sharing frequency: on user demand 0.08 13.07 -2.57 0.26 ok 6.23 0.16 1.83 0.24 ok
Z 22 Control over: cloud data deletion 0.07 14.15 -2.65 0.26 ok 5.99 0.17 1.79 0.25 ok
3 23 Collection frequency: on user demand 0.07 14.01 -2.64 0.25 ook 7.03 0.14 1.95 0.24 ook
e 24 Control over: device retention 0.07 14.01 -2.64 0.25 Hokk 7.24 0.14 1.98 0.24 ok
; 25 Data linkage: none 0.07 15.33 -2.73 0.26 ok 6.23 0.16 1.83 0.24 ok
§ 26 Sold to: none 0.05 20.70 -3.03 0.26 ok 11.13 0.09 2.41 0.25 ok
27 Cloud storage: none 0.05 22.20 -3.10 0.26 ok 6.62 0.15 1.89 0.25 ok
28 Control over: device storage 0.04 28.50 -3.35 0.26 ok 11.25 0.09 242 0.25 ook
29 Device retention: none 0.02 41.26 -3.72 0.27 Ak 13.20 0.08 2.58 0.25 ok
30 Access control: MFA 0.02 45.60 -3.82 0.27 o 8.25 0.12 2.11 0.24 ok
31 Shared with: none 0.02 50.91 -3.93 0.27 ok 18.54 0.05 2.92 0.25 ok
32 Cloud retention: none 0.02 50.91 -3.93 0.27 ok 13.74 0.07 2.62 0.25 ok
device_type (baseline = smart light bulb)
33 Smart speaker 1.55 0.64 0.44 0.08 o 0.66 1.52 -0.42 0.07 ok
device_recipient (baseline = yourself)
34 Friend 1.01 0.99 0.01 0.08 0.83 0.88 1.14 -0.13 0.08 *
35 Family 0.97 1.03 -0.03 0.08 0.69 1.00 1.00 0.00 0.08 0.97
device_exposure (baseline = not having the device)
36 Didn’t purchase the device 0.79 1.27 -0.24 0.11 * 1.68 0.59 0.52 0.10 ok
37 Purchased the device 0.63 1.60 -0.47 0.10 ok 2.03 0.49 0.71 0.10 ok
prior_scenarios (baseline = 0 scenarios)
38 1 scenario 1.19 0.84 0.17 0.08 * 0.76 1.32 -0.28 0.07 ok
39 2 scenarios 1.14 0.88 0.13 0.08 0.10 0.63 1.58 -0.46 0.07 ok
threshold coefficients
40 112 - - -3.53 0.21 - - - -1.83 0.19 -
41 213 - - -1.59 0.20 - - - -0.80 0.19 -
42 314 - - 0.08 0.19 - - - 1.60 0.19 -
43 415 - - 1.40 0.20 - - - 341 0.20 -
random effects
44 oy - - 0.27 - - - - 0.43 - -
Note:  *p<0.05 *¥p<0.01 **p<0.001

TABLE II: We used CLMM and built two models to identify the significance of various factors in changing participants’ risk perception and willingness to
purchase. The Nagelkerke R> values for the risk perception and willingness to purchase models are 0.74 and 0.68, respectively. The Cox & Snell values for the
risk perception and willingness to purchase models are 0.71 and 0.65, respectively [76]. For the security and privacy attribute-value pairs, except for the control
over attribute, our models capture three levels of each attribute, i.e., most protective, least protective, and absent (i.e., not shown), while they capture four
levels for the control over attribute, namely its three most protective levels as well as absent.

model, a positive estimate indicates an increase in participants’
desire to purchase the smart device, and a negative estimate
indicates hesitance to purchase, all compared to the baseline.

Since we showed three scenarios to each participant, there
might exist two-way or three-way interaction effects among
the presented attribute-value pairs. An interaction term is
statistically defined between levels of multiple distinct factors,
while in our constructed model, attribute-value pairs are
the levels of the same factor (sp_attribute_value).
Therefore, our model is not able to capture such potential
interactions. As full privacy and security labels would include

multiple attribute-value pairs, future studies should carefully
explore the interactions among the presented factors.

Privacy and Security Information. In both models, all the
privacy and security attribute-value pairs significantly changed
participants’ risk perception and willingness to purchase. For
almost all of these pairs, the direction of the change was aligned
with our hypothesis (see Table ), except for the average time to
patch. The Underwriters Lab (UL) guidelines suggest that the
most severe vulnerabilities should be patched within 1 month
and less severe vulnerabilities within 3 months [77]. Thus, we
hypothesized that participants’ perceived risk would decrease
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Fig. 1: Based on the CLMM parameters in the baseline condition (i.e., all the model factors, except sp_attribute_value, being at their baseline values),
we computed and plotted the probabilities of each privacy and security attribute-value pair increasing, decreasing, or having no impact on risk perception (Left

Fig: la) and willingness to purchase (Right Fig: 1b).

if vulnerabilities were patched within 1 month, and increase
if they were patched within 6 months. However, the findings
from the CLMMs show that average time to patch of both 1
month and 6 months strongly increase the perceived risk and

decrease willingness to purchase (see Table II, rows 16 and 10).

In fact, most of our participants reported that they would like
the company to patch vulnerabilities within a few days.

The CLMM results show that data being sold to third parties
(Table II, row 1) and having no control over access (Table II,
row 2) had the biggest impact on increasing participants’ risk
perception, whereas no cloud retention (Table II, row 32) and
data not being shared with third parties (Table II, row 31)
had the biggest impact on decreasing the perceived risk.
The direction of the impact of attribute-value pairs in the
willingness to purchase model was similar to the risk perception
model. However, the relative importance of the attribute-value
pairs were not exactly the same across the two models. For
instance, knowing information would not be shared most
influenced willingness to purchase while no cloud retention
most influenced risk perception.

Comparing the odds ratios in Table II, we observe that for
all the least protective values, the odds ratios of increasing
risk perception are higher than their corresponding odds ratios
of decreasing the desire to purchase. Similarly, for all the
most protective attribute-value pairs except average time to
patch: 1 month, the odds ratios of decreasing risk perception
are higher than their corresponding odds ratios of increasing
willingness to purchase. This implies that the tested privacy and
security attribute-value pairs were more powerful in changing
participants’ risk perception than in changing their willingness
to purchase. From the open-ended responses, we observe
a possible explanation: Participants report that privacy and
security are among many factors they consider when purchasing
a device. Several participants who reported that a privacy
and security attribute-value does not have an impact on their
willingness to purchase mentioned that their willingness to

purchase the smart device is driven by its price or features.

Figure 1 illustrates the probabilities of the five response
categories for risk perception and willingness to purchase based
on the CLMM estimates. Our analysis shows that participants
are significantly more likely to specify an increase rather than
a decrease in risk perception for all the least-protective values.
The reverse trend was also mostly true for the most protective
values. There were, however, a few exceptions. We found that
the attribute-value pairs security audit: internal & external,
purpose: device function, and average time to patch: 1 month
led to a considerable probability of increased risk perception
(21%, 41%, and 68%, respectively), suggesting that these
attribute-value pairs may not be clear. We discuss the open-
ended responses that provide insights into these unexpected
findings in Section IV-E. As the figure shows, unlike their
most protective values, the least protective values purpose:
monetization and average time to patch: 6 months had a large
impact on increasing risk perception and decreasing willingness
to purchase.

Figure 2 shows jitter (scatter) plots of participants’ perceived
risk levels and willingness to purchase when presented with
attributes alongside their most and least protective values. As
the plots demonstrate, the correlation between risk perception
and willingness to purchase differs based on the attribute. For
instance, Figure 2a shows that most participants perceived
multi-factor authentication (MFA) as decreasing risk (89%)
and no access control as increasing risk (97%). While this
was generally consistent with their willingness to purchase, the
figure shows that some participants who perceived MFA as risk
reducing were actually no more likely or even less likely to
purchase a device with MFA (31%). Our qualitative responses
suggest this is mainly due to MFA usability challenges.
Likewise, Figure 2b shows that most participants perceived no
sharing as decreasing risk (85%) and sharing with third parties
as increasing risk (95%). However, in this case, risk perception
was much more likely to be correlated with willingness to
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Fig. 2: Jitter (scatter) plot of participants’ willingness to purchase vs. perceived risk for all 16 privacy and security factors and levels. We use the following
notation to label the x and y axes: -- represents “strongly decrease,” - represents “slightly decrease,” NI represents “no impact,” + represents “slightly increase,”

and ++ represents “strongly increase.”

purchase. On the other hand, Figure 2p shows that participants
perceived both values of average time to patch as risky (78%
for 1 month and 91% for 6 months) and also decreasing their
likelihood to purchase (67% for 1 month and 75% for 6 months).
Finally, as we hypothesized, Figure 2h confirms that all levels
of control seem to reduce participants’ perceived risk and
increase their willingness to purchase.

Type of the Device. In addition to the privacy and security
attributes, our results show that the device_type was a
significant factor to describe risk perception and willingness to
purchase. In particular, compared to a smart light bulb (baseline
for device_type), participants perceived a significantly
higher risk for a smart speaker (estimate = 0.44, p-value
< 0.001) and they were significantly less willing to purchase
the smart speaker (estimate = —0.42, p-value < 0.001).

Recipient of the Device. The device_recipient was
not a statistically significant factor to describe risk perception.
However, participants’ willingness to purchase the device signif-
icantly decreased when the recipient of the device was a friend
(estimate = —0.13, p-value < 0.05) compared to purchasing the
device for themselves (baseline for device_recipient).
The most common reason participants mentioned for this

decrease was that participants thought friends should decide for
themselves if they want to use the device based on the privacy
and security information. However, in the study conditions
where we asked participants about family members as the
device recipients, they reported feeling more responsible for
purchasing a safe device.

Device Exposure. In each study condition, we asked partici-
pants to specify whether they owned a device of the type in that
condition and how they acquired it (see Appendix B-A). Similar
to prior work [78]-[81], our analysis shows that compared to
not having the device, participants who had the device, either
by purchasing the device themselves (estimate 0.47, p-
value < 0.001) or acquiring it in other ways (estimate = —0.24,
p-value < 0.05), perceived a significantly lower risk. Moreover,
our results indicated that those participants who had the device
had a significantly higher (p-value < 0.001) desire to purchase
a future device, compared to those who did not have the device.
Nevertheless, we found no significant differences based on how
participants acquired the device.

Prior Scenarios. Our CLMMs show that the number of
prior scenarios influence the risk perception and willing-
ness to purchase for the current scenario. More specifically,



we found that compared to the first scenario (baseline for
prior_scenarios), participants perceived a significantly
higher risk for the second scenario (estimate = (0.17, p-value
< 0.05). In the willingness to purchase model, participants
expressed a significantly lower desire to purchase the smart
device in the second (estimate = —0.28, p-value < 0.001) as
well as the third scenarios (estimate = —0.46, p-value < 0.001)
compared to the first scenario. We found a significant difference
in willingness to purchase between the second scenario and
the third scenario (p-value < 0.05). One possible explanation
for this effect could be that participants became more sensitive
to risks as they were exposed to more scenarios and, therefore,
gradually became less willing to purchase the device.

E. Qualitative Results

In most cases, open-ended responses echo and provide
additional insights into our quantitative results. For example,
the open-ended responses help explain why participants were
so concerned about access to their information or devices.

Participants frequently expressed concerns about not knowing
how their information would be used if it was shared with
or sold to third parties. P8 reported: “Once data is sold, you
do not know where or what it is being used for, or if it will
be sold again. This will enable tracking by companies you
are unaware of.” For similar reasons, participants were more
inclined to purchase devices that did not share their data or
store their data in the cloud.

Participants were also concerned about unauthorized access
to devices that lacked access controls. P280 said: “Having no
control means that I have no way of keeping people from
accessing my light bulb and the sensor. There is no password
protection or authentication methods where it would allow only
myself to access the software.”

The open-ended explanations also helped us identify a
number of common reasons for responses that differed from
what we had hypothesized, explained below.

Insufficient Information. Not having enough information
was the most common reason that five of the factors did not
decrease some participants’ risk perception, despite our hy-
pothesis. In their open-ended responses, participants requested
additional information:

o Average time to patch: 1 month: Out of 122 participants,
68 reported being unsure about whether one month is
too short or too long, expressing that they need more
information on why it takes manufacturers one month to
fix vulnerabilities.

o Security audit: internal & external: Out of 125 participants,
31 wanted to know who the auditors are and what
information they have access to when conducting audits.

e Data linkage: internal & external: Out of 121 participants,
22 wanted to know what these internal and external data
sources are and what the consequences of their data being
linked with such data sources would be.

o Security update: automatic: Out of 128 participants, 21
wanted to know how often their device would get updated
and whether they can control this frequency.

e Device storage: none: Out of 123 participants, 17 wanted
to know whether information would be stored on the cloud
or if no data would be stored at all.

Lack of Trust in Manufacturers. The second most
common reason that a factor did not impact participants’
risk perception and willingness to purchase was not trusting
manufacturers to follow their stated practices. Some participants
(53/123) expressed a lack of trust when they saw purpose:device
function, for which we provided the explanation “Data is being
collected to provide the main device features, improve services,
and help develop new features.” Although we hypothesized
that providing data for device functionality should decrease
the perceived risk, that was true for only 12% of participants
seeing that information (15/123). Other participants stated that
this information would not impact their risk perception or
would even increase risk, mostly due to their lack of trust
in manufacturers. As P778 explained: “The companies who
collect data are incredibly untrustworthy. They do not have
consumers’ best interests in mind when they are utilizing the
data they collect.”

On the other hand, lack of trust also resulted in most
participants (101/124) expressing concern about purpose:
monetization. P298, who perceived a strongly higher risk,
reported: “This means that the device is collecting all kinds
of information. The device is sharing all kind of information
with companies you do not know if they can be trusted.”

A few participants (11/128) mentioned lack of trust when
assessing the risk of security update: automatic. They reported
that manufacturers can apply unwanted changes to their devices
under the pretext of security updates.

Shared with: none and sold to: none were other attribute-
value pairs where participants expressed lack of trust. Some par-
ticipants mentioned that while they believe this would decrease
potential privacy risks, they do not trust the manufacturers not
to send their data to other companies for profit.

Participants’ comments about trust are consistent with prior
work that has identified the trust people have in organizations
as one of the factors affecting risk perception [82]—[87].

Following Standard Practices. For eight attribute-value
pairs, participants believed that the reported privacy and security
practices were standard, and, therefore, having them would not
provide additional protection. This reason was most commonly
mentioned about the attribute-value pairs that conveyed to
participants a sense of control over their devices.

These pairs were control over: cloud data deletion (27/122),
control over: device retention (21/125), control over: device
storage (19/128), security audit: internal & external (14/125),
collection frequency: on user demand (12/132), sharing fre-
quency: on user demand (10/127), security update: automatic
(9/128), and access control: multi-factor authentication (5/127).

P878 believed that data collected with user consent is
standard: “I would assume this is standard and normal. If
the company is not ethical, they will just collect the data
anyway.” Moreover, P205 reported that knowing about internal
and external security audits will not change their willingness
to purchase the device by saying: “I’m pretty sure audits are



standard. I assume that any product reaching consumer shelves
has been audited by at least someone.”

Usability Challenges. Some participants reported that re-
quiring users to use multi-factor authentication (37/127) or
consent to data collection each time on user demand (27/132)
would affect device usability. P1334 was particularly concerned
about MFA for shared in-home devices: “Accessing the device
via authentication would then become a hassle and/or annoying.
For instance, what if my wife or a guest wanted to use the
speaker?”

All participants who mentioned usability challenges reported
that the corresponding attribute-value pairs would decrease
the risks. However, they reported that those attribute-value
pairs would have no impact on, and in most cases would even
decrease, their willingness to purchase.

Desire to have Control. Automatic security updates are
widely recommended [63], [64], [77], [88] and, as expected,
security update: automatic significantly decreased participants’
risk perception. However, for some participants (19/128), this
decrease in risk perception did not positively impact their
willingness to purchase due to the lack of control implied by
this practice. P535 reported: “I want to have full control over
updating my devices to decrease the risk of installing an update
that has a security flaw.”

No Initial Concerns. In the study conditions where the
device was a smart light bulb, many participants exhibited no
initial concern (those who answered “not at all concerned”).
57% of those participants said they were not aware of any
consequences of the data collection (129/255). Therefore,
privacy and security attribute-values that generally reduced
risk perception had no impact on some participants because
they did not perceive a risk to begin with.

We found a strong correlation between type of device
and the concern level, and as we previously mentioned,
device_type was a significant factor in explaining par-
ticipants’ risk perception (see Table II).

Misconceptions. Although we did not find any indication of
confusion over the presented attribute-value definitions, there
were two attribute-value pairs that a few participants appeared
to have misconceptions about, thus affecting their responses.
One pair was security update: none. A few participants (5/125)
mentioned that receiving no security updates implied maximum
security protection, alleviating the need for updates. Another
misunderstood attribute was the average time to patch. Some
participants (8/253 participants across both values of average
time to patch) mentioned that a device that receives security
patches must not be secure or it would not need patches. For
instance, P906 mentioned: “On the label, it advertises that
patches are even needed. That is why there is a perception of
decreased privacy.”

Other Reasons. There were some reasons that were men-
tioned by only a small number of participants. One of the
reasons that an attribute-value pair did not change participants’
willingness to purchase was that they had already decided
either to purchase or not to purchase that kind of device
(68/1371 across all study conditions) due to factors such as

its functionality or their prior privacy and security concerns
with the device. P750, who was asked to imagine purchasing
a smart speaker, reported: “There is little incentive for the
companies to keep data secure. The fact that IoT devices all
send data to a privately controlled server is unacceptable. Any
low-level employee or barely motivated hacker could get access
to all the information. The government could just ask for the
information. I don’t want any such devices in my home.”

Some participants who were in the study conditions, where
they were asked to imagine purchasing the smart device for a
family member or a friend as a gift, mentioned that they did
not feel comfortable making a decision for the gift recipient
without knowing their preferences (49/915 participants across
conditions with friends or family as device_recipient).

Finally, some participants (82/1371 across all study con-
ditions) stated that as long as data is being collected by the
device, no privacy and security practice could eliminate the
potential risks. For instance, P1338 reported: “Just because
I can control how the data is retained on the device doesn’t
mean I have any control about how that data is collected and
how it is used while it is retained - the company could still
upload the data from the device to their server before it is
deleted from the device.”

V. DISCUSSION

Our findings pave the path to an improved IoT privacy and
security label, which can ultimately lead to a safer and more
secure IoT ecosystem. In this section, we start by providing
recommendations on how to further enhance information
communication and effectiveness of IoT labels. We then provide
a discussion on the impact of risk acceptability on consumers’
willingness to purchase. We continue with a discussion of how
labels may impact consumers’ purchase behavior. Finally, we
provide a brief discussion on the future of IoT labels and
suggest paths toward adoption.

A. Toward a More Effective IoT Label Design

Our quantitative and qualitative results suggest that present-
ing privacy and security attributes in an IoT label is likely
to influence participants’ risk perception and willingness to
purchase. Although almost all of the tested attribute-value pairs
were statistically significant in explaining risk perception and
willingness to purchase, based on qualitative responses we
propose several ways to better convey risk to consumers and
help inform their purchase behavior. Our proposed changes
should be tested in future user studies.

1) Reducing Information Uncertainty: Our qualitative find-
ings showed that understanding the provided definitions of
attribute-values (see Appendix C) is not always enough to make
an informed decision. In Section IV-E, we mentioned several
additional pieces of information that participants thought could
help inform their decisions.

Based on these qualitative responses, we recommend that
manufacturers provide the following additional information:

« Justification as to why the manufacturer has a specific
privacy and security practice in place.



« In what ways a specific privacy and security practice could
protect or harm consumers.

« What controls consumers have related to each privacy and
security attribute.

« If an option is being offered to control a specific privacy
and security practice, what steps users need to take to
enable that option.

It is important to note that although adding information to
the label would mitigate consumers’ uncertainty, too much in-
formation could overwhelm consumers. Therefore, we propose
adding extra information on the label in an expanded view
accessed by a plus sign that is placed next to each attribute.
Note that the expanded view is only available on the secondary
layer of the label, which is in an online-only format.

2) Placement of Information on the Label: Our quantitative
analysis suggests that the proposed distribution of attributes
between the primary and secondary layers of the label [13]
is mostly appropriate based on each attribute’s impact on risk
perception and willingness to purchase. We found that all the
primary-layer attributes we tested accurately communicated
increased or decreased risk to participants, with the exception
of purpose: device function (see Figure 1). As discussed
in Section IV-E, participants expressed a lack of trust in
manufacturers to use collected data only to enable the main
device features. However, we expect that manufacturers could
increase trust by being more explicit about the purposes for
which they use data. This explanation could be added to the
secondary layer of the label. In addition, future work should
explore whether this information is useful enough to consumers
that it is worth adding to the primary layer. For some types of
sensors/devices, this information will be fairly obvious (e.g.,
motion detector sensing motion), but for others it may be more
surprising (e.g., motion detector collecting video) and could
be helpful for consumers to see up front.

Our quantitative analysis indicated that device and cloud
retention are among the four most influential attributes to
decrease risk perception and increase willingness to purchase
the device (see Table II). Participants strongly preferred no
retention time over indefinite retention. The device and cloud
retention attributes are currently placed on the secondary layer
of the label [13]. Our quantitative findings suggest that these
attributes should be promoted to the primary layer to better
inform consumers’ risk perception.

3) Reducing Misconceptions: As mentioned in Section I'V-E,
open-ended responses showed that some participants had
misconceptions about the implications of patches and security
updates, believing that the need for updates or patches indicates
poor security. The root of the misconception was lack of
knowledge about the necessity of receiving security updates
and patching device vulnerabilities. We believe that an IoT
label could be an effective way not only to inform consumers’
purchase behavior, but also to educate them about privacy
and security practices. On the secondary layer of the label
in the expanded view, manufacturers can provide consumers
with explanations as to why a device needs to receive security
updates and why it needs to be patched. Besides, manufacturers

can discuss the potential consequences and risks of not having
these practices.

In our study, we tested the efficacy of the attributes security
update and average time to patch. Our quantitative and
qualitative findings suggested that average time to patch was
less useful to participants, especially because they had little
knowledge of what time frame would be reasonable. This
attribute was not recommended by experts to be included on
the proposed label [13] and our results suggest that it should
not be added to the label.

B. Need for Usable Controls

The effect on usability and a desire to have control over
their device were two of the most common reasons participants
gave for being less willing to purchase a device with the most
protective attributes, such as multi-factor authentication and
automatic updates (see Section IV-E).

From the quantitative analysis, we found that having control
over three types of data practices would significantly decrease
the perceived risk and increase the willingness to purchase
the device (see Figure 2h). Although the majority of our
participants indicated that automatic security updates would
decrease risk, this information did not impact their willingness
to purchase, mostly due to the lack of user control implied
by the factor (based on qualitative analysis). Aligned with
prior work [89], our participants preferred to know about the
details of each update before allowing installation. Although
having control was statistically favorable for some attributes,
continuously asking for users’ consent, on the other hand, could
lead to usability challenges. For instance, participants indicated
that asking the user to consent to data collection would decrease
risk, but in their open-ended responses mentioned that it would
also be a barrier to using the device (see Section IV-E).

Considering both usability and the desire for control, IoT
manufacturers should provide users with choices about the
control level they would like to have over their devices
and provide convenient interfaces for exercising that control.
Moreover, since the ability to control has been shown to
decrease perceived risk [90], [91], IoT manufacturers need
to clearly convey the potential risks and benefits of each of
the offered choices to bridge the gap between the perceived
risks and actual risks [16], [17].

C. Risk Acceptability and Willingness to Purchase

Similar to food nutrition labels, knowing what is healthier
does not automatically translate into healthier behaviors [92].
Our findings from the two models of risk perception and
willingness to purchase indicate that privacy and security
attributes have a greater impact on risk perception than on
willingness to purchase. From the open-ended responses,
we found that participants consider multiple factors when
making purchase decisions, including price, whether it provides
functionality they need, convenience, and the desire to try
new technology. In addition, based on regression results (see
Table II), we found that participants who had the smart device
themselves were significantly more willing to purchase a new



one of the same type (smart speaker or smart light bulb). All
these factors could lead to risk acceptability and, therefore,
lower the impact of privacy and security attributes in changing
willingness to purchase.

Our quantitative analysis showed that the tested privacy
and security attributes significantly change participants’ risk
perception. However, an effective label should be able to
successfully impact consumers’ desire to purchase the device
as well. While our study provides some insights into the impact
on willingness to purchase, future work is needed in which
participants are provided with complete labels in a realistic
setting so that they can consider label information alongside
other purchase factors, including price, brand, and ratings.

D. On the Usefulness of Labels

Labels have been widely used to increase consumers’
awareness in various domains, including energy efficiency [42]
and nutrition [40]. However, the actual impact of labels on
consumers’ purchase behavior depends on various factors, some
of which are associated with the consumers themselves, while
others are related to the way information is presented on the
label. These include personal factors such as level of knowledge
and motivation in processing the label information [43], [93]-
[95]. Heike et al. found that motivation to maintain a healthy
diet and nutritional knowledge have a significant impact on
the use of nutrition labels [43].

Food nutrition label research has shown that having prior
nutritional knowledge significantly impacts people’s use of
nutrition labels [96]. From nutrition label research, we also
know that knowledge predicts motivation [97] and motivation
predicts knowledge [45]. In the realm of IoT, we hypothesize
that providing knowledge to some consumers through IoT labels
could initiate a virtuous cycle of knowledge and motivation,
which could impact purchase behavior. Media reports have
increased awareness among consumers about IoT devices’
privacy and security practices, which could incentivize them
to seek out more information when shopping for devices.
In addition, IoT labels would also provide information to
privacy advocates and journalists, who can then publicize this
information and help inform the public about devices that stand
out for having both exceptionally bad and exceptionally good
privacy and security attributes.

E. Path to Label Adoption

Widespread adoption of IoT privacy and security labels
would allow consumers to compare products based on their
privacy and security attributes. In addition, once a critical mass
of products have labels, consumers will look for them and may
put more trust in those products that have them.

It is unclear whether sufficient incentives exist for voluntary
label adoption. If large well-known manufacturers start putting
labels on their products, smaller manufacturers may do so as
well to try to increase their trust with consumers. Retailers
could incentivize adoption by requiring manufacturers of
products they sell to label their products, or even by promoting
labeled products, for example by placing them at the top of

search results. However, it should be noted that past efforts to
encourage industry disclosure schemes [98] and standardized
privacy disclosures have faltered in the absence of regulatory
mandates [99], as manufacturers lack incentives to adopt
voluntary disclosures. In addition, manufacturers may fear
that some disclosures could reduce interest in their products
from potential customers.

Use of labels may be mandated by regulations or strongly
encouraged through “safe harbor” provisions. In the US,
law makers have proposed bills that include labels for IoT
devices [10], [11]. Outside of the US, governments have
started developing labeling schemes for IoT devices as well.
Governments of the UK [7], Finland [100], and Singapore [101]
are the forerunners in labeling their smart devices.

In addition to standardized labeling schemes, enforcement
mechanisms are needed to ensure that there are consequences
for companies that convey inaccurate information on their
labels. In the US, the Federal Trade Commission or state
attorneys general would likely prosecute companies who
make false claims on their labels, similar to what happens
when companies are found to make false claims in their
privacy policies [8], [102], [103]. In addition, privacy and
security rating or certification programs could provide seals to
indicate they have independently verified the accuracy of label
information [62], [104]-[106].

In the US, Underwriters Laboratories (UL) is assessing the
security practices of IoT devices [77] and assigning a rating at
one of five levels [62]. As more devices undergo assessment,
these certifications may be added to IoT labels to further inform
consumers’ purchase decision making.

VI. CONCLUSION

Consumers are not aware of the privacy and security practices
of their smart devices, and this lack of knowledge could expose
them to privacy and security risks. One possible solution to
better inform consumers’ IoT device purchase decisions is to
provide privacy and security information on a label, similar to
a nutrition label for food. Little research has been done to test
the efficacy of label information with IoT consumers.

We conducted an online study with 1,371 MTurk participants
to measure information efficacy of 33 IoT label attribute-value
pairs along two dimensions: risk perception and willingness to
purchase. Overall, we found that label attributes successfully
conveyed risk to participants, but we also identified some
misconceptions. We found that label information more strongly
influenced participants’ risk perception than their willingness to
purchase. Based on our findings, we propose recommendations
to more effectively convey risks to IoT consumers.
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