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A B S T R A C T

As a promising technology to integrate renewable energy and enable decentralized energy management,
microgrid (MG) offers an appealing network architecture due to its potential economic, environmental, and
technical benefits. However, with the increasing deployment of intelligent devices and the growing network
interconnectivity, communication channels and controllers for MGs become more vulnerable to emerging
cyber threats. Two types of attacks are considered in this paper, including the data integrity attacks on the
system status feedback and time-delay attacks which may disrupt the control of the MGs and lead to adverse
consequences. A modified model predictive control (MPC) scheme is proposed for the secondary frequency
control of MGs based on the online status switching method and generalized cross correlation (GCC) estimation
to detect the real system status and time delay injected to the control system. The Euclidean metric is used in
the online status switching method to obtain the real system states. Meanwhile, the GCC based delay estimation
is developed to detect and track the time delay posed by attacks in the real-time operation. Case studies under
different scenarios of the attacks are conducted, and the simulation results verify the effectiveness of the
proposed MPC scheme under the cyberattacks.
1. Introduction

Renewable energy sources (RESs) are appealing alternatives to the
conventional fossil-fuel based generation units in the modern power
systems to provide power supply and reduce the carbon emissions.
However, the integration of RESs would introduce additional distur-
bances and uncertainties to the power systems. Significant efforts will
be required to keep the secure and stable operation of the grid. Micro-
grid (MG) is regarded as a promising architecture in the power systems
due to its potential economic, environmental and technical benefits [1].
t consists of distributed generation (DG) units, (e.g., diesel engines,
icro turbines, combined heat and power (CHP) units and especially
ESs such as PV and wind turbines), energy storage systems (ESS) and
oads [2,3].
MGs can be operated in both grid-connected and islanded modes

4]. In the grid-connected mode, active and reactive power can be
upplied by or exported to the main grid through the point of common
oupling (PCC). However, in the islanded mode, the MG is discon-
ected from the main grid, and the control becomes more difficult
nd complicated without the support of the main grid. More advanced
ontrol algorithms are required in the islanded mode to achieve proper
requency regulations, which are critical to maintaining the stability of
Gs.

∗ Corresponding author.
E-mail address: l.f.wang@ieee.org (L. Wang).

Generally, the hierarchical control structure of MGs consists of
three levels, namely the primary, secondary, and tertiary control [5–
7]. Droop control, as a predominant mechanism, is commonly used to
accomplish the active power sharing in the primary control. However,
in the steady state, the system will reach a new operating point where
frequency deviations may be introduced as a result of the droop control
method, which needs to be eliminated by the secondary control. Due to
the complexity of the frequency regulation problems in the modern MG
systems and uncertainty caused by RES, traditional PID controllers may
be unable to provide a satisfactory performance. Several works have
been done to handle the frequency regulation problems by proposing
improved control strategies. Ref. [8] presents a secondary control
method with no communications for islanded MGs, where a switch
control between two configurations according to a time-dependent
protocol is used to achieve frequency restoration. Event-trigger based
secondary control methods are proposed in [9] to reduce the com-
munication band-width. In [10], a new online intelligent approach
using a combination of the fuzzy logic and PSO technique for optimal
tuning of the PI frequency controllers is proposed. Compared with
the existing control strategies, MPC methods [11–13] are promising
to address the uncertainties and disturbances, which have been widely
used in the frequency regulation fields. Meanwhile, MPC is robust in
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0142-0615/© 2021 Elsevier Ltd. All rights reserved.

https://doi.org/10.1016/j.ijepes.2021.107713
Received 18 May 2021; Received in revised form 2 October 2021; Accepted 15 Oct
ms, https://doi.org/10.1016/j.ijepes.2021.107713

ober 2021

http://www.elsevier.com/locate/ijepes
http://www.elsevier.com/locate/ijepes
mailto:l.f.wang@ieee.org
https://doi.org/10.1016/j.ijepes.2021.107713
https://doi.org/10.1016/j.ijepes.2021.107713


International Journal of Electrical Power and Energy Systems xxx (xxxx) xxxZ. Chen et al.
Nomenclature

Abbreviations

BESS Battery energy storage system
CHP Combined heat and power
DEG Diesel engine generator
DG Distributed generation
DoS Denial-of-service
ESS Energy storage systems
FC Fuel cell
FDI False data injection
FESS Flywheel energy storage system
GCC Generalized cross correlation
LSTM Long short term memory
LTI Linear time invariant
MG Microgrid
ML Machine learning
MPC Model predictive control
PCC Point of common coupling
PI Proportional–Integral
PID Proportional–Integral–Derivative
PV Photovoltaics
RESs Renewable energy sources
SISO Single Input Single Output
TDC Time Delay Control
WTG Wind turbine generator

Parameters

𝜆1, 𝜆2 Weighting factors of MPC
𝜏𝑚𝑎𝑥 Boundary of time-delay variable
𝐷,𝑀 System inertia constant/damping constant
𝐾𝐵𝐸𝑆𝑆 , 𝐾𝐹𝐸𝑆𝑆 Gain factors of BESS/FESS
𝐾𝐷𝐸𝐺 Gain factor of DEG
𝐾𝐹𝐶 Gain factor of FC
𝐾𝑃𝑉 Gain factor of PV
𝐾𝑊 𝑇𝐺 Gain factor of WTG
𝑁1, 𝑁2 The boundaries of the costing horizon of

MPC
𝑁𝑢 Control horizon of MPC
𝑅 Coefficient of droop control of DEG
𝑇𝑠 Sampling time
𝑇𝐵𝐸𝑆𝑆 , 𝑇𝐹𝐸𝑆𝑆 , 𝑇𝑊 𝑇𝐺 , 𝑇𝑃𝑉 , 𝑇𝐹𝐶 Time constants of

BESS/FESS/WTG/PV/FC
𝑇𝐼𝑁 , 𝑇𝐶 , 𝑇𝑔 , 𝑇𝑡 Time constants of

inverter/converter/generator/governor
𝑢𝑚𝑖𝑛,1, 𝑢𝑚𝑎𝑥,1 Boundary of control variable 𝛥𝑢1
𝑢𝑚𝑖𝑛,2, 𝑢𝑚𝑎𝑥,2 Boundary of control variable 𝛥𝑢2

Variables

𝛥𝛷, 𝛥𝑓 Deviation of solar radiance/System fre-
quency deviation

𝛥𝑃𝑒 Difference between the power demand and
the total power generation

𝛥𝑃𝐷𝐸𝐺 Power deviation of DEG

real-time operation and can consider system dynamics and commu-
nication delays as well [14,15]. However, communication delays are
different from time-delay attacks since time-delay attacks can also be
2

𝛥𝑃𝐹𝐶 Power deviation of FC
𝛥𝑃𝐹𝐸𝑆𝑆 , 𝛥𝑃𝐵𝐸𝑆𝑆 Power deviation of FESS/BESS
𝛥𝑃𝐿𝑜𝑎𝑑 System overall load disturbance
𝛥𝑃𝑃𝑉 Power deviation of PV
𝛥𝑃𝑊 , 𝛥𝑃𝑊 𝑇𝐺 Output mechanical power/real power devi-

ation of WTG
𝛥𝑢1, 𝛥𝑢2 Control signal of DEG/FC
𝜏 Time delay variable
𝑆𝐵𝐸𝑆𝑆 , 𝑆𝐹𝐸𝑆𝑆 Status of the BESS/FESS
𝑥𝑚𝑝𝑐 New state variables of modified MPC

implemented in other parts of the MGs. Moreover, few of them consider
the compromised MG system due to cyberattacks on the controller or
communication infrastructure.

The modern power grids rely on the open communication infras-
tructure to improve the efficiency of the operations, which makes
them vulnerable to the cyberattacks implemented by adversaries. In
general, an intruder attempts to get into the IT infrastructure of the
control systems and eventually disrupt the control of the components
in the power grid [16]. For example, in 2015, the Ukrainian power
grid was attacked by malicious cyber-attackers, which was considered
the first cyberattack event causing power blackouts [17]. In 2018, the
Los Angeles Department of Water and Power was hacked in just a
few hours. Colonial pipeline as the critical energy supply had been
down in 2020 due to cyberattack and burglars installed malicious
computers onto a grid providing power to a chunk of the Northwest in
Oregon, 2021. The typical cyberattack methods include the false data
injection (FDI) attacks [18,19], denial-of-service (DoS) attacks [20,21]
and time-delay attacks [22,23]. The FDI attacks and time-delay attacks
are two important types of cyberattacks which could be fatal to the
power systems, which are in the scope of this paper. The FDI attacks
exploit the sensory measurements and inject false information in the
control system, which would eventually degrade or totally damage the
control performance. To improve the cybersecurity of power system,
several studies have formulated effective mitigation methods. A general
dynamic security assessment method based on Ensemble Decision Trees
(EDT) is proposed in [24] to assess and predict the security states of
the grid. A series of attack models and scenarios on networked control
systems are analyzed and simulated in [25]. In [26], an observer based
detector using the tie-line power estimation is proposed to exclude the
FDI signal from the control loop and an H infinity controller is used to
mitigate the influence from FDI attacks. The authors of [27] develop
a model-based anomaly detection and attack mitigation algorithm on
AGC schemes. However, many of the FDI attack defend techniques do
not consider time-delay attack of the communication channel [28,29].
The time-delay attacks attempt to delay various signals in the con-
trol system to make system unstable, e.g., deployed in the sensing
loop. For detection and mitigation of the time-delay attack, a ML-
based safety classifier is presented and a two-tier mitigation method
to tune the control gain is develop in [30]. Another learning-based
LSTM approach is designed to estimate the delay values [31] and a
three-stage defend strategy based on dynamic game theory is applied
to mitigate time delay attack [32]. However, most of attack estima-
tion methods, which have considerable computational requirement, are
computational expensive and complex for real-time operation. To the
best of our knowledge, the existing studies have not investigated the
intelligent and resilient control strategies for the MG frequency control
considering multiple potential cyberattacks in the same framework.
Time delay control (TDC) has been successfully applied in the linear
time invariant (LTI) systems and single input single output (SISO)
systems to estimate the unknown dynamics by time delay variables
[33,34]. However, the drawback of the existing TDC methods lies in the
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difficulty of tuning a proper error feedback gain. Meanwhile, the time-
varying time delay and multiple attack scenarios are not considered
in these models. It is true that the time-delay attack can be mitigated
to some extent by optimizing the prediction horizon when it is large
enough. However, it does not make sense to extend the prediction
horizon without limit which may sacrifice the control performance.
Tuning the parameters of the controller is another major issue which
is difficult to be realized online. Moreover, due to the dynamic change
of the MG model under multiple attacks, the system frequency cannot
be kept stable only by optimizing the prediction horizon. Therefore,
the Generalized cross correlation (GCC) time-delay estimation based
method is proposed in this paper, with which constant and time-varying
time delay can be detected and the estimated states can be updated
online to adaptively regulate the MG system frequency control under
the attacks.

Motivated by [10] and [35], this paper focuses on the secondary
requency control of the islanded AC MGs considering potential cyber-
ttacks. A MPC-based control framework is developed for the secondary
requency control of MGs. Two specific types of attacks are considered
nder our framework. First, an FDI attack may be posed by adversaries
o compromise the data integrity of the system status feedback to the
ontroller, which is termed as status feedback attack in this study.
eanwhile, a time-delay attack can be applied on the measurements
n the frequency control system. Then a modified MPC scheme is built
or the secondary frequency control of MGs considering both types
f cyberattacks. Several case studies were performed to verify the
ffectiveness of the proposed MPC scheme.
The main contributions of this paper are summarized as follows:

1. Frequency regulation of an isolated AC MG including WTG,
DEG, PV panel and energy storage systems is studied in this
work, where a centralized MPC framework is designed to prevent
MG from collapsing during dramatic change in load demand or
the large-scale integration of RESs. Meanwhile, status feedback
attacks and time-delay attacks are defined in the attack scheme
to compromise the frequency controller.

2. Based on the MPC framework, an effective attack mitigation
methodology which only requires information exchange among
neighboring units and is able to achieve a satisfactory compu-
tational efficiency is proposed. To mitigate the status feedback
attacks, a Euclidean metric based online status switching method
is proposed to detect the real system statuses, and update the
state vector in the controller to obtain desirable control per-
formance with the proposed MPC scheme. Moreover, an online
time-delay estimation method based on the GCC algorithm is
devised to detect time delay injected by the attacks.

3. Considering the implementation of both status feedback attacks
and time-delay attacks in the system, a modified MPC algo-
rithm is proposed that combines the online status switching
method and the online time-delay estimation method to ensure
the stability, reliability and cybersecurity of MGs.

The rest of the paper is organized as follows. An islanded MG
ith the time-delay attacks and status feedback attacks is modeled in
ection 2. In Section 3, a modified MPC scheme based on the online
tatus switching method and GCC estimation is developed to mitigate
he cyberattacks. The case studies of the proposed MPC scheme are
resented and discussed in Section 4, followed by the conclusions in
ection 5 and future work in Section 6.

. Modeling of AC MG frequency control with time delay attacks
nd status feedback attacks

.1. Configuration of islanded AC MG

The MG is equipped with ESS and DGs including RES to supply the
onnected loads. Based on the model of the isolated MG system in [10],
3

Fig. 1. Configuration of Islanded AC MGs.

the configuration of the MG is shown in Fig. 1. The MG contains the
conventional DEG, PV panel, WTG, fuel cell (FC) system, battery energy
storage system (BESS), and flywheel energy storage system (FESS).
Power electronic interfaces are used for the synchronization of AC
sources including the WTG and the connection of DC sources including
the PV panel, FC, and energy storage devices to the MG. Both the FC
and DEG are considered as parts of the secondary frequency control to
mitigate the frequency deviation.

2.2. Power balance function and transfer functions

𝑃𝐿𝑜𝑎𝑑 = 𝑃𝐿1 + 𝑃𝐿2 = 𝑃𝑊 𝑇𝐺 + 𝑃𝑃𝑉 + 𝑃𝐹𝐶 + 𝑃𝐷𝐸𝐺 ± 𝑃𝐹𝐸𝑆𝑆 ± 𝑃𝐵𝐸𝑆𝑆 (1)

where the power exchange between the ESS and the MG can be bidirec-
tional. The FC and DEG deliver power to the MG system when the gen-
eration from the WTG and PV is insufficient. High-order mathematical
models including the non-linearity and controllers should be employed
to formulate the dynamic behaviors of practical WTG, PV, DEG, FC,
BESS, FESS, etc. more precisely. For large-scale power system simu-
lations, however, simplified transfer functions are generally adopted
for the computational efficiency with acceptable accuracy. Therefore,
the power losses are not considered in this paper. A three-order model
of the FC is used for frequency studies [36]. The transfer functions
of the WTG, PV, FC, DEG and ESS are, respectively, represented by a
first-order lag [37] as follows:

𝐺𝑊 𝑇𝐺(𝑠) =
𝐾𝑊 𝑇𝐺

1 + 𝑠𝑇𝑊 𝑇𝐺
=

𝛥𝑃𝑊 𝑇𝐺
𝛥𝑃𝑊

(2)

𝐺𝑃𝑉 (𝑠) =
𝐾𝑃𝑉

1 + 𝑠𝑇𝑃𝑉
=

𝛥𝑃𝑃𝑉
𝛥𝜙

(3)

𝐺𝐹𝐶 (𝑠) =
𝐾𝐹𝐶

1 + 𝑠𝑇𝐹𝐶
⋅

1
1 + 𝑠𝑇𝐼𝑁

⋅
1

1 + 𝑠𝑇𝐶
=

𝛥𝑃𝐹𝐶
𝛥𝑓

(4)

𝐺𝐷𝐸𝐺(𝑠) =
𝐾𝐷𝐸𝐺
1 + 𝑠𝑇𝑔

⋅
1

1 + 𝑠𝑇𝑡
=

𝛥𝑃𝐷𝐸𝐺
𝛥𝑓

(5)

𝐺𝐵𝐸𝑆𝑆 (𝑠) =
𝐾𝐵𝐸𝑆𝑆

1 + 𝑠𝑇𝐵𝐸𝑆𝑆
=

𝛥𝑃𝐵𝐸𝑆𝑆
𝛥𝑓

(6)

𝐺𝐹𝐸𝑆𝑆 (𝑠) =
𝐾𝐹𝐸𝑆𝑆

1 + 𝑠𝑇𝐹𝐸𝑆𝑆
=

𝛥𝑃𝐹𝐸𝑆𝑆
𝛥𝑓

(7)

In the autonomous MG system, the total power generation must
meet the total power demand of the connected loads to maintain the
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stable operations. However, due to the difference between the power
demand reference 𝑃 ∗

𝑑 and the total power generation 𝑃𝑔 , which is de-
noted by 𝛥𝑃𝑒, the system frequency would deviate from the reference.
Hence, the P-f control method is applied in the primary control to track
the reference frequency.

𝛥𝑃𝑒 = 𝑃 ∗
𝑑 − 𝑃𝑔 (8)

The system frequency variation is calculated by

𝛥𝑓 =
𝛥𝑃𝑒
𝐾𝑠𝑦𝑠

(9)

here 𝐾𝑠𝑦𝑠 is the system frequency characteristic constant of the MG.
he transfer function for the system frequency variation to per unit
ower deviation can be expressed by

𝑠𝑦𝑠(𝑠) =
𝛥𝑓
𝛥𝑃𝑒

= 1
𝐾𝑠𝑦𝑠(1 + 𝑠𝑇𝑠𝑦𝑠)

= 1
𝐷 + 𝑠𝑀

(10)

here 𝐷 and 𝑀 are, respectively, the equivalent inertia constant and
amping constant [38].

.3. Model predictive control strategy

The MPC technique has been widely used in various control issues of
ower system due to its salient characteristics [39–42]. It is able to han-
le control constraints in a systematic way, feature a high performance
or nonlinear systems, and allow for optimized control decisions in a
olling horizon fashion. In this study, an MPC controller is developed
or the secondary frequency control of MGs. The MPC framework for
he MG frequency control is shown in Fig. 2. Both the FC system and
he DEG system are controllable units to adapt to the fluctuation of load
isturbance and renewable energy generation to maintain the stability
f the system frequency. For example, if the output power of PV and
TG increase, the system operator can decrease the generation from
EG and/or FC (depending on the control strategy) to keep the balance
f the system and regulate the system frequency. However, their models
re different from each other. Two individual control variables are
btained as the outputs of the MPC controller. Meanwhile, the BESS
nd FESS can participate in the frequency regulation and enable the
alance between load and generation in the grid. They may work at
he same time, or only one of them are connected, or both of them
re disconnected, depending on the system reconfiguration. Thus, the
ystem frequency is influenced by the operations of the FC and DEG
ystems, and the FESS/BESS. Thus, they are included in the system
odel of the MPC framework. However, it should be noted that, the
ESS and FESS are not assumed to be directly controlled and regu-
ated by the secondary frequency control commends from the system
4

s

perator in the considered MG system. They are assumed to participate
nd support the system frequency control with a negative response to
he system frequency deviation through their local controllers when
hey are connected to the MG, as shown in Fig. 2. The goal of the
PC frequency control is to minimize the frequency deviation 𝛥𝑓 ,
hich should be equal to zero. 𝛥𝑢1, 𝛥𝑢2 are the control signals to the
EG and FC units for their generation adjustments respectively. The
ynamic of output power of WTG and PV is considered, which along
ith load disturbance are considered stochastic disturbances to the
ystem. Similar to the dynamic MG model in [43,44], a linear stochastic
tate space function of the proposed MG system can be expressed based
n the former transfer functions as follows:
{

�̇� = 𝐴𝑥 + 𝐵𝑢 + 𝐹 (𝛥𝑃𝑙𝑜𝑎𝑑 + 𝛥𝑃𝑊 𝑇𝐺 + 𝛥𝑃𝑃𝑉 )
𝑦 = 𝐶𝑥

(11)

=
[

𝛥𝑓 𝛥𝑃𝐷𝐸𝐺 𝛥�̇�𝐷𝐸𝐺 𝛥𝑃𝐹𝐶 𝛥�̇�𝐹𝐶 𝛥𝑃𝐹𝐶 𝛥𝑃𝐹𝐸𝑆𝑆 𝛥𝑃𝐵𝐸𝑆𝑆

]𝖳

(12)

= 𝛥𝑓 (13)

=
[

𝛥𝑢1 𝛥𝑢2
]𝖳 (14)

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

− 𝐷
𝑀

1
𝑀 0 1

𝑀 0 0 1
𝑀

1
𝑀

0 − 1
𝑇𝑡

1
𝑇𝑡

0 0 0 0 0

− 1
𝑅𝑇𝑔

0 − 1
𝑇𝑔

0 0 0 0 0

0 0 0 − 1
𝑇𝑐

1
𝑇𝑐

0 0 0

0 0 0 0 − 1
𝑇𝐼𝑁

1
𝑇𝐼𝑁

0 0

0 0 0 0 0 − 1
𝑇𝐹𝐶

0 0
1

𝑇𝐹𝐸𝑆𝑆
0 0 0 0 0 − 1

𝑇𝐹𝐸𝑆𝑆
0

1
𝑇𝐵𝐸𝑆𝑆

0 0 0 0 0 0 − 1
𝑇𝐵𝐸𝑆𝑆

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

𝐵 =
⎡

⎢

⎢

⎣

0 0 1
𝑇𝑔

0 0 0 0 0

0 0 0 0 0 1
𝑇𝐹𝐶

0 0

⎤

⎥

⎥

⎦

𝖳

𝐶 =
[

1 0 0 0 0 0 0 0
]

𝐹 =
[

− 1
𝑀 0 0 0 0 0 0 0

]𝖳
(15)

Since the MPC controller is realized with digital devices, the discrete
tate-space model is derived from the continuous model in Eq. (11)



International Journal of Electrical Power and Energy Systems xxx (xxxx) xxxZ. Chen et al.

a

𝑋

f
t

3

3

f
o
o
v
o
d
m
s
c
d
s
T
s

s
d

𝑟

Table 1
Statuses of FESS and BESS.

𝑆𝐹𝐸𝑆𝑆 𝑆𝐵𝐸𝑆𝑆

Situation 1 0 0
Situation 2 1 0
Situation 3 0 1
Situation 4 1 1

based on the sampling time 𝑇𝑠, which can be presented as:
{

𝑥(𝑘 + 1) = 𝐴𝑑𝑥(𝑘) + 𝐵𝑑𝑢(𝑘) + 𝐹𝑑 (𝛥𝑃𝑙𝑜𝑎𝑑 (𝑘) + 𝛥𝑃𝑊 𝑇𝐺(𝑘) + 𝛥𝑃𝑃𝑉 (𝑘))
𝑦(𝑘) = 𝐶𝑑𝑥(𝑘)

(16)

where 𝐴𝑑 = 𝑒𝐴𝑇𝑠 ; 𝐵𝑑 = (𝐴𝑑 − 𝐼)𝐴−1𝐵, which is valid under the
ssumption 𝐴 is invertible; 𝐹𝑑 = 𝐹 ; 𝐶𝑑 = 𝐶.

𝑥(𝑘) = [𝛥𝑓 (𝑘) 𝛥𝑃𝐷𝐸𝐺(𝑘) 𝛥�̇�𝐷𝐸𝐺(𝑘) 𝛥𝑃𝐹𝐶 (𝑘) 𝛥�̇�𝐹𝐶 (𝑘) 𝛥𝑃𝐹𝐶 (𝑘)

𝛥𝑃𝐹𝐸𝑆𝑆 (𝑘) 𝛥𝑃𝐵𝐸𝑆𝑆 (𝑘)]
𝖳

(17)

2.4. Status feedback attacks

The ESS units are important components in the MG. As shown in
Eq. (11) and Fig. 2, the outputs of the ESS are responsive to the system
frequency deviation. Thus, the statuses of the ESS units are essential
to the frequency control. Two binary variables, denoted by 𝑆𝐹𝐸𝑆𝑆
and 𝑆𝐵𝐸𝑆𝑆 , are used to indicate the statuses of the FESS and BESS.
If 𝑆𝐹𝐸𝑆𝑆∕𝐵𝐸𝑆𝑆 = 0, the BESS/FESS is assumed to be disconnected
from the MG. Otherwise, the BESS/FESS is assumed to be connected
to the MG and responsive to the frequency deviation. According to the
combination of the two variables, there are in total 4 situations as listed
in Table 1.

The system model based on accurate status feedback of the system
components is essential for the MPC controller to determine the opti-
mized control signals. If the status feedback of the BESS and/or FESS
are contaminated by adversaries, it may degrade the performance of the
frequency control and compromise the system stability. For example,
when only BESS is available, 𝑆𝐹𝐸𝑆𝑆 = 0 and 𝑆𝐵𝐸𝑆𝑆 = 1. However,
the feedback signals can be maliciously altered if a status feedback
attack is successfully implemented. The controller would receive the
false information such as 𝑆𝐹𝐸𝑆𝑆 = 1, 𝑆𝐵𝐸𝑆𝑆 = 1 showing that both ESS
are still connected to the MG and responsive to the frequency deviation.
This will lead to an inaccurate system model, invalid control strategies
and consequently degraded performance of the frequency control. The
diagram of the MPC based control system under the status feedback
attack is depicted in Fig. 3.

From Fig. 3, we can see that the hacker may attack the MPC by
injecting false data into the feedback signals of the ESS statuses. The
system state vector in Eq. (17) can be revised as follows:

�̃�(𝑘) =

⎡

⎢

⎢

⎢

⎢

⎣

𝑥1(𝑘)
⋮

𝑆𝐹𝐸𝑆𝑆 ⋅ 𝑥7(𝑘)
𝑆𝐵𝐸𝑆𝑆 ⋅ 𝑥8(𝑘)

⎤

⎥

⎥

⎥

⎥

⎦

(18)

Further detection and online switching from different conditions are
required to address the status feedback attacks so that the accurate
system model can be obtained, based on which the optimized strategies
for the frequency control of MG can be achieved.

2.5. Time-delay attacks

Usually, the local information measured by sensors is sent to the
5

frequency controller and control center through the communication
channel. Then the controller estimates the current system states which
are essential for the control decision making. After the control sig-
nals are determined according to the current system states, the fre-
quency controller sends the control signals to the local generation units,
e.g., DEG and FC, through the communication channel. Due to the high
dependence on the communication, the system would be vulnerable to
time-delay attacks in which the attacker delays the measurements sent
to the controller. An illustration of the load frequency control system
under the time-delay attacks is depicted in Fig. 4.

In the time-delay attacks, the attacker injects a time delay in the
measurement from the sensor to the controller. The diagram of the MPC
based frequency control system considering the time-delay attack in the
control loop is shown in Fig. 5. The state space function of the system
can be expressed similarly as Eq. (11). However, an exponential block
𝑒−𝑠𝜏 is added, where 𝜏 is the time delay of the measurement due to the
attack. With the time-delay attack, the control signal is modified as

𝑈 = −𝐾�̂� (19)

and the new state after attack can be modeled by

�̂� =

⎡

⎢

⎢

⎢

⎢

⎣

𝑥1
𝑥2
⋮
𝑥8

⎤

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎣

𝑥1(𝑡 − 𝜏)
𝑥2(𝑡 − 𝜏)

⋮
𝑥8(𝑡 − 𝜏)

⎤

⎥

⎥

⎥

⎥

⎦

(20)

For the discrete-time model, the state variables can be rewritten as:

̂ =

⎡

⎢

⎢

⎢

⎢

⎣

̂𝑥1(𝑘)
̂𝑥2(𝑘)
⋮
̂𝑥8(𝑘)

⎤

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎣

𝑥1(𝑘 − 𝜏∕𝑇𝑠)
𝑥2(𝑘 − 𝜏∕𝑇𝑠)

⋮
𝑥8(𝑘 − 𝜏∕𝑇𝑠)

⎤

⎥

⎥

⎥

⎥

⎦

(21)

Since a time-delay attack could sabotage the performance of the
requency control, the proper strategies should be developed to detect
he delay attacks and stipulate a response plan.

. Attack mitigation methodology

.1. Online switching method

Due to the different statuses of the BESS and FESS, the state space
unctions that describe the dynamic model of the MG system vary from
ne to the other. Only with the accuracy state space functions, the
utput of the system can be predicted properly by the MPC, and the de-
iation of frequency can be regulated accurately. As the historical data
f the MPC control signal output 𝑢 is known, the predicted frequency
eviation from the former situations can be obtained. The Euclidean
etric is proposed to measure the difference between the current
ystem frequency deviation and the predicted frequency deviation. By
omparing the Euclidean metric of the deviation between the current
ata and the predicted data with different statuses of the ESS, the actual
tatuses of the BESS and FESS can be recognized with the lowest error.
he mechanism of the proposed status feedback online detection is
hown in Fig. 6.
According to the state space function of each situation shown by the

tatus blocks in Fig. 6, 𝛥𝑓1, 𝛥𝑓2, 𝛥𝑓3, 𝛥𝑓4 can be calculated respectively
uring the specific observation time.

𝑖 = RMSE =

√

∑𝑛
𝑘=1(𝛥𝑓1 − 𝛥𝑓 )2

𝑛
(22)

Then the RMSE (Root Mean Squared Error) is utilized to measure
the error between 𝛥𝑓1, 𝛥𝑓2, 𝛥𝑓3, 𝛥𝑓4 and 𝛥𝑓 . The situation with the
least RMSE is considered as the real situation and the corresponding
status feedback of the BESS and FESS will be updated. Then, the MPC
controller is modified by the updated status feedback in real time. In
the immediate control step, the predicted states and control signals are
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Fig. 3. Model of status feedback attacks.
Fig. 4. Load frequency control system under time-delay attacks.
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omputed by the MPC with the updated state space function of the
ctual model according to statuses of BESS and FESS.

.2. Online time-delay estimation technique

To mitigate the time-delay attack, a new control scheme is proposed
hich involves the use of the plant model, a time-delay estimator, and
he MPC controller to control system frequency. The control scheme
ill detect and track the time delays introduced by adversaries and
uide the plant to track the reference to guarantee the system stability.
ig. 7 shows the diagram of the proposed control method.
This paper proposes a GCC based time-delay estimator to update

he delay estimation. Then the state space will be modified with the
stimated time-delay. According to the updated plant model, the MPC
ontroller adjusts the control signals to eliminate the fluctuation caused
y delay of the measurement. For simplification, the system being dealt
ith can be approximated in the plant block to describe the dynamic
ystem.
In general, the time delay 𝜏 is an unknown variable. It should be

oted that 𝑥(𝑡 − 𝜏) is sent to the controller from the sensor. Thus, at
6

t

every instance of time, variables 𝑢(𝑡), 𝐴, 𝐵 and 𝑥(𝑡− 𝜏) are known to the
ontroller. In contrast, the current 𝑥(𝑡) and the time delay are unknown.
t is essential to estimate 𝜏 firstly and then 𝑥(𝑡) correctly. Through
he plant model, we can calculate the estimated state value �̂�(𝑡) since
, 𝐵, 𝐹 , 𝛥𝑃𝑙𝑜𝑎𝑑 , 𝛥𝑃𝑊 𝑇𝐺 , 𝛥𝑃𝑃𝑉 are known and 𝑢(𝑡) processed by the MPC
ontroller in the preceding intervals are saved. Then, a GCC estimator
s used to estimate the time delay 𝜏 by comparing �̂�(𝑡) and 𝑥(𝑡 − 𝜏).
The GCC algorithm is widely used in the field of signal processing

o analyze the time gap between two signals [45,46]. In the discrete
ime model, �̂�(𝑡) and 𝑥(𝑡 − 𝜏) can be reformulated with sampling time
𝑠 by array elements 𝑦1(𝑛) and 𝑦2(𝑛) respectively:

1(𝑛) = [�̂�(0), �̂�(1), … , �̂�(𝑘), … , �̂�(𝑚)] = 𝑠(𝑛) + 𝑂(𝑛)

𝑦2(𝑛) = [�̄�(0), �̄�(1), … , �̄�(𝑘), … , �̄�(𝑚)] = 𝛼𝑠(𝑛 +𝐷) (23)

here 𝑠1(𝑛) is the real signal obtained from the sensor, 𝑂(𝑛) is the
oise signal. Signal 𝑠1(𝑛) is assumed to be uncorrelated with 𝑂(𝑛).

�̄�(𝑘) = 𝑥(𝑘− 𝜏∕𝑇𝑠), if 𝑘 < 𝜏∕𝑇𝑠, �̄�(𝑘) = 0. For convenience, it is assumed
hat 𝛼 = 1. Here, the cross-correlation function is proposed to determine
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Fig. 6. Status feedback attack online detection block.

Fig. 7. Status feedback attack online detection block.

he time delay by

𝑦1𝑦2 (𝜏) = 𝐸{𝑦1(𝑛)𝑦2(𝑛 − 𝜏)} = 𝐸{𝑠(𝑛 +𝐷 − 𝜏)𝑠(𝑛)} = 𝑅𝑠(𝐷 − 𝜏) (24)

here 𝑅𝑠(𝐷− 𝜏) represents the autocorrelation of 𝑠(𝑛). The peak of the
ross-correlation function provides an estimate of the delay. The GCC
lgorithm aims to improve the accuracy of the delay estimate �̂� where
(𝑛) and 𝑦 (𝑛) are filtered. Therefore, the generalized cross-correlation
7

1 2
Fig. 8. Modified MPC scheme for the frequency control of MG under the attacks.

unction based on the phase transform (PHAT) is expressed as follows:

(𝑔)
𝑦1𝑦2

(𝜏) = 𝐹−1
[

𝑃𝑦1𝑦2(𝜔)𝑊 (𝜔)
]

= 𝑅𝑦1𝑦2 (𝜏) ∗ 𝜔(𝜏), 𝑊 (𝜔) = 1
|

|

|

𝑃𝑦1𝑦2 (𝜔)
|

|

|

(25)

Then, the time delay estimation �̂� can be calculated by:

�̂� = argmax
𝐷

(𝑅(𝑔)
𝑦1𝑦2

(𝜏)) (26)

3.3. Modified MPC algorithm

Based on the analysis in the previous subsections, a modified MPC
scheme is proposed for the frequency control of MG under the attacks,
which is shown in Fig. 8. The state-space model is same as Eq. (16),
however, the new state estimation is:

𝑥𝑚𝑝𝑐 =

⎡

⎢

⎢

⎢

⎢

⎢

𝑥1(𝑘 − 𝜏∕𝑇𝑆 )
⋮

𝑥6(𝑘 − 𝜏∕𝑇𝑆 )
𝑆𝐹𝐸𝑆𝑆 ⋅ 𝑥7(𝑘 − 𝜏∕𝑇𝑆 )

⎤

⎥

⎥

⎥

⎥

⎥

(27)
⎣
𝑆𝐵𝐸𝑆𝑆 ⋅ 𝑥8(𝑘 − 𝜏∕𝑇𝑆 )⎦
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𝜏

The cost function of the MPC is defined as:

𝐽 (𝑁1, 𝑁2, 𝑁𝑢) =
𝑁2
∑

𝑗=𝑁1

[𝛥𝑓 (𝑘 + 𝑗|𝑘)]2+

𝜆1
𝑁𝑢
∑

𝑗=0
[𝛥𝑢1(𝑘 + 𝑗 − 1)]2 + 𝜆2

𝑁𝑢
∑

𝑗=0
[𝛥𝑢2(𝑘 + 𝑗 − 1)]2

𝑠.𝑡.

𝑢𝑚𝑖𝑛,1 ≤ 𝛥𝑢1 ≤ 𝑢𝑚𝑎𝑥,1
𝑢𝑚𝑖𝑛,2 ≤ 𝛥𝑢2 ≤ 𝑢𝑚𝑎𝑥,2

(28)

The first term of the cost function minimizes the frequency deviation
𝛥𝑓 -error between the prediction of the system frequency and its set-
point, and the second and third terms minimize the control efforts,
where 𝜆1, 𝜆2 are weighting factors. 𝑁1, 𝑁2 are the boundaries of the
costing horizon, and 𝑁𝑢 is the control horizon.

The detailed steps of implementation are as follows:
Step 1: Initialize time-delay estimate 𝜏, plant model state estimate

�̂�, reference signal 𝑟 and MPC controller state 𝑥𝑚𝑝𝑐 .
Step 2: Obtain the plant state measurement (i.e., the sensed output

states of the plant 𝑥(𝑘 − 𝜏∕𝑇𝑠)), which could be hacked by attackers.
Step 3: Compute the current state estimate �̂�(𝑘) according to the

plant state space model. The discrete equation can be approximated as
follows:

̇̂𝑥(𝑘 + 1) = 𝐴�̂�(𝑘) + 𝐵𝑢(𝑘) + 𝐹 (𝛥𝑃𝑙𝑜𝑎𝑑 (𝑘) + 𝛥𝑃𝑊 𝑇𝐺(𝑘) + 𝛥𝑃𝑃𝑉 (𝑘)) (29)

Step 4: Use the GCC algorithm to compute the time-delay estimate
̂ by comparing �̂�(𝑘) and 𝑥(𝑘 − 𝜏∕𝑇𝑠). In order to reduce the computa-
tional complexity, an observation interval 𝑇 is adopted to compute the
cross-correlation function.

Step 5: Compute the state estimation 𝑥𝑖(𝑘), which will be stored as
historical data to compute the RMSE, for the 4 situations of different
statuses of BESS and FESS by using 𝜏 and 𝑢(𝑘). Then calculate 𝑟𝑖 based
on Eq. (22) when comparing 𝛥𝑓1, 𝛥𝑓2, 𝛥𝑓3, 𝛥𝑓4 with 𝛥𝑓 . Then the actual
statuses of the BESS and FESS are obtained from the situation with the
least error.

Step 6: Modify the MPC controller state model with the time-delay
estimate 𝜏 obtained in Step 3 and statuses of the FESS and BESS
(𝑆𝐹𝐸𝑆𝑆∕𝐵𝐸𝑆𝑆 ) obtained in Step 5, and then compute the new MPC
controller state 𝑥𝑚𝑝𝑐 .

Step 7: Compute the control signal 𝑢(𝑘) in the MPC controller. As
the new MPC controller state 𝑥𝑚𝑝𝑐 and the input of the modified MPC
controller 𝑒(𝑘) = 𝑟(𝑘) − 𝑥(𝑘− 𝜏∕𝑇𝑠) are known, 𝑢 can be set by the MPC
optimization.

Step 8: To prevent runaway and dead-zone situations, bound the
time-delay estimate by 𝜏𝑚𝑎𝑥 and the control signal by 𝑢𝑚𝑖𝑛, 𝑢𝑚𝑎𝑥.

Step 9: Repeat Steps 2–8.

4. Case studies

In order to illustrate the performance of the proposed MPC scheme
for the frequency control of MG under attacks, case studies were
conducted. Three scenarios based on different kinds of attacks were
tested: (1) the scenario with status feedback attacks, (2) the scenario
with time-delay attacks, and (3) the scenario with both status feedback
attacks and delay attacks. In addition, both constant and time-varying
delay attacks were analyzed in the case studies. For comparison, Case
1 to Case 3 do not consider the dynamic of PV and WTG, while they
are simulated in Case 4 and Case 5.

4.1. Parameters

Nominal values of the DG and ESS units and loads are given in
Table 2, and parameter values of the MG system are listed in Table 3.
The MPC parameters are set to 𝑇𝑠 = 0.01, 𝑁1 = 1, 𝑁2 = 30, 𝑁𝑢 = 5,
𝜆 = 𝜆 = 1.
8

1 2
Table 2
Rated power of DG units and loads.
Rated power (kW) Load (kW)

WTG 100
𝑃𝐿1 210PV panel 30

FC 70

DEG 160
𝑃𝐿2 210FESS 45

BESS 45

Table 3
Parameter values of the block diagram.
Parameter Value Parameter Value

D 0.015 𝑇𝑔 0.08
M 0.1667 𝑇𝑡 0.4
𝑇𝐹𝐸𝑆𝑆 0.1 𝑇𝐶 0.004
𝑇𝐵𝐸𝑆𝑆 0.1 𝑇𝐼𝑁 0.04
𝑇𝐹𝐶 0.26 R 3
𝐾𝑃𝑉 1 𝑇𝑃𝑉 1.8
𝐾𝑊 𝑇𝐺 1 𝑇𝑊 𝑇𝐺 1.5
𝐾𝐵𝐸𝑆𝑆 1 𝐾𝐹𝐸𝑆𝑆 1

Fig. 9. Traditional MPC under status feedback attacks without mitigation.

4.2. Scenario 1: with status feedback attacks

Case 1: In this case, the FESS and BESS are assumed to be in the
connected mode (𝑆𝐹𝐸𝑆𝑆 = 1, 𝑆𝐵𝐸𝑆𝑆 = 1) which means they both par-
ticipate the system frequency control. However, the state information
is altered as 𝑆𝐹𝐸𝑆𝑆 = 0, 𝑆𝐵𝐸𝑆𝑆 = 0. As the MPC controller receives the
false status feedback, the corresponding control signals would seriously
deviate from the optimized values with the generic MPC approach.

The frequency response of case with traditional MPC under a load
disturbance of 0.1 p.u. at 𝑡 = 2 s is depicted in Fig. 9. It is shown that
the status feedback attack causes the system instability when there are
no mitigation measures. The system frequency completely loses track
of the reference, presenting a divergent boundary.

In contrast, the results of the system frequency response with the
proposed modified MPC scheme and the online detection of the sta-
tuses of BESS and FESS are shown in Fig. 10(a) and (b), respectively.
Fig. 10(c) and (d) depict the power deviation of BESS/FESS. With the
proposed MPC scheme, the system frequency returns to the reference
promptly to keep the system stability after the load disturbance under
the status feedback attack. When 𝑡 = 2.03 s, the proposed Euclidean
metric based algorithm detects the accurate status feedback of the
ESS, where 𝑆𝐹𝐸𝑆𝑆 = 1, 𝑆𝐵𝐸𝑆𝑆 = 1. Therefore, the modified MPC
controller can be adjusted to the actual states of the ESS and achieve
the optimized control decisions.
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F

Fig. 10. The performance result in Case 1. (a) Frequency response. (b) Online detection of statuses of BESS and FESS. (c) The output power of BESS. (c) The output power of
ESS.
Fig. 11. GCC based delay estimation in Case 2.

Fig. 12. Frequency response under time-delay attack in Case 2.

4.3. Scenario 2: with time delay attacks

Case 2: attacks with constant time-delay
In this case, the load increases by 0.1 p.u. at 𝑡 = 2 s, and a constant

0.2 s time-delay is applied on the measurement to the MPC controller.
With the proposed modified MPC method, the online delay estimation
and the system frequency control performance are shown in Figs. 11
and 12, respectively.

From Fig. 11, it is shown that the proposed GCC based estimation
method can detect and track the time-delay attack in a short time.
9

Fig. 13. (a) Frequency deviation in Case 3. (b) Time-delay estimation in Case 3.

Fig. 14. Two steps load disturbance.

After obtaining the accurate delay, the system states in the modified
MPC are adjusted immediately. It can be observed in Fig. 12 that the
modified MPC algorithm based on the GCC estimation can make system
frequency stable with less than 1.6 s adjustment time and 0.02 p.u.
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Fig. 15. The performance result in Case 4. (a) GCC time delay estimation. (b) Frequency response. (c) The PV and WTG output power. (d) The output power of BESS/FESS.
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vershoot. The proposed MPC scheme significantly outperforms the
I controller and the traditional MPC without the attack mitigation
ethod, which needs about 8 s to restore the frequency stability.
Case 3: attacks with time-varying delay
In this case, a time delay of 0.2 s is injected from 𝑡 = 2 s to 𝑡 =

3 s and it changes to 0.4 s after 𝑡 = 3 s. Fig. 13 shows the system
requency and the result of the time-delay estimation. In the simulation,
he load power increases by 0.1 p.u. since 𝑡 = 2 s, causing a frequency
rop at first. However, the proposed MPC scheme based on the GCC
stimation can obtain satisfactory performance under the time-varying
elay. Although the injected delay changes during the transient process,
he system frequency is able to remain stable after t = 5 s and the
vershoot is only about 0.02 p.u.
Case 4: two-step load disturbance
In this case, a two-step load disturbance is assumed whose value is

.1 p.u. from 𝑡 = 2 s to 𝑡 = 10 s and 0.2. p.u. after 𝑡 = 10 s, as shown in
ig. 14. Meanwhile, the time delay imposed by the attack is 0.2 s from
= 2 s to 𝑡 = 10 s and it changes to 0.4 s after 𝑡 = 10 s. Fig. 15(a)
nd (b) show the time-delay estimation and the frequency response
f the MG system, respectively. The PV and WTG output power are
iven in Fig. 15(c). The output power of BESS/FESS is presented in
ig. 15(d). It can be seen that the GCC method estimates the time-delay
ue to the attack correctly and promptly. In other words, a longer delay
esults in more severe conditions for the frequency stability. The results
erify the effectiveness of the modified MPC scheme under time-varying
elay attacks and show dynamic performance considering the power
eviation of PV and WTG.

.4. Scenario 3: with both time delay attacks and status feedback attacks

Case 5: The implementation of status feedback attack is same
s Case 1. Meanwhile, a 0.2 s time delay is applied on the system
easurement and load disturbance of 0.1 p.u. is assumed since 𝑡 = 2 s.
he case results are shown in Fig. 16.
As expected, the GCC method detects and estimates the accurate

ime-delay rapidly within 0.4 s as indicated in Fig. 16(c). Meanwhile,
ith the proposed online switching method, the real status feedback
f the ESS is obtained and updates in 0.02 s as shown in Fig. 16(b).
s a result, the frequency response of the system under both types of
ttacks simultaneously are satisfying with the proposed MPC scheme.
een in Fig. 16(d), the fluctuation of system frequency is within 0.05
10

o

.u. boundary, which is reasonable and robust considering the dynamic
f PV and WTG in the system.
From the results of Case 1 and Case 2 in the case studies, it can

e concluded that the traditional MPC cannot address either the status
eedback attack or the time-delay attack on the secondary frequency
ontrol of the MG. The simulation results verify the effectiveness of the
roposed MPC scheme with online status switching method and GCC
ime-delay estimation in mitigating the impact of the status feedback
ttack or the time-delay attack. The proposed MPC based method can
ffectively mitigate the system frequency deviation under different
cenarios of status feedback attacks and the time-delay attacks while
he traditional MPC fails the task.

. Conclusions

In this paper, a modified MPC scheme based on an online-switching
ethod and GCC delay estimation is proposed for the secondary fre-
uency control of MGs under status feedback attacks and time-delay
ttacks. As the status information of the BESS and FESS in the MG
ay be altered maliciously due to the status feedback attacks, an
nline switching method based on RMSE is proposed to identify the
eal statuses of the BESS and FESS. In the time-delay attacks, a delay
an be injected in the system measurement to the controller. A GCC
lgorithm-based method is developed to estimate the time delay. With
he modified system model considering the status feedback attacks
nd time-delay attacks, a new MPC scheme is built based on the
nline switching method and GCC-based estimation. Case studies with
hree scenarios under different types of attacks are conducted. The
imulation results verify the effectiveness of the proposed method. The
eal statuses of the BESS/FESS and the injected time delay can be
dentified accurately and promptly. With the proposed MPC scheme,
he system frequency can reach the reference and remain stable rapidly
n the presence of status feedback attacks and time-delay attacks.

. Future work

For the MG attack model, it is assumed that the status feedback
ttacks only compromise the status of BESS/FESS and the time-delay
ttacks only intrude the communication channel between sensors and
ontrollers. However, FDI attack can be implemented on the other part

f MG (e.g. PMU) and forward time-delay attacks from controllers to
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Fig. 16. The performance result in Case 5. (a) Load disturbance. (b) Online status feedback. (c) GCC time delay estimation. (d) Frequency response. (e) The PV and WTG output
ower. (f) The output power of BESS/FESS.
R
he plant should be possible in real life. Moreover, frequency regulation
f the MG is confined to linear and time-invariant dynamics of the
ystem. The proposed defense schemes are not equipped to handle
onlinear system dynamics or complex networked topology. The MPC
ontroller in this paper is designed to control the generation of DEG
nd FC for the secondary frequency control. Detailed extension of the
ontrol to the ESS considering cyberattacks for frequency regulation
ill be promising to further improve the resilience of the system
gainst the cyberattacks. For future work, more detailed MG models
onsidering more accurate modeling of the ESS, FC and DEG can
e studied and the control strategy can be improved by data-driven
ethods. Meanwhile, more complex MG configuration, e.g., networked
icrogrids, will be analyzed. Tuning the parameters to improve the
erformance of MPC controller can be studied. A more comprehensive
itigation method and robustness analysis of MG under other types of
yberattacks, e.g., DoS attacks, is also suggested.
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