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Abstract

Verification activities are intended to reduce the costs of system development by identifying design
errors before deploying the system. However, subcontractors in multi-firm projects are motivated
to implement locally cost-effective verification strategies over verification strategies that benefit
the main contractor. Incentivizing verification activities is one mechanism by which the contractor
can motivate subcontractors to implement verification strategies desirable to the contractor. Prior
work on mathematical models of verification in systems engineering has neither explored optimal
verification strategies nor incentives in multi-firm projects. In this paper, we present a modeling
concept for determining optimal verification strategies in multi-firm projects. Our models are
belief based, which means that contractors and subcontractors incorporate their at times limited
knowledge about true verification state through a probabilistic assessment of possible states. We

develop an initial two-level model, where one contractor directly works with multiple
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subcontractors at the next lower level. This model is then extended to a general network model
with multiple, multi-level contractor-subcontractor relationship. We derive solution algorithms
that characterize the optimal verification strategies and incentives for each of the firms. Our work
contributes to the systems engineering literature by laying the foundation for the study of
incentives as a mechanism to align verification activities in multi-firm systems engineering

projects.
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1 Introduction

Verification activities, such as design analyses, inspections and tests, help reduce development
costs by identifying errors early in the development cycle. They seek confirmation that a system’s
behavior and attributes match those expected during its design and fabrication [1]. Verification
activities are executed at several design integration levels and at different points throughout the
system life cycle [2]. Implementing optimal project-wide verification strategies is thus key to

maximizing the main contractor’s rewards.

However, most firms do not follow such a comprehensive and structured approach to
verification [3]. Consequently, verification activities consume a larger than necessary amount of
resources during the system design process [4]. This problem is exacerbated when multiple firms
are involved in the system design process, since planning and executing verification activities

become increasingly complex [5].

In multi-firm projects, each firm is motivated by their individual interests. While the
contractor seeks to improve the confidence in the correctness of the system design as a whole, each

subcontracted firm’s strategy is motivated by the maximization of their individual rewards, which



may not align with that of the contractor [6]. To address this problem, the systems engineering
research community has studied how incentives can overcome conflicting interests in multi-firm
projects [7-11]. Prior work, however, has mainly focused on design activities, and not on

verification.

In the supply chain literature, incentives have been widely studied for verification as an
activity to improving product quality, e.g., [12-14]. However, this literature focuses mainly on the
repeatable manufacturing of products with given designs. This is unlike most systems engineering
projects where engineers develop systems with a high degree of novelty to meet mission

requirements.

In this research article, we provide a foundational modeling approach for using incentives
(monetary or otherwise) to align verification activities in multi-firm systems engineering projects.
We contribute two belief-based models of verification: 1) a two-level model, where there are
multiple subcontractors, each working on a critical component, for a main contractor, and 2) the
network model, which models a general multi-firm systems engineering project with the firms
organized in a hierarchy and each working on a critical component for the system. For each model,
we present exact algorithms that can be used by a practitioner to determine optimal incentives and
verification strategies. We illustrate our models with numerical examples that capture the benefits
of incentivizing verification activities in multi-firm design projects, with one of the benefits being
the maximization of the main contractor’s expected reward. This paper extends our prior work on
the two-firm, contractor-subcontractor model [15], which provided an initial concept on how the
contractor can benefit from offering incentives to the subcontractor for verification activities, both

in terms of expected reward and an improved confidence in the correctness of the system design.



As such, the work is restricted to the design of verification strategies and does not address the

design of validation strategies.

The remainder of this paper is organized as follows. In section 2, we provide a brief overview
of the literature on verification activities and our motivation for using belief distributions. In
section 3, we provide a summary of our prior two-firm model [15], which forms the basic building
block of the two-level and network models presented in this paper. We then develop the two-level
model in section 4. Here, we provide an exact algorithm to compute optimal incentives for all
subcontractors and illustrate the concepts with a numerical example. We extend the two-level
model to the network model in section 5, where we provide an exact algorithm to compute the
optimal incentives in the network model and illustrate the same with a numerical example. We

conclude by summarizing key insights in section 6.

2 Background

The uncertainty about processes observed in nature are often due to variations in the
underlying natural process. Such uncertainty is aleatory in nature, where a frequentist approach
can be used to suitably represent the natural process as a stochastic process. Aleatory uncertainty
is fundamentally different from the uncertainty observed in systems engineering projects, which
is primarily epistemic in nature [16]. That is, the primary uncertainty in systems engineering
projects is due to the lack of knowledge about the true state of the system design. Indeed, multiple
works [17-19] have identified that designers maintain subjective beliefs about the true state of the
system design during the design process. In this regard, verification activities mitigate the
epistemic uncertainty on a system design by revealing more information about the true current
state of the system design [20]. Yet, majority of the literature on verification activities adopts the

aleatory uncertainty approach [3, 5, 21-37]. The reader is referred to [38, 39] for a discussion on



these works and the drawbacks of adopting the aleatory uncertainty approach to model systems

engineering projects.

Recent works on verification in systems engineering have begun to explore the benefits of
modeling the epistemic uncertainty in systems engineering projects with belief distributions [38-
47]. In these works, belief distributions are used to model the subjective confidence of designers
in the true state of the system design. By leveraging Bayesian, Markovian, and machine learning
frameworks in addition to belief distributions, these works have tried to uncover the scientific
foundations of verification activities in systems engineering. A variety of fundamental research
questions have been explored by these works, which include the fundamental nature of verification
activities [42-44], eliciting beliefs from designers and using Bayesian inference populate the
tradespace of verification strategies [40], and capturing the information dependencies between

verification activities over the system’s lifecycle with Bayesian networks [45].

In addition to exploring fundamental research questions on verification activities, a few of
these belief-based approaches to verification have exploited algorithmic approaches to determine
optimal verification strategies in systems engineering projects [38, 39, 47-49]. These include the
use of reinforcement learning [47] and dynamic programming [38, 39] to explore the space of
verification strategies in order to determine the optimal verifications strategy for a single firm. Our
work contributes to this area of research by developing two initial concept models of verification
in multi-firm projects using belief distributions and developing exact algorithms to determine

optimal verification for the same.

Though it is tempting to assume complete cooperation in multi-firm projects, prior work has
acknowledged that appropriate incentives are necessary to overcome self-interest in multi-firm

projects [7-11]. However, to the best of our knowledge, other than in our recent work [15, 50-52],



incentivizing verification activities in multi-firm projects has not been explored in systems
engineering literature. There is, however, a significant number of works dealing with a similar
problem in quality control literature for supply chains [12, 13, 53-55]. In this literature, the focus
is mainly on those scenarios where products are mass produced, or a single order consists of
multiple products of the same type. Furthermore, such works assume that verification activities are
not contracted upon, and instead, the contracts only specify product quality level the supplier must

meet [56].

As we observed in our prior work [15], verification in systems engineering projects is
fundamentally different from verification in supply chains, since systems engineering projects
often involve novel designs that are often complex and costly, and which require the participation
of engineers from multiple disciplines. Furthermore, in systems engineering projects, the
contractor may only discover an erroneous component design when the entire system design is
verified (e.g., discovering errors in embedded systems through hardware-in-loop simulations). For
this reason, we build our two-level and network models of verification by using our belief-based
two-firm model presented in [15] as the basic building block for the two-level and network models,

which builds upon multiscale decision theory (MSDT) [57].

3 Two-firm model

In this section, we present the two-firm model of incentives for verification [15]. Note that
incentives are not restricted to monetary ones but can also be of non-monetary nature. The two-
firm model forms the basic building block of the two-level and network models. For the sake of
brevity, we restrict our discussion to the description and main results of the two-firm model. For a
detailed discussion on the two-firm model, including parameter analysis, the reader is referred to

[15].



3.1 Model environment and scope

The two-firm model consists of a contractor and subcontractor. The contractor is responsible for
designing a system for the customer, and the contractor delegates the design of a system component
to a subcontractor. The design process for a system is modeled as a series of development phases
[38, 39]. In each development phase, a firm (contractor or subcontractor) is assumed to first carry
out some design activities and can choose to carry out verification activities once the design
activities have concluded. Examples of design activities include modeling, tradespace studies,
mock-ups, prototypes, and fabrication of final components, while the examples of verification
activities include testing, inspection, and analysis. Only verification activities are considered, not
validation ones. Similar to [15], we restrict the model scope to a single development phase, which
we will refer to as the phase of interest. This restriction is motivated by our work being an initial
concept and to ensure mathematical tractability when the two-firm model is scaled to two-level

and network models.

The two-firm model developed in [15] makes a significant restrictive assumption about the
phase of interest: the subcontractor’s component design is integrated into the contractor’s system
design. This integration of contractor and subcontractor designs could be an integration of models,
simulations, prototypes, or the final fabricated components themselves. The purpose of assuming
that the designs of the two firms will be integrated in the phase of interest is to capture the value
added by the subcontractor’s component design on the contractor’s system design. This value then
implicitly determines the potential increase in the contractor’s expected reward if the subcontractor
is incentivized to verify the component design, given that the subcontractor was initially inclined

not to verify the component design.



In the two-firm model, verification of a firm’s design is optional. It is usually the case that
subcontractors verify their design prior to delivering it to the contractor. Hence, our assumption
may appear to be unrealistic since a subcontractor may be contractually obligated to verify its
component design prior to its integration into the system design. However, it is possible that due
to a lack of understanding of the component design, the contractually required verification
activities may be inadequate [46]. Thus, the choice to verify in two-firm model can also represent
additional verification activities the contractor may require the subcontractor to execute to improve
confidence in the component design. At the same time, the contractor may also decide to conduct
a verification activity on its own that the subcontractor had already performed at its level. The
same holds for the contractor with the customer requiring the contractor to perform certain
verification activities. Since these additional verification activities are not contractually required,
the subcontractor may be unwilling to execute them without incentives from the contractor, which
in turn is in line with the motivation for the two-firm model. We assume that the incentives are
quantifiable. This quantification could take the form of a subjective value for the loss of goodwill
when a faulty design is delivered, an objective penalty levied by the customer on the firm for a
faulty design, or something else, as long as it is quantifiable. The field of decision analysis provides

means to quantify seemingly non-quantifiable variables [58].

We assume that if a firm decides to verify its design in the phase of interest, then all design
errors will be discovered and rectified, where an error in design is a deviation from requirements.
Though verification activities, in general, do not reveal all possible errors in an artifact design,
this assumption was adopted for mathematical tractability [15]. In this paper, we adopt this

assumption for the same reason.



For the subcontractor, verifying the component design implies that the subcontractor will
discover all errors in the component design. Whereas, for the contractor, since the component
design is integrated into the system design, verifying the system design implies that the contractor
will discover errors in the component design as well. This is under the understanding that system
integration and verification embed component validation, so the contractor may identify
component errors that affect the ability of the system to fulfill its requirements. The implication
that the contractor will discover errors in the component design, though restrictive, sets up the
motivation for the contractor to incentivize the subcontractor to verify the component design, and

potentially avoid costly rework activities on the system level.

The state of each firm’s design is broadly classified as either ideal, or non-ideal. A design is
said to be in the ideal state if it meets all its requirements and is said to be in the non-ideal state
otherwise. Each state of a firm’s design is associated with a state-based reward. Furthermore, each
firm’s verification activity is associated with a fixed set-up cost for verification and a potential
expected cost of design rework if verification reveals an error in firm’s design. That is, if a firm
chooses to execute the verification of its design in the phase of interest, then it will certainly incur
the set-up cost and will incur the expected cost of rework if verification reveals an error in its

design.

Since prior to verification, neither firm can know the true state of its design (ideal or non-
ideal), we use belief distributions [15, 38, 39, 44] to model a firm’s knowledge in the state of its
design. Then, the goal of each firm is to select the action that maximizes its expected rewards
based on its belief in the ideal state of its design. We assume that each firm’s belief is transformed
during the design activities in the phase of interest. The factor by which each firm’s belief in the

ideal state of its design is transformed is modeled as the probability of a firm committing an error



during the design activities, where an error is a feature of the artifact design that deviates from the

artifact’s requirements.

3.2  Model description and notation

In line with the notation used in [15], henceforth, we refer to the contractor as SUP and the
subcontractor as INF. The phase of interest is represented by a time horizon. Each firm’s time
horizon begins with a mandatory design period and ends with the optional verification period. A
firm’s design is in its ideal state, denoted by 1, if the design meets all its requirements, else, it is
considered to be in the non-ideal state, denoted by 0. Here, SUP’s state variable denotes the state

of the overall system design and INF’s state variable denotes the state of the component design.

The start of a firm’s time horizon is denoted by ¢ , a firm’s decision epoch (where it chooses
to verify its design or not) is denoted by 7 , and the end of the firm’s time horizon is denoted by
7., where x € {SUP,INF}. At the end of INF’s time horizon, SUP integrates INF’s component
design into the system design and this design integration occurs prior to SUP’s decision epoch.

SUP’s timescale is thus longer than INF’s time scale.

Each firm receives state-based rewards at the end of its time horizon. SUP covers the state-
based rewards of INF and has the option to incentivize INF to verify its component design when

INF is not inclined to verify its component design. A firm receives a reward of g_ if its design is
in the ideal state and a reward of [ if its design is in the non-ideal state at the end of its time

horizon. Since the design phase is mandatory, we assume that the rewards of both firms are
normalized with respect to their design costs. Verification costs, however, are dependent on a

firm’s decision to verify its design or not. If a firm chooses to verify its design, denoted by v,



then it incurs a fixed setup cost of c¢_, and an expected repair cost of »_ if any errors are present

in the design. No costs are incurred by a firm if it chooses not to verify its design, and this action

denoted by —v_.

The design and verification activities of the INF firm influence the overall system design and
verification activities executed by SUP. Similar to [15], we use the MSDT modeling approach to

mathematically model the value added by INF’s activities on SUP’s activities as follows. Let

S_,S_, and S_ be the state variables that denote the state of a firm’s design at time 7_,7., and 7_,

respectively, with SX,LSA’X,S’X €{0,1}. Here, SSUP,§SUP, and S, represent the state of the overall

A

system design, whereas, Sy, Sy, and Sy, represent the state of INF’s component design. Let

&gp denote the probability of SUP making a design error when it chooses not to delegate any

design tasks to INF. The following equation models the influence of INF’s activities on SUP’s

final system design

P(Sgp =0 Sppes Sy = 1, delegation) = p(Sgyp = 0] Sy = 1, no-delegation) + £ (Sgyp» Spp)

= P(Ssup = 0] Sie» Ssup = 1, delegation) = &, + f (Sgip> Spe)s Where (1)
L. -0 if Sgp =0 and Sy, =1

f(SSUP’SINF) = . ASUP ~INF (2)
l-&gp 1 Sg =0and Sy =0

is the influence function. Note, that f(0,0)=1-¢&, implies that INF works on a critical

component for SUP. That is, if INF’s component has a design error, then SUP’s system design

will certainly not meet one or more of its requirements.



Equations (1) and (2) essentially define p(S‘SUP =0]-) as a linear model with &, and 6.
Unlike prior works, such as Salado et al. [44, 45, 59], where p(LSA‘SUP =0]-) would be defined using
a stochastic matrix, we choose to define p(S’SUP =0]-) as a linear, as described in Kulkarni et al.

[51]. Representing p(ﬁSUp =0]|-) as a linear model enables us to scale the two-firm model to
multiple firms and multiple hierarchical levels. Though a linearity assumption is restrictive, more

general models of multi-firm projects are out of the scope of this paper.

The influence function f(-) quantifies the benefits of delegation. Since SUP works on fewer
components when it delegates design tasks to INF, if INF’s component has no design errors, then

the probability of SUP’s system design having an error is reduced from &g, to £gp — 6. Similarly,

if INF’s component has a design error, then the probability of SUP’s system design having an error

is increased from &g, to & +1—&gp =1. That is, if INF’s component has a design error, then
the contractor’s system is certain to have a design error after integration.

To model a firm’s confidence in the state of its design, we use belief distributions. A firm’s
belief in the ideal state of its design is denoted by 3, at the start of the time horizon, by ﬁx at the
decision epoch, and by ﬁx at the end of the time horizon. Design and verification activities

transform a firm’s belief in the ideal state of its design. INF’s beliefs are governed only by INF’s
design and verification activities, whereas SUP’s beliefs are governed by both SUP and INF’s

design and verification activities.

We denote the probability of INF making a design error, during its design phase, by &y

Thus, at INF’s decision epoch, Bmp = B (1= & ). If INF chooses to verify its design at 7,



then INF finds and repairs all the errors in its design and /3, =1. Else, INF’s belief in the ideal

state of its design is unchanged after the design phase and B[NF = ,BINF.

Since INF’s component is integrated into SUP’s system design before 7,, SUP’s beliefs at

fyp are affected by INF’s beliefs at 7. Using equations (1) and (2), SUP’s belief in the ideal

state of the system design at SUP’s decision epoch is defined by
Poon B = Boun (1=t + OB = (1= 50 )1 = Bie)
= BSUP (BINF) = Bsop(1—Egp +6, )ﬂNINF' A3)

Finally, if SUP chooses to verify the system design at 7, then S, =1, else SUP’s beliefs

are unchanged after the completion of its design phase and ,ESUP = ﬁSUP. Figure 1 graphically

depicts the two-firm model scenario.

Figure 1: Graphical representation of the two-firm scenario

3.3 Optimal verification strategies’

2 Note that this is a summary of the main results in [15].



The possible strategies for INF are to either verify or not verify its component design. SUP’s
strategy space consists of all feasible combinations of SUP’s decision to either verify or not verify

the system design and whether or not to incentivize INF to verify its component design.

3.3.1  Optimal verification strategy for INF without incentives

Denoting the rewards for INF by Rivr, the expected rewards for INF associated with its two

possible choices, when SUP provides no additional incentives, are given by

E(Rne | Vine> Bne) = &k — e — e _,émp ), and 4)
E(Rye [ —Vings i) = (& _ZINF)BIN]-‘ + s (5)

where By = Bug(1— & )- Only if E(Ryp [ Viges B ) = R | —Vig» e )» Will INF verify its

component design. This implies that INF will verify its component design when

BINF < (1 - Cinr ) = B;\IF (6)

INF ZINF NG

The indifference threshold, denoted by S in equation (6), is the belief threshold at which
INF is indifferent between verifying and not verifying its design. We say that INF is of type
confident if /3, € (f,1] and of type not-confident if B, €[0, B ]. Thus, when SUP offers no
additional incentives, the optimal strategy for INF is to verify its design if it is of type not-confident
at the end of the design phase.

3.3.2  Optimal incentive for a confident type INF

Since INF will verify its design without any additional incentives from SUP if it is of type not-

confident, SUP need only consider incentivizing INF when INF is of type confident. For the two-



firm model, we assume that any firm in the role of an INF will report its beliefs truthfully to its
associated SUP. Though, this is a restrictive assumption, Kulkarni et al. [ 15] have shown that there
exist incentive mechanisms by which SUP can offer the optimal incentive to a confident type INF,
while discouraging a not-confident type INF from falsifying its belief in the ideal state of the
component design and eliciting an incentive from SUP. With no incentives to lie about its beliefs,

INF is assumed to report its beliefs truthfully to SUP.

To alter a confident type INF’s strategy, SUP can affect the value of 3, via incentives since
it is a function of INF’s rewards and costs. The optimal incentive is then that which changes INF’s

indifference threshold from Sy, to By, = Bmp» when ﬁINF € (Bs-1]. By shifting INF’s threshold

from S, to B = fue» SUP effectively converts a confident type INF agent to a not-confident

type INF agent and also offers the minimum incentive required to change INF’s strategy from not

verifying to verifying INF’s design.
Let z €1{0,1}, with z,, =1 denoting SUP incentivizes INF and z,; =0 denoting SUP does

not incentivize INF. Let 7 (ﬁlNF) denote the optimal incentive amount that SUP must offer to

INF when INF is of type confident. The expected reward for a confident type INF when SUP offers

it incentives to verify its component design is defined by

ERue | Vives e 2 =1 = e = Cine =i (1= Bre) + e e ) (7)
Since the optimal incentive shifts the belief threshold from Sy, to Sy = ﬁ’lNF, we know that
E(Rg | Vings B> Zinee =1) = E(Rie | =Ving> Bings Zing = 0)

= ilNF (ﬁINF) =Cnr t (rlNF B (glNF _ZINF))(I - IBINF)' 8)



3.3.3  Optimal strategy for SUP

Let dpg (Zpes ,@INF) denote INF’s optimal verification strategy, where dp(-)=v,, if either

B €10, B ] o zp =1, and diy. () = =iy if Sy € (Bog-1] and zy = 0. Denoting the rewards

for SUP by Rsup, the SUP’s expected rewards for its possible strategies are given by

E(Rgyp | Bsups BINF >~ Vsup > ZINF > d:NF) = (gsup —Lsup) Bsup (1= Egp + Q)B;\IF (dT*NF) +lgep

TZINF i]NF (ﬂAINF) - (1 - ZINF)(éd;N E(RINF | “ViNE> ﬂINF) + 5d EINF )a and (9)

*
F>~ VINF INF »VINF

E(Ryyp | ﬂSUPJﬁINF’VSUP’ZINF’d;\IF) = &sup ~Csup _rSUP(l_ﬂSUP(l_gSUP +6)5I>;\IF(d;\]F))

2 i o)~ (1= 20 ) (S, S ) (10)

INF >~ VINF

E(Rie | =Vings Bine) + 501*

INF > VINF

where S (dig) =1 if dip () = v and B (die) = P if die () = —vinp» and & is the indicator

variable defined by J,, =1 when a=5 and 6,, =0 when a #b.

From equations (9) and (10) we know that SUP will verify its design only if

:BSUP (1 —&pp T Q)Ié;;\m (d;\JF) = ﬁSUP (ﬂSUP > BI;F) < (1 - L ) = BS*UP > (1 1)

TNF_ZINF_rIN

where ,B’SUP (Bp> Pre) denotes SUP’s belief in the ideal state of the system design at 7y, given
INF’s final belief in the ideal state of the component design is ,E’I;F after considering SUP’s

decision to incentivize INF or not. We see that SUP’s indifference threshold ﬁ’;UP is independent

of INF’s rewards and incentives since SUP offers INF the same rewards and incentives irrespective

of SUP’s final strategy.



We say that SUP is of type not-confident, and will thus verify the system design, if

ﬁSUP (Bry) €10, ,BS*UP] and that SUP is of type confident, and will thus not verify the system design
if ﬁSUP ( ﬁ;F) e( ,@S*UP ,1]. We denote SUP’s optimal verification strategy for a given ﬁ’SUP by

d;UP(ﬁSUP). Since the optimal verification strategy of SUP, dg (), is a function of SUP’s

incentive strategy, SUP’s strategy space can be reduced to its incentive strategy alone. SUP’s

optimal incentive strategy z,, is then defined by the equation

Z;FNF = arg max E(RSUP | ﬁlNF s ZINF 2 d[*NF s ﬂSUP 4 d;UP ) (12)

zyp€f0,1}

4 Two-level model

The model scope and assumptions for the two-level model are similar to those of the two-firm
model with one addition: there are now n subcontractors working for the contractor. Each

subcontractor works on a unique component design.

4.1 Model description and notation

We continue to refer to the main contractor as SUP, but we will refer to a generic INF firm as INF

firm x, where x €{l,...,n}. Similar to the two-firm model, SUP covers the state-based rewards

of INF firm x and SUP has the choice to offer incentives for verification to an INF firm x that is

not inclined to verify its design.

The structure of the time horizon for all firms is the same as the two-firm model: a mandatory

design phase followed by an optional verification phase. The component design of each INF firm
is completed and integrated into the system design before SUP’s decision epoch, 7 ,. The state

of a firm’s design is again broadly classified as either ideal or non-ideal. In addition, we assume



that the state of a given INF firm’s design is independent of the state of any other INF firm’s
design. That is, each INF’s component design is decoupled from the designs of the components of

other INFs.

We will use the same notation as the two-firm model for SUP’s rewards, costs, probability of
design error, time horizon epochs, and beliefs. For the INF firms, however, we will use the
subscript x to denote INF firm x’s rewards, costs, probability of design error, time horizon epochs,

and beliefs instead of the subscript INF used in the two-firm model.

4.2  Optimal verification strategies for all firms

From the results of the two-firm model, we know that for INF firm x in the two-level model there

is a belief threshold, denoted by /., that determines INF firm x’s optimal verification strategy

without incentives given ,@x. For INF firm x, ,5’X = f.(1-¢,), and INF firm x will verify its design

if

po(-————)= 4. (13)

We say that INF firm x is of type not-confident, and will thus verify its design without additional
incentives, if ,BX €[0, ,B:], and that INF firm x is of type confident, and will thus not verify its

design without additional incentives if ﬁ’x e( ,B:, 1].

From the two-firm model, we know that SUP need only offer i ( ,Bx) to a confident type INF

agent in order to motivate it to verify its design. To define optimal INF firm strategies with

incentives, let z_€{0,1}, with z =1 implying that SUP incentivizes INF firm x and z, =0

implying that SUP does not incentivize INF firm x. Let d_(z,, ﬁx) denote the optimal strategy of



INF firm x, where d () = vy if z, =1 or B.€[0,4.] and d’(-)=—v,, if 5. €(f,1] and z, =0.
In addition, we denote INF firm x’s final belief resulting from its optimal strategy with incentives

by f.(d), where Bi(d})=1if d.()=v, and B.(d})=f. if d.()=—v,.

Similar to the INF firms, SUP’s verification strategy is governed by a belief threshold, denoted

by ﬁ;up, that is a function of SUP’s rewards and costs, but independent of the rewards and
incentives SUP offers to INF firms. Given ,éS*UP, SUP’s verification strategy is completely

characterized by its belief in the ideal state of the system design at iy, or Sy, which in turn is

a function of the final INF firm beliefs in the ideal states of their respective designs.

To determine f,,, we first define the influence function for the two-level model. Let &g,

denote the probability of SUP making a design error when it does not delegate any design tasks to

an INF firm, and let 6,  denote the value of the influence function when S =jpnS =

Since all the INF firms work on critical designs we know
P(Ssp =0|Fwe{l,...n}suchthat §, =0)=1=0, |  =l-¢&. (14)

Equation (14) implies that the influence exerted by the activities of the INF firms on SUP’s
activities is the same when one or more INF firms have an error in design since an error in one
INF firm’s design implies an error in the overall system design. To complete the definition of the
influence function, we define the influence of the activities of the INF firms on SUP’s activities

when all INF firms design their components without any error as

PSsp =0[8,=...=8, =)= e, -6,_,. (15)



We will denote 6, by 0. The influence function for the two-level model is then defined as

f('):{—e if§ =..=5,=1

l-¢&y,, otherwise

Given the vector of final INF firm beliefs S, =(,6~'1,..., ﬁn), from the definition of the

influence function, we know that SUP’s belief in the ideal state of the system design at its decision

epoch is given defined by
Bsor Bsors Pxe) = Bspo (1= Egp + Q)Hﬂx' (16)
x=1

Thus, we know that SUP will verify its design in the two-level scenario only if

BSUP (IBSUP > ﬂ~TNF) < (1 - C;NF ) = ﬁ;UP' (17)

INF ANk T FINE

We say that SUP is of type confident if ﬁSUP(,BSUP, Boe) €10, ,éS*UP] and SUP is of type not-
confident if ,E’SUP (Baups Poe) € (,@S*UP,I]. SUP’s optimal verification strategy is to then verify the

system design if it is of type not-confident at Zyp.

4.3  Optimal incentive strategy for SUP

SUP’s optimal verification strategy is a function of INF firm beliefs, which in turn is a function of

the incentives offered by SUP to the INF firms. Thus, SUP’s strategy space can be reduced to the

space of feasible incentives. Let Z =(z,,...,Z,) denote SUP’s incentive strategy. For a given
vector of INF beliefs at their respective decision epochs ,@NF =( ﬁA’l yeens ,@n ), let the vector of optimal

INF firm strategies be denoted by D' (Z, Bxe) = (d, (2., B)... . d, (2,. 8,)). We denote the vector

n?



of final INF firm beliefs resulting from D* by Ay, (D) = (5 (d)..... A (d))). In addition, let

dgip € {Vsups—Veup ) - SUP’s expected rewards for strategy dgyp is then defined by

E(RSUP | ﬂSUP > ﬂAINF .Z,D ’ > B;\IF > dSUP) = 5dSUp,*VSUp ((g SUP ZSUP )IBSUP (1- Esup T Q)Hﬁj + ZSUP)

x=1

+5dSUp,vSUp (g sup — Csup ~ Tsup (1 = Pspp (1= &g +0 )HIB: ))
x=1

3z 0B+ =28, ER,1f—v)+5, ). (18)

SUP’s belief in the ideal state of the system design at fSUP resulting from ,B;w is denoted by
ﬁSUP (Bsup» Bog).- We denote SUP’s optimal verification strategy by do, (,éSUP ), Wwhere
dgn () =V It Ly () €[0, Bap] and dyp () ==V, if Sy € (Biup-1]. Then, SUP’s optimal

incentive strategy, denoted by Z *, solves SUP’s incentive problem O, defined by

max E(RSUP | ﬂSUP’ﬁINF’ Z’D*eﬁ;F’d;UP)'

Ze{0,1}"

From equation (16) we know that @ is a nonlinear 0-1 integer programming problem which is

known to be an NP-hard problem [60].

4.4  Exact algorithm for SUP’s incentive problem

We will exploit the problem structure to derive an exact algorithm for @;. Toward this end, when
SUP does not incentivize any INF firm, let ¥, denote the set of INF firms that are of type not-

confident and let 170 denote the set of INF firms that are of type confident. Let I, C 170 denote the



set of confident type INF firms currently incentivized by SUP and let I7C = 170 \ I denote the set of

confident type INF firms not currently incentivized by SUP. Let G, < 2" denote the collection
of all k-subsets of 170, where a k-subset is a subset consisting of k elements. Finally, let Z, denote

an incentive strategy vector for SUP such that z, =1Vwe 4 and Z, =0 if 4A=0.

From the definitions presented above, we know that the current set of INF firms that verify

are [, UV, and V, UV, =V, Ul UV, ={l,...,n}. Given I,, we say that it is profitable for SUP to

incentivize INF firms in 4V, if E(Ry,, | ...,Z,CuA,...,d;UP)ZE(RSUP |...,Z,C,...,d;Up).

We begin by determining the best incentive strategy for SUP when it finds it profitable to

incentivize a set of INF firms individually.

Theorem 1 For a given dg;, if it is profitable for SUP to incentivize a set of INF firms X,,...,X,,

individually, where 1<m <n, then incentivizing all INF firms in the set {X,,...,X,} is a part of

SUP’s optimal incentive strategy. ]

Proof of Theorem 1 is provided in Appendix A. Theorem 1 implies that each time SUP finds it

profitable to incentivize a single INF firm x;, the search space can be reduced to 17(; \{x,} from

V., since incentivizing firm x; will be a part of SUP’s optimal incentive strategy. However,

c

Theorem 1 only provides a sufficient condition for reducing search space and not a necessary one.
Thus, it is possible for SUP that incentivizing all firms in 4 C _C, where | A|> 2, is part of SUP’s

optimal incentive strategy even if it is true that SUP does not find it profitable to incentivize each

firm in 4 individually.



Consider the scenario where it is not profitable for SUP to incentivize any individual INF

firm, and it is profitable for SUP to incentivize each set of INF firms 4,,...,4, < 2 \G.,, where

A ; 18 a collection of two or more INF firms for j=1,...,m. Here, the best strategy for SUP is to

choose the set A° such that 4" = argmax E(Rg, |--->Zzl‘u A,---,d;UP) for A" defines the optimal
A={4y,. .4,

set of firms to incentivize in V.

¢

and incentivizing any set of INF firms other than 4" can
potentially result in a sub-optimal incentive strategy. The implication of this is that if SUP finds
no firm individually profitable in 170, then SUP has to search through | 2" \G,, | combinations of
INF firms to determine the optimal incentive strategy. Using Theorem 1 and the concepts

presented above, we now define the exact algorithm to solve 0.

Exact algorithm for O,

Input

Vo

Initialize
Vc = 17:)’]0 = ®’Z[C 5ﬁmF’D*’ﬁILF’d;UP

Execute

I Set Ryp, =ERup | Buves Bner 2.0 Fes i)
Determine &, € G, such that for x €,

P ERe Bsows B Ziys D Brge» dsie) = R,
3 Set I, =Q,,V,=V.\Q,

4 If V.=, set I. =1, and go to Return

5 Using Z, , update ,6A’INF,D*, ,B;W,d;m

6 Set Ry, =ERyp | Bover Bues 2o D" Brcerdsip)

7 Solve 4" = arg max E(Rgyp | Bsve > Bunes Z1,045 D*’B;\IF’ dgup)

4e2’\G,,

8 If E(Rqyp |'BSUP’ﬂINF’ZhuA*’D*>ﬂ;\JF’d;UP) 2 Ryp..» then set ]: =1, vA.



Return I,

4.5  Numerical example

There are 10 subcontractors, INF firms, working under the supervision of a single contractor,

SUP. Each INF firm works on a unique and critical component design for SUP. For x € {l,...,10},
let g, denote the probability of SUP making a design error if it chose to design the component
delegated to INF firm x. Furthermore, let ¢g;; = 0.1 be the probability of SUP making a design
error in the components it does not delegate to any INF firm. From the values of g, and ¢gp, we

know

Esup :1_(1_qSUP)H(1_qX) =0.9523. (19)

x=1
When SUP delegates the 10 components to the INFs, &gp = gsyp =0.1. Thus, 6 =0.8523.

The parameter values associated with the INF firms we consider for this example are presented
in Table 1, and the parameter values associated with SUP that we consider for this example are
presented in Table 2. The optimal verification strategies for all firms, with and without incentives,

is presented graphically in Figure 2.

Table 1: INF firm parameters for two-level model

INF ~

firm g, [, c, r, &, q, B, B,
1 400 200 50 50 0.1 0.28 1 0.667
2 400 200 50 60 0.1 0.29 1 0.643
3 400 200 50 10 0.1 0.26 1 0.737
4 400 200 &0 &0 0.2 0.27 0.1 0.333
5 400 200 50 60 0.2 0.27 0.1 0.643
6 400 200 130 60 0.1 0.23 1 0.071




7 400 200 120 70 0.1 0.26 1 0.077
8 400 200 130 50 0.3 0.21 1 0.133
9 800 200 400 170 0.1 0.27 1 0.07

10 800 200 500 90 0.1 0.20 1 0.012

Note: g : reward if in ideal state; [ : reward if in non-ideal state; c, : fixed setup costs of a
verification activity; 7, : expected repair costs if error present; &, : probability of design error; ¢,
: probability of design error if SUP makes design of INF; [, : belief in ideal state at the start of

time horizon; ﬁ: : indifference threshold.

Table 2: SUP parameters for two-level model

&sup lsup Csup Tsup Eup 6 Bsup Bsow
10,000 7,000 1,000 1,000 0.9523 0.8523 0.9 0.5

Note: gqp : reward in ideal state; [gp : reward if if non-ideal state; Cgp : fixed setup cost to execute
a verification activity; Tgp : expected repair cost if design error is present; &g : probability of
design error; 0, : value of influence function; fBqp : belief in ideal state at start of the time horizon;

,B:UP : indifference threshold.

As shown in Figure 4, without incentives, only SUP and INF firms 4 and 5 verify their designs.
INF firms 4 and 5 verify their design since their initial beliefs in the ideal state of their respective
designs is lower than their respective belief thresholds at the start of the design phase, and thus

they end up being not-confident type firms at the end of their respective design phase. Though
SUP’s initial belief in the ideal state of the system design is 1, which is greater than ,BS*UP =0.5,

the combined influence of 8 INF firms not verifying their designs without incentives lowers SUP’s
belief in the ideal state of the system design, and prompts SUP to verify the system design when

it doesn’t offer any incentives to the INF firms.
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Figure 2: Two-level model solutions

When SUP is willing to incentivize the verification strategies of the INF firms, the optimal
incentive strategy for SUP, as shown in figure 4, is to incentivize all INF firms except 9 and 10,
with INF firms 4 and 5 verifying their designs without incentives. This results in all INF firms,

except 9 and 10, verifying their design. The combined influence of INF firms 1,...,8 verifying

their designs leads to SUP having sufficient confidence in the ideal state of the system design, and
thus with incentives, SUP prefers not to verify the system design when it chooses to incentivize
the INF firms. In addition, when SUP doesn’t offer any incentives to the INF firms, SUP’s
expected reward is 4010. When SUP chooses to incentivize INF firms, its expected reward is 5169.
Thus, by incentivizing the INF firms, SUP increases its expected rewards, after accounting for
incentives, by approximately 22%, implying that incentivizing the INF firms to verify their designs

maximizes SUP’s rewards.

5 Network model

The two-level model consists of two hierarchical levels, one for the contractor and one for the
subcontractors. The network model generalizes the two-level model to those scenarios where the

subcontractors may hire subcontractors, and those subcontractors may hire additional



subcontractors and so on. Due to multiple hierarchical levels, we will modify the notation used in

the two-level model to ease the description of the network model.

5.1 Model description

In the network model, there is one main contractor. Every other firm is a subcontractor of some
other firm working in a supervisory role. There are »n firms in the hierarchy and we refer to a

generic firm as firm xe{l,...,n}. We use the subscript x to denote the model parameters

associated with firm x. The time horizon for each firm in the hierarchy once again consists of a
mandatory design phase followed by an optional verification phase, and the state of each firm’s

design is once again broadly classified as either ideal or non-ideal.

The number of hierarchical levels in the model is denoted by H and the hierarchical level of
firm x is denoted by /_,where h € {l,...,H}. The set of supervising firms, or firms that oversee
the activities of at least one subordinate firm, is denoted by W and the set of subordinate firms,

or firms that are supervised by another firm, is denoted by U. We refer to a generic supervising

firm as firm we W and a generic subordinate firm is referred to as firm u € U.

We denote the set of immediate subordinates of a supervising firm w by 7, and we assume
that each subordinate firm has at most one immediate supervisor. In addition, we assume that the

state of design of firm X, € I, for any we W is independent of the state of design of firm x, € T,
when X, # X,. Animmediate subordinate of a supervising firm w is the firm « such that #, =/, +1

anduel.

wo

and the immediate supervisor for firm « is the firm w suchthat #, =/ —l and u €T,.

It follows from the definitions above that no two supervising firms oversee same immediate



subordinate, which in turn implies that 7, #7, for w;,w, €W and W, #W,, and the state of
design of any firm X, €{l,...,n} is independent of the state of design of any other firm

x, €{l,...,n}, where X, # X,, if no hierarchical path exists between ¥, and X,.

In the network model, each firm in a supervising role will compensate the state-based rewards
of its immediate subordinate and each supervising firm has the ability to incentivize a set of firms

lower than itself in the hierarchy. The set of firms that a supervising firm w can potentially

incentivize is referred to as firm w’s set of control and is denoted by M . Since no two subordinate

firms have the same immediate supervisor, it follows that M, # M for w;,w, € W and w, #w,.

Figure 4 depicts the network model of a sample multi-firm project that consists of 10 firms

including the main contractor.

Level 1 ° hy=1h =h=h =2,

ho=h,=h =h =3and h, =h, =4.

Level 2 Q ° a W =1,2,4,8} and U = {2,...,10}.

11 =42,3,4},T, ={5,6,7},T, = {8},

Level 3 ° ° a ° T, ={9,10}.

Possible sets of control

Level 4 ° @ M, =1{2,3,4,5,6,7}, M, ={5,6,7}

M, =1{8,9},M, ={9,10}.

Figure 3: Example of a network representation of a multi-firm project

There is sequential delegation of critical component designs in the network model. The main
contractor, firm 1, delegates the designs of a critical sub-system/component firms in 7;. The firms

in T, then proceed to do the same with their subordinates and so on till the critical component

designs are delegated to firms in U \ W, or the firms with no subordinates. Design integration



occurs in the reverse order. The firms in U \ W are the first to finish and their designs are integrated

by their immediate supervisors before the decision epochs of these supervisors. This proceeds up

the hierarchy till all firms in 7, complete their designs and the main contractor integrates the
designs of firms in 7| into the system design before {. Thus, in the network model we have 7, < fw

forall xeT, and for all wel.

5.2  Optimal verification strategies for all firms

Without incentives, for firm x there is a belief threshold ,5’: such that firm x will verify its design
if its belief in the ideal state of its design at t;, denoted by ,BAX, is less than or equal to ,@’: . We say

that firm x is of type not-confident if ﬂAx €[0, ,@:] and it is of type confident if ﬁx € (ﬂt,l]. Thus,

all not-confident type firms in the hierarchy will verify their design.

Firms in the set U \W have no subordinates and thus for any firm x e U \W, Bx =p.(1-¢).

The beliefs of a supervising firm W, however, is dependent on the final beliefs of firms in the set

of its immediate subordinates T,. Since all firms work on critical component designs, from the
results of the two-level model we know that the influence function between firm w and the firms

in T, can be defined as

(20)

-0 ifS =1vxeT
SuO=9 " " ",
1-&, otherwise

where &, is the probability of firm w making a design error when it does not delegate any design

tasks to firms in I,. Given the vector ,‘GINF,W = (,Bxl yenes ,BX‘T 7‘) of final beliefs of firms immediately



subordinate to firm w in the ideal state of their respective designs, the belief of a supervising firm

w in the ideal state of its design at tAw is defined by

BBy Bw) = B.(-5,+6,) T] A.. 1)

jetl T}

The optimal verification strategy for each firm in the hierarchy is defined based on its type
and whether or not it is incentivized to verify its design when it is of type confident. Let z, € {0,1},
with z, =1 denoting that firm u is incentivized to verify its design by some firm higher up in the
hierarchy and z, =0 denoting that firm u is not incentivized to verify its design. For each
subordinate firm u, let ,B: (d)) denote firm u’s final belief in the ideal state of its design that
results from firm u’s optimal verification strategy with incentives. A supervising firm w’s belief
at fw is denoted by ﬂA’w’*, where ﬁA’W’* = [}w(ﬂw, ﬁI;F,w)' In addition, let [3&* = ﬁx forall xeU\W
since these firms have no subordinates. We then denote the optimal strategy of a subordinate firm

uby d.(z,,p,.), where d,()=v, ifeither z, =1 or j,.€[0,4] and d,(-)=-v, if z,=0 and

u?d

/?u’* e(f',1]. Finally, the optimal strategy of firm 1 is denoted by d (/}L*) where d, () =v, if

B €[0, 3] and d; =—v, otherwise.

5.3  Optimal incentive strategy for a supervising firm

In the network model if a firm x, € {1,..., 1} verifies its design, then it effectively verifies the design
of firm x, €{l,...,n}, where X, # X, and X, is a firm lower than X, in the hierarchy such that there

exists a path between X, and X, in the hierarchy. Thus, a supervising firm w need only consider



incentivizing firms in the set ¥, € M such that each firm x €Y, is a confident type firm that is
not currently incentivized and all firms on the hierarchical path between firms w and x are also
confident type firms that are not currently incentivized. We refer to Y, as the set of consideration

for firm w.
We now formulate a supervising firm w’s incentive problem. We only consider the case where
Y, # since ¥, = implies that all firms in the set of consideration of firm w will verify their

design without any additional incentives from firm w. For ease of notation let ¥, =(y,,..., ylywl).

We denote firm w’s incentive strategy by Z =(z

FRIREI- ‘) and let the vector of subordinate firm

beliefs at their decision epoch resulting from the incentive strategy Z, be denoted by
’&NF,W,* :('Bh,*""’ ﬂAy‘Yw*). The vector of optimal verification strategies of firms in the set of
consideration for firm w that results from Z, and ﬁINF’W,* is denoted by D (Z,, [}M’W’*), where
Dy(Z, Be) = (), (2, B, )ovdy, (2, .8, .))- Finally, the vector of final beliefs of firms
under w’s depth of consideration in the ideal state of their design that results from D:; is denoted

by fne (D)) = (5, (d)..... B, (d), ).

From the results of the two-firm model, we know that firm w need only offer i, (,E ) toa

confident type firm j under firm w’s depth of consideration in order to incentivize firm j to

verify its design. Firm w’s rewards associated with its verification strategy d, €{v, ,—V,} is

defined by



E(Rw |IBW’ZW’ﬂAINF,w,*’D:"ﬁl;F,w’dw) = 5dw,—vw ((gw _lw)ﬂw(l_gw +0w) H ﬁ: +IW)

xel,, M"Y,

+5, (g, —c,—r,(1=-8,0-5,+0)5..))- >z i(5,.)

Jet,

-S> (a- )0, ER,|B..—v)+ (a- 2)8,, + z.)g.). (22)

xeT,,

Firm w’s optimal incentive strategy Z;Z then solves the incentive problem O,  defined by

o * o *
max E(Rw |ﬂW’ZW’ﬂINF,W,*’DW’ﬁINF,WdW)'

Z,,40,1"
It follows from equations (21) and (22) that O 4w 18 an NP-hard problem.

Each subordinate firm in the network model faces its decision epoch before its immediate
supervising firm. This implies that for a supervising firm W, any firm x €7, "W must solve its
incentive problem O, before firm w solves O, so that firm w can determine Y, the set of
consideration for firm W, appropriately. In addition, from the definition of the network model, we
know that no two supervising firms oversee the same subordinate firm. This implies that if
X, X, €T MW, then it is irrelevant as to which firm, X, or X,, solves their incentive problem first
for the solution to O, is independent of the solution to O, due to ¥, #Y, . Thus, the only
requirement to determine the optimal incentive strategy for the entire hierarchy is for all firms

xeT, MW to solve their incentive problems before firm w solves its incentive problem.

5.4  Exact algorithm for a supervising firm’s incentive problem




In the network model, a supervising firm w can potentially incentivize | ¥, | firms below it in the

hierarchy. Firm w must potentially evaluate 2" incentive strategies to determine the optimal
incentive strategy. However, the structure of the network model can be exploited to narrow the

search space to only those strategies that are potentially optimal and the search for the optimal

incentive strategy can be optimized by utilizing the exact algorithm to solve ©, as follows.

Let G, c{l,...,n} \{w} denote those firms below a supervising firm w in the hierarchy such
that if x€ G, then firm x’s design is eventually integrated into firm w’s design, and let G, =&
for all x € U \W. The definition of G, implies that for any firm x € G, there exists a hierarchical
path between firm x and firm w. We refer to G, as the complete set of firm x’s subordinates.

Any supervising firm in the network model can potentially minimize the incentives it offers
to a firm X € ¥, by incentivizing the verification of one or more firms in G, NY,. Toward this end,
let Q:,’y < G, NY, be the set of firms such that if incentivizing firm ) is a part of firm w s optimal
incentive strategy, then incentivizing all firms in Qi,’ , 1s also part of firm w’s optimal incentive
strategy. Thus, if y €Y, then firm w can ignore all incentive strategies with z,=land z, = 0

forany xe Q?, where X # ).

For a supervising firm W, we say that a set of firms 4C G, is a set of subordinate firms with
complete coverage if ﬂAW can be determined from the final beliefs of firms in 4 when no firm in

G, verifies its design. For the example presented in figure 4, for firm 1, given that no firm in G,



verifies its design, the set of firms {2,3,4} is a set of subordinate firms with complete coverage

since
:él :ﬁl(l_gl +‘91)Hﬂ~4- (23)

The set of firms {5,6,7,3,4} is also set of subordinate firms with complete coverage since ,52 in

7
equation (23) can be replaced with S, =, = f,(1—-¢, +02)HB . Thus, the remaining sets of

j=5
subordinate firms with complete coverage for firm 1 are {2,3,8}, {5,6,7,3,8}, {2,3,9,10}, and
{5,6,7,3,9,10}. Since no two supervising firm oversee the same subordinate and all firms work

on unique critical component designs, it follows that the state of design for any firm in a set of
subordinate firms with complete coverage is independent of the state of design of any other firm
in the same set.

For a supervising firm w let K, < 2% denote the collection of sets such that if B € K|, then
B is a set of subordinate firms with complete coverage for firm w. For a supervising firm w and
BeK,, let O, (B) denote the solution to a two-level problem where w is SUP and the firms in
set B are the INF firms with the firms in the set BNY, not verifying their designs without

additional incentives from the SUP firm w. The following proposition defines how @, can be

solved by utilizing the exact algorithm for Q.

Proposition 1 The solution to the incentive problem for a supervising firm w in the network

model, @, is the solution to O (B) for some B € K, when the search space for O, (B) for



all Be K, isrestricted to the incentives offered only to firmsin BNY, and i (8.)= > i(B,.)

JEQy

forall xe BNY, O

The proof of the proposition 1 is constructed as follows. Since ﬁw can only be computed from the

final beliefs of firms in B € K, or the set of firms with complete coverage for firm W, we know
that optimal incentive strategy for a supervising firm w can be determined by solving the two-

level problem with w as SUP and the firms in T, = B, € K, as INF firms with the search space for
the two-level problem restricted to the firms in B, MY, . If this is not true, then it must be true that
firm w’s optimal incentive strategy requires firm w to not incentivize some firm x€1 M"Y . To
maintain complete coverage, we must replace firm x with the firms in 7, NY, . But this leads to
another set of firms B, € K. Proceeding in a similar fashion we see that each time the set of
subordinate firms in the two-level problem is equal to some set B € K, which in turn proves
proposition 3.

Proposition 1 implies that the exact algorithm to solve O, is essentially solving O, (B)

for all Be K provided that for each 0, ,,(B), the value of z for any firm x¢BNY, be

unchanged and the cost of incentivizing firm x € B be set to Z I (,3 ) to account for the fact
Je,

thatin O, , if firm w incentivizes firm x then the optimal incentive strategy is to also all firms

in vaﬂx. The optimal incentive strategy for firm w is then the solution to O,  (B), for some

B e K,, that maximizes firm w’s rewards.



The exact algorithm for @, requires the characterization of Q;,y for all yeY,. This is
achieved by solving O, (B)), where B €K , while fixing d; to v, and defining the set
Y =Y NG, Solving O, is thus a recursive process where Q’;’y 1s determined first by solving
two-level problems for all sets B, € K for each firm y e K, before finally solving firm w’s

incentive problem O, . Using the concepts presented above, we now define the exact algorithm

for O, .
Exact algorithm for O,
Input
Initialize
Pt D' Brs (D).,
Execute
1 Foreach yeY,, set d, =v, and determine Q, by solving O, (B,) forall B, €K .
Determine the set of firms 7, Y, that maximizes firm w’s rewards by solving
2 0, ,(B) forall BeK,
Return I,

5.5 Numerical example

There are 18 firms in a network hierarchy, each of whom works on a critical component design for
the main contractor, firm 1. The hierarchy consists of 4 levels. Firm 1 is on level 1, firms 2 to 4
are on level 2, firms 5 to 10 are on level 3 and firms 11 to 18 are on level 4. The set of supervising
firms W ={1,2,...,7,9}, the set of subordinate firms U ={2,...,18} and the set of firms that have

no subordinates U \W = {8,10,11,...,18}. Each supervising firm’s set of immediate subordinates

and set of control is presented in table 6. Values of the model parameters that we consider for this



example is presented in table 7, the expected rewards for all firms, with and without incentives,
along with the optimal strategies for supervising firms when verification activities are incentivized
are presented in table 8, and the optimal verification strategies for all firms, with and without

incentives, is graphically depicted in figure 7.

Table 3: Sets associated with supervising firms for the network model

Supervising h T M

Flml W w w

1 1 {2,3,4} {2,3,4,5,6,7,8,9,10,16,17,18}

2 2 {5,6} {5,6,11,12,13,14}

3 2 {7 {7}

4 2 18,9,10} 18,9,10,16,17,18}

5 3 (11,12,13} (11,12,13)

6 3 {14} 14

7 3 {15} {15}

9 3 116,17,18} 116,17,18}

Table 4: Parameters for the network model
Firm hx g X IX CX rX gx 0)6 ﬂ X

1 1 500,000 | 200,000 | 200,000 | 100,000 0.6 0.43 0.98
2 2 40,000 | 20,000 | 15,000 | 10,000 0.4 0.21 0.99
3 2 40,000 | 20,000 | 10,000 | 30,000 0.4 0.24 0.91
4 2 50,000 | 20,000 | 10,000 | 30,000 0.4 0.3 0.99
5 3 5,000 2,000 1,000 2,000 0.3 0.12 0.96
6 3 5,000 2,000 1,000 2,000 0.3 0.11 0.9
7 3 5,000 2,000 1,000 1,000 0.3 0.14 0.92
8 3 7,000 2,000 1,500 2,000 0.3 0.13 0.95
9 3 7,000 2,000 1,500 2,000 0.3 0.13 0.99
10 3 5,000 2,000 1,000 1,000 0.3 0.17 0.99
11 4 400 200 100 100 0.2 0.04 0.91
12 4 500 200 50 100 0.2 0.09 0.99
13 4 500 200 100 200 0.2 0.03 0.99
14 4 500 200 100 100 0.2 0.1 0.94
15 4 400 200 50 200 0.2 0.08 0.98
16 4 300 200 50 100 0.2 0.1 0.91
17 4 500 200 500 300 0.2 0.1 0.94
18 4 500 200 100 200 0.2 0.02 0.99




Table 5: Results for the network model example

Net expected 'Optm?al Net expected .
Firm reward when no incentive reward after Gain in exp ;ccted
firm incentivizes strategy (ﬁrms to incentivization rewards (%)
incentivize)

1 123,560 {2,3,4} 278,640 125.52

2 17,150 {5,6} 24,520 42.96

3 26,190 {7} 29,740 13.56

4 20,630 {8,10} 26,140 26.73

5 2,040 {11,12,13} 2,780 35.9

6 3,400 {14} 3,620 6.52

7 3,630 {15} 3,870 6.65

8 5,940 - 5,940 0

9 3,250 {16,18} 3,510 8.02

10 4,580 - 4,580 0

11 350 - 350 0

12 460 - 460 0

13 450 - 450 0

14 450 - 450 0

15 370 - 370 0

16 280 - 280 0

17 450 - 450 0

18 440 - 440 0

(¥ o ., 4 > 5| ® Doesn’t verify
® Verifies without
incentives
L LX) L) o5 o5 L ¥4 & LT 70 5 6 7 Verifies with
Incentives
® %1 %15 % ®rp %z %y %y 5 %1 18 77 72 73 Tq 15
Optimal verification Optimal verification strategies
strategies without incentives with incentives

Figure 4: Graphical representation of the solutions for the network model example



Without incentives, no firm verifies its design except firm 9. For values of . considered for

this example, the expected costs of verification outweigh the benefits of verification for all firms
except firm 9 when verification activities are not incentivized. However, this is remedied when
verification activities are incentivized. With incentives, all firms except firms 1 and 17 verify their
design. Each firm in a supervising role incentivizes at least one subordinate firm. In addition, each
supervising firm experiences a net gain in rewards when it chooses to incentivize the verification

activities of one or more of its subordinates.

In both scenarios, the main contractor, firm 1, chooses not to verify its design. The reasons
for the main contractor not verifying the system design in the two scenarios, however, are not the
same. Without incentives, verification of the system design is too costly for the main contractor,
and the main contractor prefers not to verify the system design even when none of its immediate
subordinates verify their design. Whereas, with incentives, the main contractor chooses not to

verify the system design due to its belief in the ideal state of the system design being higher than
,8,*, which results from firms 2,3 and 4 verifying their design due to incentives from the main
contractor. Of all the supervising firms, the main contractor benefits the most from verification

activities being incentivized, with the expected reward of the main contractor more than doubling

when verification activities are incentivized.
6 Model validity

We have developed a normative decision-theoretic model of verification in this paper. Our model
was not developed using a dataset obtained from the industry and is theoretical in nature. Hence,
a data-driven validation process is not applicable for our work. Instead, we validate our model with

the intention of providing a potential user with more confidence in its applicability. In this regard,



hypotheses validity and logical validity are two qualitative validation methods frequently used on

decision-theoretic models [61, 62]. We discuss both below.

6.1 Hypothesis validity

Hypothesis validity checks if the model has adequately reproduced the connections between the
elements of the subject being modeled [62, 63]. In the context of our model, the subject is the
decision to verify (or not) a system design in a particular phase of its development. This decision
affects a firm’s confidence in the correctness of its system design as the design evolves over the
development process, which is modeled as a belief distribution. Furthermore, this decision is
governed by the costs associated with verification and the probability of a firm making a design
error during the design activities. The inputs to our model are then the aforementioned parameters,
with the outputs being the optimal decision, the firm’s transformed belief in the correctness of its
design and the expected cost of verification. Then, the connections between the elements of the
subject, in the context of our model, are the relationships between the input parameters to the

model and the output metrics observed from the model.

We say that the organization’s confidence in the correctness of its design, represented as a
belief in our model, binds all the parameters of our model. Our argument is as follows. The
development process generates rich data in the form of design discussions, logs of activities,
observations, and test results, for example. This rich data influences the organization’s
understanding of the state of its design. Since the true state of the design is unknown prior to
verification, the organization’s understanding of the state of its design is subjective. That is, the
organization does not know the true state of its design but can be thought of as being confident in
the correctness of the design. The organization will make verification decisions based on this

confidence. Since the costs of verification are set by the organization’s decision, it then follows



that adequately modeling the organization’s confidence in the correctness of its design activities

is sufficient to connect our model input to its outputs.

There are two aspects to modeling the organization’s confidence: 1) quantifying the
confidence, and 2) modeling the change in this confidence. To quantify the organization’s
confidence in the correctness of its design activities, we use belief distributions. The organization’s
confidence is changed by the actions of the design activities. However, these activities have been
abstracted away in our model. Thus, we need a parameter that adequately represents the way in
which design activities vary the organization’s belief in the correctness of its design. This function

is accomplished by the probability of making a design error ¢ .

6.2 Logical validity

Logical validity checks if a model has been correctly converted into a numerical computer model
that produces solutions [61]. There is no standard methodology for determining logical validity,
but qualitative inspections have been used in the past [61]. To the best of our knowledge, the results
of our model are numerically correct. However, we do contend that numerical accuracy does not
necessarily imply applicability in reality. In this regard, our model makes two assumptions that
leads to numerically correct but inapplicable results in those scenarios where the organization’s
baseline confidence in the correctness of its design maturity/capability is low throughout the design
process: 1) the system design either is either faulty, or not and 2) when the system is verified, the

belief in the correct state of the system design becomes absolute.

The two assumptions mentioned above, together, overlook the possibility of the system design
being in more granular states during the design and verification process. Still, our model does

derive a numerically correct strategy for those scenarios where the organization’s baseline



confidence in the correctness of its design activities is low — no verification in any phase but the
last. This is so since our model suggests that even if the system is verified, the confidence of it
being in the correct state will be low throughout the process, and hence it is best not to waste
monetary resources on the same. However, in reality, the organization would prefer to verify its
design if its baseline confidence in the correctness of its design activities is low. We conjecture
that this issue can be resolved by expanding the size of the state space and by allowing a more

granular increase in belief after verification activities.

7 Conclusion

Incentivizing verification activities in multi-firm design projects is a significant challenge for the
main contractor. In this paper, we developed a belief-based modeling approach to derive optimal
verification strategies in multi-firm scenarios, along with the incentives that can implement these
strategies. The optimal incentives are a function of the subordinate firm’s beliefs and the influence

exerted by the subordinate firm on the supervising firm with respect to verification activities.

We presented the two-firm model of verification as a building block and then extended the
results to three scenarios: 1) a two-level model and 2) the network model. For each scenario, we
presented an exact algorithm that determines optimal verification and incentive strategies. The
exact algorithms for the two-level and network models were both observed to be NP-hard.
Numerical examples were presented for each scenario to illustrate the benefits of incentivizing

verification activities.

In conclusion, our work lays a foundation for studying the problem of incentivizing
verification in multi-firm scenarios. We focused on scenarios where the state space for each firm

can be broadly categorized as either ideal or non-ideal and the decision space for each firm



consisted of two possible actions. By deriving exact algorithms for all scenarios explored, we have
also laid a foundation for the derivation of efficient heuristics that can determine near-optimal
incentive and verification strategies for multi-firm projects with a large number of participating
firms. Future work is suggested to incorporate explicit models of human and organizational

behavior.

Appendix A

Proof of Theorem 1 We will prove Theorem 1 for dg, = —vg,. The prooffor dg, = vy, is similar.

Forany 4€G,, and forany ke {l,...,| V_|}, we define 4=V, \ A. Since it is profitable for SUP

to incentivize each firm in the set {x,,...,x,} individually, for j e {l,...,m}, we know
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ueli\{xj}

Let j,...,j, be an arbitrary ordering of the set {x,,...,x,}. This implies j,...,j, €{x,...,X,}

and j, #...# j,. Using condition (24) we know
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