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ABSTRACT
Image captioning has made substantial progress with huge sup-
porting image collections sourced from the web. However, recent
studies have pointed out that captioning datasets, such as COCO,
contain gender bias found in web corpora. As a result, learning mod-
els could heavily rely on the learned priors and image context for
gender identification, leading to incorrect or even offensive errors.
To encourage models to learn correct gender features, we reorga-
nize the COCO dataset and present two new splits COCO-GB V1
and V2 datasets where the train and test sets have different gender-
context joint distribution. Models relying on contextual cues will
suffer from huge gender prediction errors on the anti-stereotypical
test data. Benchmarking experiments reveal that most captioning
models learn gender bias, leading to high gender prediction errors,
especially for women. To alleviate the unwanted bias, we propose
a new Guided Attention Image Captioning model (GAIC) which
provides self-guidance on visual attention to encourage the model
to capture correct gender visual evidence. Experimental results val-
idate that GAIC can significantly reduce gender prediction errors
with a competitive caption quality. Our codes and the designed
benchmark datasets are available at https://github.com/datamllab/
Mitigating_Gender_Bias_In_Captioning_System.
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1 INTRODUCTION
Automatically understanding and describing visual contents is an
important and challenging interdisciplinary research topic [12, 18,
19, 26, 40, 43]. Over the past years, thanks to the rapid development
of deep learning and huge training data sourced from the web, cap-
tioning models have made substantial progress and even surpass
humans with regard to several accuracy-based metrics [39]. Al-
though a lot of efforts have been dedicated to improving the overall
caption quality, few works consider the potential bias extensively
existed among web sourced datasets.

In this work, we investigate the gender bias problem and show
that the widely used COCO dataset encodes gender stereotypes in
web corpora. Firstly, the occurrence of men in image is significantly
higher than women. More precisely, COCO [22] has an unbalanced
1:3 women to men ratio. Second, this gender disparity is even more
obvious when considering the gender-context joint distribution. For
example, most images about sport co-occur more frequently with
men such as 90% of surfboard images only contain male players.
As a result, learning models may heavily rely on contextual cues to
provide gender identification, e.g., always predicting a person as
“woman" when the image is taken in the kitchen, which can lead to
incorrect and even offensive gender predictions in domains where
unbiased captions are required. The presence of strong priors in
the dataset not only results in biased models but also makes it hard
to detect the bias learned by models. Due to the i.i.d. nature of ran-
domizing the split between train and test set [1, 14], biased models
relying on incorrect visual evidence can still achieve competitive
performance on the test set that has similar priors in the training
set. This is problematic for validating progress in image captioning
since it becomes unclear whether the improvements derive from
learning correct visual features or empirical associations.

We present two new COCO splits: COCO-GB V1 and V2 datasets,
so as to reveal gender bias learned by captioning models. These
two splits are created by reorganizing data distribution such that
for each gender, the distribution of image context is very different
between train and test set. Specifically, COCO-GB V1 is designed to
measure gender bias in existing models systematically. COCO-GB
V2 is created to further assess the capabilities of models in gender
bias mitigation. Our hypothesis is that models relying on image
context to provide gender identification will suffer from a huge
gender prediction error on the anti-stereotypical test dataset. In
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this way, we can reveal the mismatch between human-intended
and model-captured features and quantify gender bias based on the
gender prediction outcomes on our new settings.

Equipped with our new benchmark datasets, we evaluate several
widely used captioning models. The key observation is that most
models learn or even exaggerate gender bias in the training data,
which causes high gender prediction errors, especially for women.
Another important finding is that commonly used evaluation met-
rics, such as BLEU [28] and CIDEr [39], mainly focus on the overall
caption quality and are not sensitive to gender error. Our exper-
imental results show that a baseline model achieves competitive
caption quality scores on these metrics even when it has misclas-
sified 27% of images with women into men. The benchmarking
experiments indicate that without extra regularization, caption-
ing models are prone to replicate bias in the dataset. The “high”
performance achieved by existing models should be revisited.

In addition to reveal gender bias in learning models, we also seek
to mitigate gender bias by guiding the model to capture correct
gender features. From the data perspective, a straightforward solu-
tion is to train the model on a dataset with equal training samples
for each gender. Unfortunately, experimental results indicate that
simply balancing image numbers has limited improvement in bias
mitigation. From the training perspective, an alternative approach
is to increase the loss weight of gender words, which also doesn’t
achieve a satisfactory result.

To overcome the unwanted bias, we propose a new Guided
Attention Image Captioning model (GAIC). GAIC has two com-
plementary streams to encourage the model to explore correct
gender features by self-guided supervision. The new training para-
digm encourages the model to provide correct gender identification
with high confidence when gender evidence in image is obvious.
When gender evidence is vague or occluded, GAIC tends to describe
the person with gender neutral words, such as “person" and “peo-
ple." In addition to self-supervised learning, we also consider the
semi-supervised scenarios where a small amount of extra supervi-
sion is accessible (e.g., person segmentation masks). GAIC training
pipeline can seamlessly add extra supervision to accelerate the
self-exploration process and further improve gender prediction ac-
curacy. The proposed training paradigm of GAIC is model-agnostic
and can be easily applied to various captioning models. Experi-
mental results validate that GAIC can significantly reduce gender
prediction errors on our new benchmark datasets, with a competi-
tive caption quality. Results of visualizing attention further prove
that GAIC is more inclined to adopt the person’s appearance for
gender identification. We conclude our contributions as follows:
• Through reorganizing data distribution, we present two new
splits COCO-GBV1 andCOCO-GBV2 datasets to quantify gender
bias learned by captioning models.

• We benchmark several captioning baselines on COCO-GB V1.
Experimental results reveal that most models have gender bias
problems, leading to high gender prediction errors.

• We propose a new Guided Attention Image Captioning model
(GAIC). By self-guided exploration, the model learns to focus on
correct gender evidence for gender identification.

• Experimental results demonstrate that the proposed GAIC model
can significantly reduce gender prediction errors while at the
same time preserving a competitive caption quality.

The rest of this paper is organized as follows. Section 2 dis-
cusses the procedures of dataset creation. Section 3 presents the
benchmarking experiment results on COCO-GB V1. Section 4 in-
troduces the proposed GAIC and GAICes model. Section 5 includes
experimental results to verify effectiveness of the proposed method.

2 COCO-GB V1 AND V2
In this section, we present two new splits COCO-GB V1 and V2 to
reveal gender bias in learning models.
Gender Labeling: Gender identification is not an explicit task for
image captioning, hence COCO dataset doesn’t particularly label
the person’s gender. Our first step is to annotate the gender of
people in the images. Because many images do not have a clear
human face, existing face recognition systems cannot be directly
used to annotate the gender. Alternatively, we take inspiration from
[16] and make use of the five human-annotated captions available
for each image to label the person’s gender. Images are labeled as
“women" if at least one of the five descriptions contain the female
gender words and do not include male gender words. Similarly,
images are labeled as “men" if at least one of the five descriptions
contain the male gender words and do not include female gender
words. Images mentioned both “man" and “woman" are discarded.
To improve the label accuracy, we only consider images containing
one person and remove images with multiple people.

We then conduct human evaluations on our gender annotations
with majority voting from 3 human evaluators. Each evaluator
validates a total of 400 test samples from the labeled data, with 200
randomly sampled from each gender. Image is manually labeled
from “women," “men," “women & men" (if women and men are
included in a single picture) and “discard" (no human appears in the
image or gender is indistinguishable). Results show that our gender
annotation achieves a high precision, 92% for women, and 95%
for men. By analyzing the falsely annotated cases, we find that the
gender evidence for these images usually is too vague to distinguish,
which makes gender identification far more challenging. (list of
gender words, gender annotation examples are shown in Sec. A.1).
COCO-GB V1: COCO-GB V1 is created for systematically evalu-
ating gender bias in existing models. For ease of evaluation, we
construct the dataset based on a widely used split proposed by
Karpathy et al [19] (Karpathy split), and collect a gender-balanced
secret test dataset from its test split. In this way, captioning models
trained on Karpathy split can directly evaluate their gender bias
on this secret test set without retraining. Previous work [16] also
introduces a small dataset with 1:1 women to men ratio to evalu-
ate gender error. However, it does not consider the bias caused by
gender-context co-occurrence. In comparison, our proposed secret
test dataset reduces the bias in the gender-context distribution and
thus can reflect the real performance. To achieve it, we calculate
the gender bias rate towards men for 80 COCO object categories
by metrics proposed by work [46]:

count(object ,men)

count(object ,men) + count(object ,women)
, (1)

wheremen andwomen refer to images labeled as “men" and “women",
count(object ,дender ) refers to the co-occurrence counts of the ob-
ject (e.g., Motorcycle and Frisbee) with certain gender. For an object,

634



Mitigating Gender Bias in Captioning Systems WWW ’21, April 19–23, 2021, Ljubljana, Slovenia

(a) (b)

(c)

(c)
Figure 1: We select several objects in COCO dataset and show their gender distribution in (a) training data, (b) testing data
and (c) COCO-GB V1 secret test data. Our key observation is that there is a significant bias in training set, e.g., more than 90%
objects have higher probability to co-occur with men. We can find that similar bias also exists in the original test set, while
the secret test dataset from COCO-GB V1 has a balanced gender-context distribution.

Model BLEU-4 CIEDr METEOR Gender Error (Original/Secret) Women Men
correct wrong neutral correct wrong neutral

FC 31.4 95.8 24.9 9.7 / 12.6 60.5 14.8 24.7 64.3 10.3 25.4
LRCN 30.0 90.8 23.9 11.3 / 14.0 61.7 16.8 21.6 64.7 11.2 24.0
Att 31.0 95.1 24.8 6.7 / 15.6 53.2 25.1 22.7 62.7 4.4 32.9

AdapAtt 31.1 98.2 25.2 5.5 / 15.3 47.9 26.8 27.4 75.7 3.8 20.5
Att2in 32.8 102.0 23.3 8.3 / 11.4 61.5 16.3 22.1 70.2 6.5 23.3

TopDown† 34.6 107.6 26.7 7.8 / 8.2 65.5 9.0 25.5 63.5 7.4 29.0
NBT† 34.1 105.1 26.2 5.1 / 6.8 72.3 9.3 18.3 77.6 4.3 18.0
FC∗ 33.4 103.9 25.0 9.1 / 13.8 61.6 20.7 17.7 71.9 6.8 21.3

LRCN∗ 29.4 93.0 23.5 12.1 / 13.4 68.1 11.3 20.6 60.6 15.5 23.9
Att2in∗ 33.6 106.7 25.7 9.3 / 12.4 61.8 19.7 18.5 73.8 6.2 20.0

TopDown†∗ 34.9 117.2 27.0 9.1 / 11.3 69.0 15.1 15.8 73.3 7.5 19.1
Table 1: Gender bias analysis on COCO-GB V1 split. We utilize BLEU-4(B-4), CIEDr(C) and METEOR(M) to evaluate captions
qualities, all results are generated with beam size 5. Caption quality is obtained from test dataset, and gender bias is evaluated
on COCO-GB V1 secret test dataset. † denotes the models that utilize extra grounded information from the Faster R-CNN
network. (∗) denotes the models that are trained with self-critical loss.

a bias ratio of 0.5 represents that women and men have an equal
probability of co-occurring with the object. High/low bias ratio rep-
resents that the object is more likely to co-occur with men/women.
We obtain the bias ratio of 80 COCO objects in train and test data
using Eq. 1 (examples are shown in Fig. 1). The results show that
objects in training data have an average bias ratio of 0.65, and 90%
of objects are more likely to co-occur with men. A similar bias is
also found in the test dataset. We note that the demonstration of
bias in COCO is a refection of social bias captured in web.

Evaluating models on the biased test dataset is problematic since
models can make use of the contextual cues existed in training data
to provide “correct" gender identification. To construct an unbiased
test dataset, we utilize a greedy algorithm to select a secret test
dataset from the original test split so that each object category has
a nearly equal probability of appearing with women or men. The
created secret test dataset has 500 images for each gender, and the
average bias ratio drops from 0.65 to 0.52. We then validate several
existing captioning models on the COCO-GB V1 secret dataset.
COCO-GB V2: This dataset is designed to further assess the model
robustness when exposed to novel gender-context pairs at test
time. To create the new split, we first sort 80 object categories in
COCO dataset according to their gender bias ratios. Unlike creating

a balanced test dataset in COCO-GB V1, we start from the most
biased object and greedily add selected data into the test set. As
a result, the difference has been dramatically enlarged between
the gender-context joint distribution of train and test data. Our
sampling algorithm guarantees that there are sufficient images
from each category during training, but at test time model will
face novel compositions of gender-context pairs, e.g., women with
the skateboard. The final split has 118,062/5,000/10,000 images in
train/val/test respectively (complete gender-context distribution of
COCO, COCO-GB V1 and COCO-GB V2 are shown in Sec. A.2).

3 BENCHMARKING EXISTING MODELS
In this section, we benchmark several baselines on the COCO-
GB V1 dataset. Models are trained on Karpathy split. We evaluate
the caption quality on the original test data and report gender
prediction results on both original and COCO-GB V1 test dataset.
Baselines:We compare gender bias across a wide range of models.
From the model architecture perspective, we consider models both
with and without attention module where “attention" refers to
models learn to pay attention to different image regions for caption
word generation [31]. For non-attention models, we consider FC
[30] which initializes LSTM with features extracted directly by

635



WWW ’21, April 19–23, 2021, Ljubljana, Slovenia Ruixiang Tang, Mengnan Du, Yuening Li, Zirui Liu, Na Zou, and Xia Hu

CNN, and LRCN [10] which leverages visual information at each
time step. For attention models, we select Att [43], which firstly
applies visual attention mechanism in caption generation.AdapAtt
[24], which automatically determines when and where to put visual
attention. Att2in [30], which modifies the architecture of Att, and
inputs the attention features only to the cell node of the LSTM.
Besides, we also consider models that utilize extra visual grounding
information. TopDown [2] proposes a novel “top-down attention”
mechanism based on Faster R-CNNmodel [29].NBT [25] generates
the sentence “template” with slot locations, and fill slots by an object
detection model. All captioning models are end-to-end trainable
and use LSTM [17] to output caption text.
Learning Objective and Implementation : We use the cross-
entropy loss as the objective function. Besides, FC, LRCN, Att2in,
and TopDown are also trained using self-critical loss [30] that uses
reinforcement learning to optimize the non-differentiable CIDEr
metric. For a fair comparison, all baselines utilize visual features
extracted from the ResNet-101 network, NBT and TopDown model
adopt extra grounded information from the Faster R-CNN model.
Evaluation Metrics and Results Analysis: In Tab. 1, we report
the caption quality as well as gender prediction performance. To
evaluate caption quality, we adopt several commonly used met-
rics, such as BLEU, CIEDr and METOR [9], measure the similarity
between machine-generated captions and human-provided anno-
tations. For gender prediction, results are grouped into three cir-
cumstances: correct, wrong, and neutral (no gender-specific words
are generated). Because of the sensitive nature of prediction for
protected attributes (gender words in this work), we emphasize the
importance of low error rate [16]. Also, we encourage the model to
use gender neutral words in cases where the model has low confi-
dence. Based on the results, we reach the following conclusions.

• In Tab. 1, Gender Error measures the error rates when describing
women and men, we find a notable performance gap between the
original test dataset (average error rate of 7.7%) and COCO-GB
v1 secret test dataset (average error rate of 12.1%), which proves
that the original test split indeed underestimates the gender bias
learned by models. Tab. 1 also reports the outcome distribution
for each gender on the secret test. We observe that the error rate
of women is substantially higher than men, the average error rate
of all models for women and men is 16.7% and 7.7%, respectively.
An interesting finding is that models with the attention mech-
anism have much higher errors for women (average of 22.6%)
compared to non-attention models (average of 15.8%). One pos-
sible explanation is that the attention mechanism strengthens
models’ ability to capture visual concepts; on the other hand, also
makes models prone to learn contextual bias. Another finding is
that models using extra visual grounding information, such as
NBT and TopDown, have a much lower error rate, especially for
women (average of 9.1%), which indicates that the extra visual
features provided by Faster R-CNN model are unbiased and use-
ful for gender prediction. On the flip side, these models’ gender
prediction accuracy will highly depend on the features provided
by the object detection models.

• Models with a high gender error rate can still get competitive
caption quality scores. For example, AdapAtt model obtains a
decent caption quality performance on three evaluation metrics

but at the same time, has the highest women error rate across all
models, which misclassifies 26.8% of images labeled as women
into men. The experimental results demonstrate that existing
evaluation metrics mainly focus on the overall caption quality
and are not sensitive to the gender word error. New evaluation
metrics that can effectively lead to high caption quality and low
gender prediction errors are still lacking.

• Self-critical loss improves the models’ overall caption quality but
also significantly amplifies the gender error rate. CIEDr metric
obtains an average improvement of 6.2% after training with self-
critical loss. However, the error rate of women in FC, Att2in, and
TopDown model increases by an average of 5.1% and the error
rate of men in LRCNmodel increases by 4.2%. This result suggests
once again that the improvement of overall caption quality cannot
guarantee a high accuracy rate of gender identification.

4 THE PROPOSED GAIC FRAMEWORK
Attention mechanism has been widely used in image captioning
task, which significantly improves the caption quality [2, 24, 43].
However, our benchmarking experiment shows that when no ex-
plicit enforcement is made to infer the gender by only “looking" at
the person, models with the attention mechanism are more prone to
predict the gender using the context in the image. To overcome the
unwanted bias, we propose the Guided Attention Image Captioning
model (GAIC) which provides self-guidance on visual attention to
encourage the model to utilize correct gender features. More specif-
ically, GAIC considers a situation with no grounded supervision
in which the model explores the correct gender evidence by model
itself. In this way, the training paradigm of GAIC is model-agnostic
and can be easily applied to various captioning models. In addition
to self-exploration, we also consider the semi-supervised scenario
that uses a small amount of extra supervision to further control
attention learning process.

4.1 Caption Generation with Visual Attention
We start by briefly describing the captioning model with attention
mechanism. Given an image I and the corresponding caption y =
{y1, ...,yT }, the objective of an encoder-decoder image captioning
model is to maximize the following loss function:

argmax
θ

∑
(I,y)

logp(y |I ;θ ) =
T∑
t=1

logp(yt |y1, ...,y(t−1), I ), (2)

where θ is the trainable parameters of the captioning model. We
utilize chain rule to decompose the joint probability distribution
into ordered conditionals. Then a recurrent neural network such as
LSTM predicts each conditional probability as follows:

logp(yt |y1, ...,yt−1, I ) = f (ht , ct ), (3)

where f is a nonlinear function that predicts the probability of yt .
ht is the hidden state of LSTM at t steps. ct is the visual context
vector extracted from image I for predicting t th caption word yt .
We follow the work [43] to compute ct by:

ct =
K∑
k=1

αt,kvk , (4)
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Figure 2: GAIC has two streams of networks that share parameters. Stream Scд finds out regions that help model to classify
the gender, and Stream Sдm tries to make sure all selected regions are correct gender evidence features. The attention map is
online generated and two streams are trained by the Language Quality Loss and Gender Evidence Loss jointly. GAICes model
seamlessly adds a small amount of extra supervision to further refine model attention which denotes as Ses .

where V = {v1, ...,vk },vi ∈ Rd is a set of image features extracted
from last convolutional layer of a CNN network. α = {α1, ...,αT },
αt ∈ RK is the attention weight over features in V . Based on the
attention distribution αt , we extract useful information from image
features to obtain context vector ct . By visualizing the attention
weight αt learned by the model, we are able to analyze on which
region of the image does the network focus when generating the t th
caption word. On the other hand, we can also modify the generated
captions by adding regularization on the α .

4.2 Self-Guidance on Gender Word Attention
To achieve the goal of self-supervision on network attention, we
design a two-stream training pipeline. As shown in Fig. 2, GAIC
includes caption generation stream Scд and gender evidence mining
stream Sдm . The two streams share parameters with each other.
The purpose of stream Scд is to output high-quality captions and
generate attention maps of gender words. The second stream Sдm
will force the attention generated by Scд to be focused on the correct
regions in the image. The two complementary streams guide the
attention regions of gender words to be focused on correct features,
such as human appearance, and keep away from contextual cues
like skateboard and laptop.

For stream Scд , given an image I and ground truth caption
y = {y1, ...,yT } , the model outputs a caption supervised by the
Language Quality Loss Llq , e.g., the commonly used cross-entropy
loss. In addition, we obtain the attention valuesα = {αt | t ∈ [1,T ]}
for each caption word where α can be directly obtained from mod-
els with attention mechanism like we mentioned in Sec. 4.1. For
non-attention models, α can be approximated by the post-hoc inter-
pretation methods, such as Grad-CAM [34] and Saliency Map [35].
In this work, we obtain α directly from an attention model and only
consider the attention map of gender words which is denoted as
αд . Such that αд enables us to visualize the evidence for generating
gender words. We then utilze αд to generate a soft mask that is
applied on the original input image. In this way, we obtain I∗д

using Eq. 5 where I∗д represents the image regions apart from the
network’s attention for gender identification.

I∗д = I − (I ⊙ T (αд)), (5)

where ⊙ denotes the element-wise multiplication. T is a masking
function built on a thresholding operation. To make the masking
process derivable, we follow thework [21] and use Sigmoid function
as an approximation defined in Eq. 6.

T (αд) =
1

1 + exp(−w(αд − E))
, (6)

where E is a matrix that all element equal to a threshold value σ .
Scale parameterw ensures T (αдi ) approximately equals to 1 when
T (α

д
i ) is larger than σ and to 0 otherwise.
We then feed I∗д into the second stream Sдm and output a new

caption. Since I∗д already removes gender related features learned
by the model, we correspondingly replace the gender words in
ground truth caption y into gender neutral words according to the
following replacement rules:

woman/man(etc) → person, women/men(etc) → people,

boy/дirl(etc) → child, boys/дirls(etc) → children. (7)

We retrain the model supervised by the new ground truth caption.
The loss in Sдm is denoted as Gender Evidence Loss Lдe , which is
defined as follows:

Lдe = argmax
θ

T∑
t=1

logp(yt |y1, ...,yt−1), I∗д),

yt ⇐ дn i f yt ∈ дw ∪ дm , (8)

where yt denotes the t th caption word, дn , дw and дm represent
neutral, female and male gender words, respectively. Loss Lдe can
be minimized only when models focus on correct gender features
such as human appearance. For a biased model relying on the
contextual cues for gender identification, I∗д generated by Scд will
remove the biased context, e.g., a laptop. As a result, the stream
Sдm will generate a low-quality caption because of missing the
important context features and produce a high loss value for Lдe .
In such a way, stream Sдm forces the stream Scд to capture the
correct gender evidence. Besides learning proper gender features,
Lдe also encourages the model to predict gender cautiously and
use gender neutral words when gender evidence is vague in the
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image like I∗д (we show an example in Fig. 2). Finally, we combine
Llq and Lдe as the Self-Guidance Gender Discrimination Loss:

Lsel f = Llq + µLдe , (9)

where µ is a weighting parameter to balance two streams. With
the joint optimization of Lsel f , the model learns to generate high
quality captions as well as focus on correct visual features that
contribute to gender recognition.

4.3 Integrating with Extra Supervision
In addition to self-exploration training, we also consider the semi-
supervised scenarios where a small amount of extra supervision
is added to accelerate the self-exploration process. Based on this
idea, we propose the extension of GAIC: GAICes , which can seam-
lessly integrate extra supervision into the self-exploration training
pipeline. More specifically, we utilize the pixel-level person seg-
mentation masks to guide the network to focus on the described
person for gender identification. Given the person segmentation
masks, GAICes has another loss, Gender Attention Loss Lдa , to
further fine-tune the learning process of αд . Note that the way to
generate attention maps of gender words αд in GAICes is the same
as that in GAIC. Lдa is defined as follows:

Lдa = 1 −
∑

(αд ⊙ (1 −M)), (10)

whereM denotes the binary pixel-level person segmentation mask
which has values 1 in regions of person and 0 elsewhere. Loss
Lдa encourages the attention maps of gender words not to exceed
the regions of person and thus accelerates the learning process of
gender features. The final loss of GAICes is defined as follows:

Les = Lsel f + ηLдa , (11)

where η is the weighting parameter depending on how much em-
phasis we want to put on the extra supervision. Since labeling
pixel-level segmentation maps are extremely time-consuming and
costly, we prefer to use a very small amount of images with external
supervision, e.g., 10% in the following experiments. In Fig. 2, we
utilize Ses to denote the extra supervision stream, and all three
streams Scд , Sдm and Ses share same parameters with each other
and can be optimized in an end-to-end manner.

5 EXPERIMENTS
5.1 Experiment Settings and Baselines
In our experiments, GAICmodel is built on awidely used captioning
model Att [43] that is proved to learn gender bias in the bench-
marking experiments. For GAICes model, we use 10% images with
person segmentation masks as the extra supervision. All models are
trained with stochastic gradient descent using adaptive learning
rate algorithms. We use early stopping on BLEU score to select the
best model and set σ = 10, µ = 0.1,η = 0.05 in our experiments.
We compare GAIC with the following three debiasing baselines:
• Balanced: A subset is selected from the training data, which
has a balanced gender ratio (4,000 images for each gender). We
then fine-tune Att model on this new dataset. This baseline helps
investigate the correlation between gender ratio and gender bias.

• UpWeight:We also conduct an experiment with up-weighting
the loss value of gender words’ during training. To this end, we

label the gender words position for each ground truth caption
and multiply a constant value on the loss of gender words (we
set the constant value to 5 and 10, which is denoted as UpWeight-
5 and UpWeight-10). UpWeight forces the model to accurately
predict gender words. However, unlike the Gender Evidence Loss,
UpWeight does not encourage themodel to predict gender neutral
words when gender evidence is too vague to identify.

• Pixel-level Supervision (PixelSup): As a variant of GAICes
model, we remove self-exploration streams and directly use Eq. 10
to fine-tune model attention with 10% extra data, force gender
words attention αд not to exceed the person segmentation masks.

5.2 Evaluation Metrics
We consider the following metrics to evaluate captioning models:
• Gender Accuracy: Unlike the traditional binary gender classifi-
cation, in this work, gender prediction results are grouped into
correct, wrong, and neutral three categories. Due to the sensi-
tive nature of prediction for protected attributes, reducing the
error rate is most important. On this basis, the captioning model
should predict gender cautiously and outputs neutral words when
gender is too vague to distinguish.

• Gender Divergence:We also expect models to treat each gen-
der fairly. To this end, inspired by [16], we utilize Cosine Dis-
tance to measure the outcome similarity between Women and
Men. For a fair system, it should have similar outcomes (cor-
rect/wrong/neutral rate) across different groups, which resem-
bles to the fairness definition proposed in Equality of Odds [15].
Lower divergence indicates that Women and Men have a similar
distribution of outcomes and can be considered as more fair.

• Attention Correctness: To measure whether attention focuses
on the correct regions, we compare the attention maps of gender
words with the person segmentation masks. We adopt two eval-
uation metrics to calculate the similarity: Pointing Game [44],
which measures whether the point with highest attention value
falls in the person segmentation masks, and Attention Sum [23],
which calculates the sum of attention weights that fall in the per-
son regions. For the two metrics, high outcome value represents
the high similarity and thus can be consider as more correct.

5.3 Experimental Results
GAIC: Tab. 2 reports the gender prediction results on COCO-GB V1.
We observe that GAIC significantly improves the gender prediction
performance compared to the base model Att. The gender accuracy
of women increases from 53.2% to 62.0%, and its error rate reduces
from 25.1% to 16.9%. The gender accuracy of men increases from
62.7% to 77.3%, and its error rate reduces from 4.4% to 4.2%.
UpWeight: UpWeight-10 model obtains the highest accuracy of
both women and men. However, it also causes the highest error rate
for two genders, which is unacceptable. UpWeight-5 obtains a com-
parable gender correct rate compared with GAIC but has a notable
higher error rate. The UpWeight model shows that up-weighting
the loss value of gender words will proportionally increase both
the correct and error rate and dramatically reduce the neutral rate.
Balanced: An interesting finding is that there is no substantial
difference between the Balanced model and Att model, a similar
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Model CIDEr METOR Woman Men Divergencecorrect wrong neutral correct wrong neutral
Att 95.1 24.8 53.2 25.1 22.7 62.7 4.4 32.9 0.063

Balanced 93.9 24.9 54.3 24.3 21.4 69.7 7.4 22.8 0.032
UpWeight-5 94.1 24.5 60.3 22.4 17.3 73.2 8.1 18.7 0.028
UpWeight-10 93.5 24.2 70.6 26.4 2.9 81.4 10.5 8.9 0.028
PixelSup 92.0 24.5 57.3 21.1 21.6 68.3 8.6 23.1 0.032
GAIC 93.7 24.6 62.0 16.9 21.1 77.3 4.2 18.5 0.024
GAICes 94.6 24.7 64.1 13.1 22.8 75.3 4.0 20.7 0.011

Table 2: Gender bias analysis on COCO-GB V1 split. GAIC and GAICes significantly improves the gender prediction perfor-
mance compared to the baselines. Although UpWeight-10 model obtains the highest accuracy of both women and men, it also
causes an unacceptable high error rate for two genders. For fairness evaluation, GAIC andGAICes obtain the lowest divergence,
which indicates that women and men have a similar outcome distribution and thus can be considered as more fair.

(a) Attention Sum
Accuracy Women Men Average
Baseline 25.5 21.2 23.4
Balanced 25.0 21.4 23.2

Upweight-10 26.7 23.3 25.0
PixelSup 30.0 28.1 29.0
GAIC 27.4 24.3 25.6
GAICes 32.5 28.5 30.1

(b) Point Game
Accuracy Women Men Average
Baseline 64.8 57.4 61.1
Balanced 66.2 59.6 62.9

Upweight-10 66.2 59.3 62.8
PixelSup 67.2 60.5 63.9
GAIC 67.2 61.2 64.2
GAICes 67.8 61.5 64.7

Table 3: Attention Correctness on COCO-GB V1 split. We adopt Point Game [44] and Attention Sum [23] as evaluation met-
rics. Pointing Game measures the probability that point with highest attention value falls in the person segmentation masks.
Attention Sum calculates the sum of attention weights that fall in the regions of person. The high outcome represents the
correct of the model attention. Results show that GAIC and GAICes model can significantly improve attention correctness.

result is found by [5], which indicates that models learn gender
bias mainly from bias in gender-context co-occurrence. Simply
balancing the gender ratio of training samples thus has a limited
improvement. A more efficient way is to eliminate gender-context
bias. However, we emphasize that balancing the distribution for
every gender-context pair in large-scale data is extremely difficult
and guaranteeing complete gender-context decoupling is infeasible.
PixelSup: We observe that PixelSup model obtains sensible im-
provements, which indicates that directly adding supervision on
model’s attention can control caption word prediction.
GAICes : Compared to GAIC, GAICes obtains consistently better
performance. We empirically find that adding extra supervision
accelerates the self-exploration process and makes training pro-
cess more stable. To formalize the notion of fairness, we calculate
the outcome divergence. GAIC and GAICes have the lowest diver-
gence, which indicates that women and men have a similar outcome
distribution and thus can be considered as more fair.

Experiments on COCO-GB V2 have similar trends in COCO-GB
V1 (detailed analysis of COCO-GB V2 results is in Sec. C). Compared
to COCO-GB V1, all baselines in COCO-GB V2 obtain a worse
gender prediction result. This is mainly because the unseen gender-
context pairs in the test dataset increase the prediction difficulty.
In comparison, our proposed GAIC and GAICes model obtain a
comparable performance on COCO-GB V1 dataset, which proves
the robustness of the proposed self-exploration training strategy.
Caption Quality: Besides gender accuracy, we also expect the
model to generate linguistically fluent captions.We useMETEOR(M)
and CIDEr(C) to evaluate caption quality. Results are shown in
Tab. 2, GAIC and GAICes only cause a minor performance drop

compared to the baseline (drop from 95.1 to 94.6 on METROR and
drop from 24.8 to 24.7 on CIDEr). In Fig. 3, examples show that the
sentences generated by GAIC and GAICes are linguistically fluent
with more correct gender descriptions.
Attention Correctness: To measure whether the model focuses
on the correct gender features, we calculate the similarity between
attentionmaps of gender words and the person segmentationmasks.
Quantitative results are shown in Tab. 3. We observe that GAIC and
GAICes receive consistent improvement over the Att model and all
variants on two evaluation metrics: Pointing Game and Attention
Sum, which indicates that the proposed models tend to focus on
the described person for the gender word prediction. We also show
qualitative comparisons in Fig. 3. We observe that the baseline
Att model utilizes biased visual features and thus makes incorrect
gender prediction, e.g., predicting a woman as a boy based on a
tennis ball. In comparison, GAIC and GAICes learn to concentrate
on the regions of the described person for gender word prediction.
In addition to correct gender prediction, proposed models learn to
use gender neutral words when gender is too vague to distinguish.
We put more visualizing attention results and discussions in Sec. E.

6 RELATEDWORK
Gender Bias in Dataset: The issue of gender bias has been stud-
ied in a variety of AI domains [3, 5–8, 11, 13], especially in natural
language processing domain [16, 20, 33, 36, 38, 45, 46]. It has been
reported that many popular language data resources contain gender
bias [32, 37, 41, 42]. As a result, the language models trained on
the dataset may learn the bias and thus has preference or prejudice
toward one gender over the other. Several studies have shown that
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a young boy is swinging 
a tennis racket

a woman holding a baseball
bat on a field

a woman holding a baseball 
bat on a field

aman riding a motorcycle 
on a city street

a woman sitting on a
motorcycle in the street

a woman sitting on a yellow
motorcycle

Original Image Baseline GAIC GAICes

Figure 3: Qualitative comparison of baseline and our proposed models.

the language models can learn and even amplify the gender bias
in the dataset [5, 16, 36, 46]. For instance, in visual semantic role
labeling task, it shows that cooking images in the training set are
twice that more likely involve females than males, and the model
trained on the dataset further amplifies the disparity to five times
during inference [46]. In regard to image captioning task, several
initial attempts have been devoted to study gender bias in the cap-
tioning dataset. An early work analyzes the stereotype in Flicker30k
dataset and mentions the gender-related issues [27]. Another work
demonstrates that caption annotators in COCO dataset tend to infer
a person’s gender from the image context when gender cannot be
identified, e.g., annotators tend to describe snowboard players as
“man” even gender is usually vague for the snowboard player [16].
Vision and Language Bias: Bias in captioning models can be
grouped into vision and language bias [31]. The vision bias refers to
the use of wrong visual evidence for caption generation. While the
language bias refers to capture unwanted language priors in human
annotations [31]. For example, the phrase “in a suit" often follows
the word “man" in the training data. RNN’s recurrent mechanism
enables caption models to learn this language prior and predict
the phrase “in a suit" after the word “man" regardless of the image
contents. In this work, we notice that gender words are usually
mentioned at the beginning of the sentence (on the average at
position 2 with an average sentence length of 9), and the words
inferred before gender words, such as “a" and “the," do not have
any gender preference, which indicates that gender words cannot
affect by the predicted words. Hence the gender bias problem we
studied in this work should mainly come from the vision part.
Mitigating Gender Bias: Few initial attempts have been made to
overcome gender biases in captioning models. One solution is to

make image captioning a two-step task [4]. Firstly, an object detec-
tion network locates and recognizes the people in the image. Then
a language model combines this extra grounded information with
image embeddings to generate the final captions. For this method,
gender prediction accuracy highly depends on the object detection
model. Compared to the two-step training strategy, GAIC has an
end-to-end architecture and thus does not rely on other grounded
information. In another work [16], the authors alleviate the gender
bias by modifying the training images and loss functions. However,
their approach requires a high-quality person segmentation mask
for each training data, which is costly and infeasible for many large-
scale datasets. In comparison, the proposed self-guided attention
mechanism can work without extra supervision and thus greatly
expands the application scenarios.

7 CONCLUSIONS AND FUTUREWORK
In this paper, two novel COCO splits are created for studying gen-
der bias problem in image captioning task. We provide extensive
baseline experiments for benchmarking different models, training
strategies, as well as a comprehensive analysis of our new datasets.
The experimental results indicate that many captioning models uti-
lize contextual cues for gender identification, leading to undesirable
gender prediction errors, especially for women. To overcome this
unwanted bias, we propose a new training framework GAIC, which
can significantly reduce gender bias by self-guided supervision.
Experimental results validate that the proposed models learn to
focus on the described person for gender identification.

As an initial attempt to approach the potential gender bias in cap-
tioning systems, we emphasize that utilizing the gender prediction
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accuracy to quantify gender bias is not enough, evaluation metrics
that can effectively lead to high caption quality and low gender
bias are still lacking. Understanding and evaluating the caption bias
from the causal inference perspective is a promising research field
and would be exploded in our future research.
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Figure 4: Gender-context distribution of COCO train

Figure 5: Gender-context distribution of original COCO test

Figure 6: Gender-context distribution of COCO-GB V1 test

Figure 7: Gender-context distribution of COCO-GB V2 test

A COCO-GB DATASET
A.1 Gender Annotation
We show the gender word list in Tab. 4. Gender words are selected
based on the word frequency in COCO dataset. We delete the gen-
der words that appear less than ten times in training data. Word
“woman" and “man" are the most frequent gender-specific word and
account for more than 60% of the total gender-specific words.

female word (дw ) woman, women, girl, sister,
daughter, wife, girlfriend

male word (дm ) man, men, boy, brother,
son, husband, boyfriend

gender neutral word (дn ) people, person, human, baby
Table 4: Gender words list. We label the caption based on the
gender word appeared in the sentences.

Some gender annotation examples are shown in Fig. 8. We label an
image as “women" when at least one sentence mentioned female
words and label an image as “men" when at least one sentence
mentioned male words. Images that both mention male words and
female words are discarded.

We conduct human evaluations on our gender annotations with
majority voting from 3 human evaluators. Each evaluator validates
a total of 400 test samples, with 200 randomly sampled from each
gender. Results show that our gender annotation achieves high pre-
cision, 92% for women, and 95% for men. Fig. 8 (c) shows an example
of failure. The gender label based on captions is Men. However,
evaluators label the image as “discard" since the gender is actually
vague in the image. By analyzing the examples of failure, we ob-
serve that most conflicts occur when gender evidence is vague or
occluded. In these cases, COCO annotators tend to provide gender
identification based on context cues or social stereotypes.

A.2 Gender-Contex Joint Distribution
In Fig. 4-7, we show the gender-context joint distribution of COCO
training dataset (Karpathy split), COCO testing dataset (Karpathy
split), COCO-GV V1 secret testing dataset, COCO-GB V2 testing
dataset. We list the objects in order of bias rate in COCO training
dataset. For COCO-GB dataset, we choose 63 representative objects
from a total of 80 objects and delete objects that do not occur in the
corpus with sufficient frequency to be include.

The Fig. 4 shows that most objects in training data are more
likely to co-occur with men. In Fig. 5, we observe that a similar
bias is also found in the test dataset. Hence directly evaluating
the models on the biased test dataset might underestimate the
gender bias learned by models. In comparison, we observe that
COCO-GB V1 has a balanced gender-context joint distribution.
Each object has an almost equal probability of occurring with men
and women. COCO-GB V2 has a different distribution that gender-
context joint distribution is opposite to the training set, which
makes the gender predictionmore difficult. Models relying on image
context to provide gender identification will suffer from a huge
gender prediction error on the anti-stereotypical test dataset.

B MORE ON IMPLEMENTATION DETAILS
Benchmarking Baselines: All the baselines mentioned in Sec. 3
use visual features extracted from the fourth layer of ResNet-101.
All baselines except for NBT, TopDown, Att, and AdaptAtt are im-
plemented in a same open-source framework 1. We directly use the
caption results from a web source 2 to measure gender prediction
performance. For NBT, TopDown, Att, and AdaptAtt models, we im-
plement models based on the paper and make sure that the model’s
caption score is close to the results reported in work. For all models,
we evaluate caption quality by the official COCO evaluation tool 3.
1https://github.com/ruotianluo/self-critical.pytorch
2https://github.com/LisaAnne/Hallucination
3https://github.com/tylin/coco-caption
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The woman in the kitchen is holding a huge pan.
A chef carrying a large pan inside of a kitchen.
A woman is holding a large pan in a kitchen.
A woman cooking in a kitchen with counters.
A woman cooking in her kitchen with a black pan.

A person sitting at a table in a room.
A man who is sitting at a table.
A man in a news room sits in front of a camera. 
A man sitting a desk in front of a TV.
person is sitting at a desk  with a television behind him 

An explorer or adventurer hikes in a remote area.
a snowboarder sliding down a mountain with wind.
A man riding a snow board down a snow covered slope.
This is a person with a mask on in a sandy place. 
A Man on large open area covered with snow.

(a) (b) (c)
Figure 8: (a): An image is labeled as women. (b): An image is labeled as men. (c) An image is labeled as men. However, the
gender evidence is actually occluded and our human evaluators label the image as “discard".

Model C M Woman Men Dcorrect wrong neutral correct wrong neutral
Baseline 98.2 27.2 51.6 28.3 20.1 77.9 4.9 17.1 0.094
Balanced 97.5 27.3 57.9 25.5 26.6 71.1 11.5 17.4 0.034

UpWeight-10 95.8 26.9 72.2 26.1 1.7 86.1 11.7 2.1 0.023
PixelSup 96.8 27.1 54.2 25.1 20.5 76.4 6.2 17.2 0.062
GAIC 97.8 26.9 67.1 18.0 14.9 68.9 10.7 20.3 0.008
GAICes 98.1 27.0 69.1 15.2 15.7 71.4 8.1 20.5 0.007

Table 5: Gender bias analysis on COCO-GB V2 split.

Debiasing Baselines: Here we discuss the implementation details
of baselines mentioned in Sec. 5.1. For baseline Balanced, we ran-
domly select a subset from the original training set which contains
4,000 images for each gender. Balanced model is obtained by fine-
tuning the Att model on this selected dataset with 5 epochs. For
UpWeight model, we first train the Att model with normal loss.
Then we upweight the loss value of gender words and continue
to train the model for another 1 epoch. For model PixelSup, we
first train the Att model with normal loss. Then we utilize Eq. 10 to
further fine-tune the attention learning process on the 10% extra
supervision data with one more epoch.
GAICModel: For GAIC model, we adopt the two-streams pipeline
to train the model. In the experiments, we find µ = 0.1 performs
best, large µ valuewill influence caption qualiy, small µ value cannot
efficiently mitigate gender bias. For GAICes model, we fine-tune
the dataset with extra human instance segmentation annotations,
and set µ = 0.1 and η = 0.05. Like µ value, we empirically find that
large η value will significantly impact caption quality. Hence we
choose a relatively small value η = 0.05 to train GAICes model.

C EXPERIMENTAL RESULTS ON COCO-GB V2
Compared to COCO-GB V1, all baselines in COCO-GB V2 obtain a
higher error rate, especially for women (average increase of 3.25%).
GAIC model improves the gender prediction accuracy of woman
from 51.6% to 67.1% and reduces the error rate of women from 28.3%
to 18.0%. Although the UpWeight-10 model obtains the highest accu-
racy of both women and men, it causes an unacceptably high error
rate for two genders. There is no substantial difference between the

Balanced model and baseline model, a similar trend has been found
in COCO-GB V1. Compared to GAIC, GAICes obtains consistently
better performance. For fairness evaluation, we compare different
model’s gender divergence. GAIC and GAICes obtain the lowest
divergence, which indicates that models treat each gender in a fair
manner. For caption quality, GAIC and GAICes only cause a minor
performance drop compared to the baseline model, which proves
the robustness of the self-exploration training strategy.

D MORE QUALITATIVE RESULTS
We show more visualizing attention results in Fig. E. We observe
that the baseline Att model tends to utilize context features to
predict gender and thus makes incorrect gender prediction, e.g.,
predicting a woman as a man based on a tie. In comparison, GAIC
and GAICes learn to use the features on the regions of the described
person for gender prediction. The result also shows that when
gender evidence is vague, GAIC and GAICes model tend to use
neutral gender words, such as “person" to describe the person.

E MORE ON ETHICS CONCERN
In the COCO dataset, people in the images are not asked to iden-
tify their biological gender. Thus we emphasize that we are not
classifying biological sex or gender identity, but rather outward
gender appearance. In this work, we follow the settings used in
previous work to define three gender categories: male, female, and
gender-neutral (when the image is blurry or the gender in the im-
age is ambiguous) based on visual appearance. Gender labels are
determined based on the annotators’ descriptions.
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a woman holding a yellow 

umbrella in her hand 

a person with a hat on top 

of her head 

a young boy with a hat on 

his head holding a banana 

a woman in a red dress 

holding a cell phone 
a person sitting on a bed 

using a laptop computer 

a person is sitting on a bed 

with a laptop 

a young boy standing in 

front of a refrigerator 

a woman is standing in 

front of a refrigerator 

a woman is standing in 

front of a refrigerator 

a man in a suit and tie 

holding a cell phone 

a woman is holding a cell 

phone in her hand  

a woman is sitting in a chair 

talking on a cell phone 

Original Image Baseline  GAIC GAICes GAICes 

Figure 9: Qualitative comparison of baselines and our proposed model. At the top, we show success cases that our proposed
modes correctly predict the gender and utilize proper visual evidence. The bottom case shows that when gender evidence is
vague, our model tends to use neutral gender words, such as “person" to describe the gender of the person.
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