CR EMBEDDABILITY OF QUOTIENTS OF THE ROSSI SPHERE VIA SPECTRAL
THEORY
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ABSTRACT. We look at the action of finite subgroups of SU(2) on S3, viewed as a CR manifold, both with
the standard CR structure as the unit sphere in C? and with a perturbed CR structure known as the Rossi
sphere. We show that quotient manifolds from these actions are indeed CR manifolds, and relate the order
of the subgroup of SU(2) to the asymptotic distribution of the Kohn Laplacian’s eigenvalues on the quotient.
We show that the order of the subgroup determines whether the quotient of the Rossi sphere by the action
of that subgroup is CR embeddable. Finally, in the unperturbed case, we prove that we can determine the
size of the subgroup by using the point spectrum.

1. INTRODUCTION

Every strongly pseudoconvex CR manifold with real dimension at least 5 is globally embeddable (see
[BAM75] and [CSO1, Chapter 12]). Thus, 3-dimensional strongly pseudoconvex CR manifolds are especially
interesting for their potential non-embeddability. As early as 1965, [Ros65] described a perturbed CR
structure on S C C? that was not globally embeddable into any CV. The resulting abstract CR manifold is
called the Rossi Sphere. One can see the obstruction to embeddability by noting that all the CR functions in
this setting are even (see [CS01, Chapter 12]). Another formulation of the non-embeddability is the existence
of arbitrarily small eigenvalues in the spectrum of the Kohn Laplacian (which is equivalent to the non-
closedness of the range of 9;) defined by the perturbed CR structure in this setting (see [ABRZ19/ABB*19]).
Indeed, one can show that the perturbed Kohn Laplacian has eigenvalues that converge to 0 from the right
hand side. In other words, 0 belongs to the essential spectrum of the Kohn Laplacian.

In this note, we follow the spectral-theoretic approach of [ABRZ19,/ABB*19] and investigate the CR
embeddability of the quotients of the Rossi sphere by the action of finite subgroups of SU(2). First, we
focus on the quotient of the Rossi sphere by the action of the antipodal map, which is topologically the real
projective space RP3. This quotient is known to be CR embeddable into C3; we present a new proof of
this statement by showing that the non-zero eigenvalues of the Kohn Laplacian here are uniformly bounded
away from zero. Later, in Section [4] we consider quotients by other finite subgroups of SU(2) and relate the
embeddability question to the order of the subgroup: specifically, the quotient by a finite subgroup of SU(2)
is CR embeddable if and only if the order of the group is even. In Section |5, we pursue the relation between
the quotient of a finite group G C SU(2) with the eigenvalues of the unperturbed Kohn Laplacian on the
quotient of S® by G. We show that one can hear the size of the quotienting group on the sphere (following
the terminology of [Kac66], we say that we can hear a quantity, or it is audible, if the quantity may be
explicitly determined given the spectrum). We note that similar results on Lens spaces in the Riemannian
setting were observed in [[Y79].

We refer the reader to standard books [CS01] and [Bog91] for the basics of CR geometry. For completeness,
we review some of these points on quotient manifolds in the second section. We use the spectral theory
approach to the embedding problem utilized recently in [ABRZ19,/ABB*19] that dates back to the work in
[Bur79, BE90|. We also note the work of Fu in [Fu05,[Fu08| for further connections between geometry and
spectral theory of the 9-Neumann Laplacian.
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In the rest of this note, we use 52 to denote the unit sphere in C2. We use the following notation for two
vector fields £ and £ on S Cc C2:

0 0 — 0 0
L=Z1— —Zo—and L =21— — z5—.
1 0za =2 021 At A1 0%Zo =2 071
The standard CR structure on . S3 is generated by the (1,0) vector field £. The perturbed CR structure on
S3 is generated by L; = £ +tL for complex [t| < 1. The pair (83, £;) denotes the Rossi sphere. We use [J,
to denote the Kohn Laplacian on (S3,£) and [0} to denote the one on (5%, £;). A simple calculation gives
the following representation

1+ t2 —
i 5Ly for any [t < 1.

Of = —£,— 11
o= TP

2. CR GEOMETRY AND DISCRETE QUOTIENTS

We start with introducing the notation. Given a smooth map f : M — N of manifolds, we denote
its differential by df. Its action on the tangent space at p € M is d,f. Given a vector space or vector
bundle V| we let VC be its complexification; in the case of a tangent space T, M or tangent bundle T'M, the
complexification is denoted T;CM and TCM, respectively. Given a map ¢ of vector spaces or vector bundles,
its complexification (given by extending by linearity over complex scalars), is given by ¢C.

Given a discrete group action on a CR manifold M, the CR structure of M may be passed through to
the quotient in a natural way when the group action in some sense agrees with the CR bundle. M and its
quotient are locally indistinguishable, and therefore the CR structure descends to the quotient in a natural
way.

2.1. Induced CR structures on quotient manifolds. The definition below details what it means for a
CR bundle to be compatible with the action of a discrete group. Here and throughout, we denote by ¢, the
map M — M given by action of the group element g.

Definition 2.1. Let M be a smooth manifold, and T¢M = TM ® C its complexified tangent bundle. Let I’
be a group which acts smoothly on M. We say that a subbundle L of TCM is compatible with T if for each
g €T, (d,)C restricts to a bundle isomorphism L — L.

Note that when M is a Lie group and L a vector bundle which is invariant with respect to complexified
differentials of left-multiplications, L is automatically compatible with the action of any discrete subgroup
of M. When the CR bundle of M is compatible with I'; it gives rise to a CR structure on the quotient
manifold M/T.

Proposition 2.2. Let M be an abstract CR manifold with defining bundle . C T°M. Let T be a discrete
group which acts smoothly, freely and properly on M, and suppose that L is compatible with I'. Then the orbit
space M /T is a topological manifold of dimension equal to dim M and has a unique smooth structure such
that the quotient map ©: M — M/T is a local diffeomorphism. Further, M/T is an abstract CR manifold
with defining bundle /T = (dr)C(L).

2.2. The induced Cauchy-Riemann complex and Kohn Laplacian on quotient manifolds. In order
to define the Kohn Laplacian on a quotient manifold M/T"; we need to deduce the structure of its tangential
Cauchy-Riemann complex, see also [Bog91, Chapter 8]. Indeed, for quotients defined as above, the tangential
Cauchy-Riemann complex on the quotient manifold is induced by that on the parent manifold.

Proposition 2.3. Suppose that M satisfies the hypotheses of Proposition[2.2, and that M has a Riemannian
metric such that the action of every g € I is an isometry. Then in addition to the conclusions of Proposition
@, the intrinsic tangential Cauchy Riemann complex on M /T is induced by that on M. More precisely,
let En(p,q) and Erryr(p,q) be the fiber bundles of (p,q)-forms on M and M/T', respectively, and let Onr
and Oppjr be the tangential Cauchy-Riemann operators associated with the CR structures on M and M/T,
respectively. Also let ¢ : M — M/T be the quotient map. Then for each p,q > 0, Oy 0 ¢* = ¢* ogM/p as
maps SJIC}';F — Ef;jqﬂ. In other words, the following diagram commutes:
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1o]
D,q M p,q+1
%
5M g]V[
@” #"
SM/F 1
£pa gp,q-‘r

M/T * CMT

The same statement is true for the adjoint operator 9 by standard arguments. It follows that the Kohn
Laplacian on M/T" is induced by that on M. Because the Kohn Laplacian acts locally, we can compute its
action on I'-invariant forms on M by computing the Kohn Laplacian on M/T" and then pulling back to M,
or by first pulling back to M and then computing the Kohn Laplacian there.

Proposition 2.4. Let Dé\/l and DII)V[/F denote the Kohn Laplacian on M and M/T, respectively. Then
¢* OD[Z)W/F _ D{)\/[ OQS*.

Proof. The statement follows from the previous proposition regarding 0 and the analogous statement for

—*

g . O
For readers interested in reading the details of these arguments on CR manifolds, we recommend [CS01}

Chapter 4]. For the similar ideas on domains (not on manifolds), we recommend [Str10].

2.3. Equivalence of the Levi form on quotient CR manifolds; strong pseudoconvexity and quo-
tients. The final piece necessary to relate the embeddability to the spectrum of the Kohn Laplacian is strong
pseudoconvexity. The same idea applies here as in the previous arguments: since strong pseudoconvexity is a
local property, and we are taking quotients by discrete groups acting isometrically, the identification of local
geometry on M and M/T allows us to say that M/T is strongly pseudoconvex as well. In fact, the condition
of strong pseudoconvexity is intimately tied to the Levi form on a CR manifold, which can be clearly seen
to act locally.

Proposition 2.5. Let M be a strongly pseudoconvexr CR manifold of hypersurface type. Then any discrete
quotient of M in the way defined above is strongly pseudoconvex.

Proof. The claim follows from considering the Levi form on M/I' and observing that it is exactly the
pushforward by the quotient map of the Levi form on M. |

For more details, again see [Bog91, Chapter 10]. As an application of this machinery, we gain information
about quotients of the sphere by certain subgroups.

Corollary 2.6. Let ' be a finite subgroup of SU(2). Then T acts on S® = SU(2) by left multiplication.
The quotient of the sphere by T, endowed with either the standard or Rossi CR structure, is a strongly
pseudoconvex abstract CR manifold.

Proof. The standard CR vector fields £, £ are invariant with respect to complexified differentials of left-
multiplications in the Lie group and therefore are compatible with the group action. The perturbed CR
vector fields L, L, are also left-invariant in this way, because they are linear combinations of £ and L;
hence, the compatibility condition of £; and L; is automatically satisfied. Therefore, S3/T" is a well-defined
abstract CR manifold with this perturbed CR structure. As S® is strongly pseudoconvex when endowed
with either CR structure, S3/T is too. g

3. EMBEDDABILITY OF (RP? ;) VIA SPECTRAL THEORY

In this section, we prove that the quotient of the Rossi sphere by the antipodal map is an embeddable
CR manifold via spectral theory. We denote this CR manifold by (RP?, Z;) as in [BE96
Since SU(2) = $3 C C? as a smooth manifold, in this part we write elements of SU(2) as points (£1,&2) €
C? with \§1|2 + \§2|2 =1 and where (£1,&) - (21, 22) = (&121 — &o22, €221 + €122). In this section, we consider
the quotient of the 3-sphere S® by the antipodal map, that is the left action of the embedded subgroup
Cy = {(1,0),(-1,0)} = {£Id}, endowed with the perturbed CR structure. Thanks to Corollary this
3



quotient is a well-defined, strongly pseudoconvex, abstract CR manifold. Moreover, the Rossi sphere and its
quotient have the same local geometry. This allows us to carry out our study of the spectrum of [} on the
quotient by investigating the spectrum of [J} as it acts on Cs-invariant functions on the sphere.

3.1. Spherical harmonic decomposition; invariant subspaces under [J{. The space of L2-integrable
functions on S® has a convenient decomposition into spaces of homogeneous spherical harmonics. Let H,(S3)
denote the space of degree-k spherical harmonics and H, ,(5%) denote the space of bidegree-(p, ¢) spherical
harmonic We have the following standard decomposition:

L2(S3) = é%k(s?’).
k=0

We refer to [ABRO1| for further details on spherical harmonics. The following statement about L2-integrable
functions on the quotient is evident.

Proposition 3.1. L%(S3/Cs) is canonically isomorphic to the set of functions in L(S3) which are invariant
under the action of Co, that is even functions f where f(z) = f(—z) on the sphere.

Note that the homogeneous spherical harmonics which are also even functions are exactly those with even
degree. Putting the previous two propositions together produces a basis for the L? space on the antipodal
quotient. Here is the updated decomposition in this setting:

L*(S3)Cy) = éﬂ%(s?’).
k=0

Much of the following work is similar to the ideas in [ABRZ19|. However, [ABRZ19] examined only the
subspaces Hak11 corresponding to spherical harmonics of odd degree. Hence, we develop corresponding
results for the subspaces of even-degree spherical harmonics. The following proposition tells us about the
action of part of (J} on spherical harmonics. A more general statement dates back to |[Fol72], and a more
explicit computation can be found in [ABB*19].

Proposition 3.2. Let f € H, 4(S3). Then
Obf=—LLf=2(pg+a)f =2q(p+1)f and —LLf=2(pg+p)f=2p(q+1)f.
For f € Ho2,(S?), we define the following two spaces:

Vy = span{f, ZQf, .. ,Z%f} (a k + 1-dimensional space),

and
Wy = span{Lf,... ,sz_lf} (a k-dimensional space).
Given an orthogonal basis { fo, ..., far} of Ho ok, Hor decomposes as
2k
Hop = @ Vfi D Wf,i.
i=0

For the moment we ignore the constant h(t) in O = —h(t)(LL+|t|*LLALL? —I—EZQ), where h(t) = %

Proposition 3.3. The subspaces Vi and Wy are invariant under OJj.

Proof. For 0 < o < 2k, let v, = L f be a basis element of Vi or Wy. We compute the action of each piece
of O¢ on v,, using the fact that v, € Hg,gk,g(bﬁ) and the identities in the Proposition The action of
the £2 piece is most sophisticated:

—o—1

L2, = L7 f = LICLET ) = —2(2k — o + D)(0) L™ f;) = —2(2k — o + 1)(0)LL(L" 2 f)
= 4(2%k — 0 +1)(0)(2k — 0 +2)(0 — V" f = 4(2k — 0 + 1)(0)(2k — 0 + 2) (0 — 1)vy_2.

Lwe drop S3 in the notation when the context is clear.



For the other pieces, the computation is simpler:

Lop =L L f=LC""f = vy,
LLv, = —2(2k — o) (0 + 1)v,,
LLv, = —2(0)(2k — 0 + 1)v,.

In these computations we take v, to be 0 if 7 is not between 0 and 2k (this is consistent with the definitions
of £ and £). O

In fact, the calculations in the preceding proposition’s proof provide us the following matrix representations
of the action of (J} on the finite dimensional subspaces V; and W.

Corollary 3.4. The matriz representation of 0 = —L,L; on the subspace Vy is

d1 —U1
—f dg —U2
_g - ) _uk )

—t  dr41
where
uj =4t(25)(25 —1)(2k — 25 +1)(2k — 2j +2) and dj = 2((2k — 25+ 2)(25 — 1) + |t|2(2j —2)(2k — 25+ 3)).

Similarly, the matriz representation of O} on the subspace Wy is

d1 —U7
—% d2 —U2
7¥ .. ) gy )

where
wj = 4t(25 + 1)(25)(2k — 25)(2k — 25 + 1) and d; = 2((2k — 25 + 1)(25) + [t|*(25 — 1)(2k — 25 + 2)).
Note that in the V; matrices, the product of the j-th corresponding off-diagonal entries is
[t12(25) (27 — 1)(2k — 2 + 1)(2k — 25 +2) > 0,
so we can apply Proposition 5.1 from |[ABRZ19] to get the following simpler representations.

Proposition 3.5. Let A be the matriz representation of 0 on Vy. Then A = S™1BS where S is a diagonal
matriz and

d1 'I.th
\V ulf dg UQ%
B = _ _
Uot " Upt

’U,kt dk+1

Note that the quantities in the square Toots are real and positive, so there is no ambiguity. There is a factor of
2 in each entry of the matriz B; to simplify our calculations we omit this factor (doing so does not interfere
with the positivity of the spectrum). After disregarding the factor of 2, the j-th off-diagonal entry in B is

\/(Qj)(Qj - 12k — 25 +1)(2k — 25 + 2)tt = |t|\/(2j)(2j —1)(2k — 25+ 1)(2k — 25 + 2).
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3.2. Equality of eigenvalues of [J} on the two types of invariant subspaces. In this subsection, we
show that for spherical harmonics of a fixed even degree, all the eigenvalues of [Jj on W are also eigenvalues
of O} on V§ (see Theorem [3.11)). Since dimV; = dim Wy + 1, this shows that the action of [J} on Vy is
exactly the action on Wy, with an extra one-dimensional subspace mapping identically to 0.

Let F' denote the linear function on matrices which flips a matrix’s entries across its antidiagonal. For

example,
a b d b
F (c d> - <c a) '
We can express this operator in terms of matrix multiplications as follows.

Lemma 3.6. Let M € C™*™ qgnd

E = . e cmxm,

Then F(M) = EMTE.

Proof. Consider the 4,j entry of both F(M) and EMTE. Observe that F(M); ; = Mp+1—jm+1—i- To see
the 4, j entry of EMTE, write

(EMTE);; ZElk MTE); ZEsz By = Z Eix M Eji
k=1 k=1 k=1
Note that Fs; = ds4¢—m—1. Therefore, the only nonzero term in the above sum has k = m 4+ 1 — ¢ and
l=m+1- jv S0 (EMTE)L] = M7n+1—j,m+1—i- U
Corollary 3.7. Let M € C™*™. Then M and F(M) are similar.

Proof. Since E = E~!, the above shows that F(M) is similar to M7T, which is similar to M since F is
algebraically closed [GH17, Theorem 11.8.1]. O

Lemma 3.8 (|[GH17|, Theorem 9.7.2). If A € C™*™ and B € C"*™, then the nonzero eigenvalues of
AB € C™*™ and BA € C™*" are the same with identical algebraic multiplicity.

Let Lv =L |Vf7 LW =L ‘va IV = Z ‘Vf’ and ZW = Z |Wf' Then Db |Vf: —LWZV and ETb ‘Vf:
—ZWLv.

Le{nma 3.9. Fgr the matriz representations in the bases we have been using, F[LWZV] = LwLy and
F[LwLy]=LwLy.

Proof. First, recall that (after dropping the universal constant 2) for f € H, 4, Oy f = (pg+ q)f so Opf =

Opf =0uf = (gp+p)f = (qp+ p)f. Notice that this means that on both V; and Wy, every basis element
is an eigenvector of both [, and [J, and so each are represented by diagonal matrices in this basis. On V;
the j’th diagonal element of the matrix representation of Oy is (2k — 25 + 2)(25 — 1) and the j’th diagonal
element of Oy is (2j — 2)(2k — 2j + 3). Thus, F[0; |v,] is diagonal with the jth diagonal element equal to

2k —2(k+2—5)+2)2k+2—75)—1)= (2] —2)(2k — 25 + 3).

Therefore, O on V; flips to being 0O, on Vi and so F [LWZV} = LwLy. Since F is an involutory operation
this also tells us that F[Lw Ly| = Lw Ly . O

Lemma 3.10. For the matrix representations in the bases we have been using, F[fwfv] = LwLy and
F[LwLy] = LwLy.

Proof. This follows from the matrix representations which we already have for ol lv,= Lw Ly and £? lw,=
Ly Ly which are used to form the subdiagonal and superdiagonal of the matrix representation of CJf. O

Theorem 3.11. U |y, and 00 |w, have the same nonzero eigenvalues with multiplicity.
6



Proof. We apply our knowledge about the operator F' to deduce
Op [v ~ FIOG |v]
= F[(tLw + Lw)(tLy + Lv)]
= |t|*F[Lw Ly] + F[LwLy| + tF[LwLv] + tF[Lw Ly]
= |t*LwLv + LwLy +tLwLy + tLw Ly
= (Lw +tLw)(Lv +tLy)
=LilwLilv
Since Ly |w, Lt |v, has the same nonzero eigenvalues as Ly |v; Lt |w,= O |w,, 0§ |v, and O |y, have

the same nonzero eigenvalues (note that we do not distinguish between algebraic and geometric multiplicity
here, since the operators are self-adjoint). O

3.3. Bounds on nonzero eigenvalues; embeddability. We aim to bound the spectrum of O} (acting on
the orthogonal complement of its kernel) away from zero. Since all the nonzero eigenvalues of 0 on V; are
also eigenvalues of 0! on Wy, it suffices to bound the eigenvalues of [J} on the W} spaces away from zero.
Our main tool is the Gershgorin circle theorem (see |Ger31]).

Theorem 3.12 (Gershgorin). Let A be a complex n X n matriz over C. For each i = 1,...,n, let R; =
Zj# |ai;| and let D(ai;, R;) denote the disk in the complex plane centered at a;; with radius R;. Then every
eigenvalue of A is contained in the union of these Gershgorin disks:

n

U D(aii, Rz)

i=1

We next represent the action of [J} on Wy by a symmetric matrix with real coefficients. Such a matrix

necessarily has all real eigenvalues, so the Gershgorin disks in this case degenerate to intervals in the real
line. Recall that earlier we wrote the matrix representation of 0¢ on W subspaces as

dl —Uu1
—% dg —U2
—E . gy )

—t dy;

where u; = 4¢(25 + 1)(2)(2k — 2j)(2k — 25 4+ 1) and d; = 2((2k — 25 + 1)(2j) + [t|*(25 — 1)(2k — 2j + 2)).
Just as we did with the matrix representation on Vy, we can transform this matrix into a symmetric matrix:

d1 vV ulf
\ ulf d2 ’LLQ%
vV UQE \/uk_lf
Vug—1t dy,

As in the matrix representation for ! on V}, each entry in M has a factor of 2; just like before, we disregard
this factor for simplicity. What remains is the matrix

M =

my 81
S1 M2 52
M = .
52 o Skg—1
Sk—1 Mg

where m; = (2k — 25 + 1)(27) + [t[3(27 — 1)(2k — 25 + 2) and s; = [t[\/ (2] + 1)(27)(2k — 25 + 1)(2k — 2j).
We proceed with the Gershgorin analysis.

Proposition 3.13. Let k > 4, and let M be as above. Then the eigenvalues of M are bounded below by 1.
7



Proof. The Gershgorin intervals for each row of the matrix are as follows.
Dy : (my — s1,m1 + $1)
Dj:(mj—sj1—sjmj+sj1+s;)  (2<j<k—1)
Dy, = (mg, — Sp—1, Mg + Sp—1)

We need to show that the lower limit on each of these intervals is at least 1. We treat each case separately.
Case One D;: In this case we have the following lower bound on m; — s1:

my —s1 = (2k — 2+ 1)(2) + |t2(1)(2k — 24+ 2) — [t|/(3)(2)(2k — 2 + 1)(2k — 2)
= (2k — 1)(2) + [t]*(2k) — [t|\/6(2k — 1)(2k — 2) > (2k —1)(2) + [t*(2k) — |t|V6(2k — 1)

This is minimized over |¢| when [t| = \/62((22]2;1) > 1. As we only consider |t| € (0,1), it suffices to consider

what happens when [t| = 1. When |t| = 1, we have
my —s1 > (2k —1)(2) + (2k) — V6(2k — 1) = (2 — V6)(2k — 1) + (2k) > (2k) — (2k — 1) = 1.
Case Two Dy: In this case we have the following lower bound on mjy — si_1:
my — sp_1 = (2k — 2k + )(2k; + [t]2(2k — 1)(2k — 2k + 2)
— [t/ @2(k — 1) + 1)(2(k — 1))(2k — 2(k — 1) + 1)(2k — 2(k — 1))
= (2k) + |t1°(2k — 1)(2) — |t[v/(2k — 1)(2k — 2)(3)(2)
> (2k) + [t[*(2)(2k — 1) — [t|V6(2k — 1)

This is minimized over |¢| when [t| = \f)(é’; 11)) = ‘/6. For this value of |t|, we have
6
mg — Sk—1 > (2k) + E(Q)(Zk -1) - \[\[(2]€ -1

= (2k) + %(% —1) - g(% — 1) = (2k) — z(% 1) > (2k) - (2k—1) =1

Case Three D;, 2 < j <k — 1: This is the most technical of the three cases. We have the following lower
bound on m; — s;_1 — s;:
m; —sj_1—s; = (2k — 25 + 1)(2§) + [t|*(25 — 1)(2k — 25 + 2)
= [tV 206 - 1)+ DG — 1))(2k - 2(j - 1) + 1)(2k = 2(j — 1))
— [tV/(25 + 1)(25) (2k — 25 + 1)(2k — 25)
= (2k — 25 + 1)(2j) + [t[*(27 — 1)(2k — 2j + 2)
— [tV/(25 — 1)(25 — 2)(2k — 25 + 3)(2k — 25 + 2)
— [tIV/(25 + 1)(2)(2k — 2j + 1)(2k — 2j).

This is minimized when
r1+ T2

t =
g 225 —1)(2k — 25+ 2)
where for convenience, we are temporarily using the symbols

= /(25 — 1)(2] — 2)(2k — 2§ + 3)(2k — 2j + 2) and 7, = /(27 + 1)(25)(2k — 25 + 1)(2k — 2j).

For this value of |t|, we have

. . (r1 + T2)2 (r + 7’2)2
s — s > (26— 2j + 1)(2 =
my = symn =8y 2GR =20 D@ T e T e T ) T 32 — D2k -2 +9)
(r1 +13)? 72+ 12 4+ 2r 7o

= (26— 2+ 1)(2)) -

42— 1)(2k—2j +2) (2k =27+ 1)(2)) -

8

425 —1)(2k —2j +2)



Set a = 2j, b = 2k — 2j. The previous constraints on j and k translate to the new constraints a + b = 2k,
4<a<2k—2,2<b<2k—4. The above inequality becomes

(a—1)(a—2)(b+3)(b+2)+ (a+1)(a)(b+1)(b)
4(a—1)(b+2)
p1(a,d)
_ 2\/(0, —1D(a—=2)(b+3)(b+2)(a+ 1)(a)(d+ 1)(b)
4(a—1)(b+2) '
p2(a,d)

A straightforward manipulation shows that for & > 4, a = 4, and b = 2k — 4, p1(a,b) — p2(a,b) > 1. We aim
for an overall lower bound of 1. Since py(a,b) —pa(a,b) is clearly continuous, suppose by way of contradiction
that for some a and b, p1(a,b) — p2(a,b) = 1. By moving the terms around, this means

(p1(a,b) — 1)? — (pa(a,b))* = 0.

Using algebra to collect all terms on the left-hand side over a common denominator, the numerator yields
the equation

mj —sj—1—38; = (b+1)(a) —

a® 4 2a3 (20 + 8b? + 8b + 1) — a?(4b® + 14b* + 14b + 3)
—2a(20> + Tb* + Tb +2) + (b* + 3b+ 2)* = 0.

Because a = 25 > 4,

a®(20® + 8b? + 8b 4 1) > a?(4b® 4 14b + 14b + 3)
and

a®(2b® + 8b> + 8b + 1) > 2a(2b* + 76 + Tb + 2).
The terms a* and (b2 + 3b+2)? are clearly positive. Overall this shows that (p1(a,b) — 1) — (p2(a,b))? > 0,
which is a contradiction. Hence, our lower bound p;(a,b) — p2(a,b) is bounded below by 1 and it follows

that m; —s;_1 —s; > 1. Overall we have shown that the lower limit of each Gershgorin interval is bounded
below by 1, which is exactly what we wanted. O

This estimate allows us to understand the bottom of the spectrum of [0} on S3/Cs and thus obtain the
following conclusion.

Corollary 3.14. With the exception of finitely many eigenvalues corresponding to the spaces Hap with

0 < k < 3, the nonzero eigenvalues of 0 are bounded below by 2h(t) = ?1(1_1'@;), independently of k. In

other words, for all |t| < 1, 0 is not an accumulation point of the spectrum of O on S3/Cy. It follows that
for all |t| < 1, the quotient of the Rossi sphere by the action of Cy is embeddable.

4. EMBEDDABILITY CLASSIFICATION OF OTHER QUOTIENTS OF THE ROSSI SPHERE

In this section, we consider other quotients of the Rossi sphere. The main result of this section is
Theorem which shows that the quotient of the Rossi sphere by the action of a finite group G < SU(2)
is embeddable if and only if the order of G is even. For any vector space V and finite group G acting
on V, let V& be the set of vectors in V which are fixed by the action of each element of G. That is,
VG :={veV:g-v=uv, Vg€ G}. Whenever v € V¥, we say that v is fixed by G or that v is G-invariant.

An important fact which we use later is that if p: G — GL(V) is a representation of a finite group G on
V (i.e. g-v=p(g)v for all g € G,v € V) then the standard projection onto V¢ is given by ﬁ > gec P(9)-

We imitate the notation in Corollary 1.4 in [[Y79] and define the following spaces to relate the spectra
of the Kohn Laplacian on M and on its quotients. Indeed, let M be an abstract CR manifold and I" be a
discrete group which acts smoothly, freely and properly on M. For any real number A, denote the eigenspaces
by Ex = {f € L2(M) : OMf=\f}and E\ = {f € L>(M/T) : Déwrf = Af}. Furthermore, we use A! to
denote the functions in a space A that are invariant under the action of the group I

Lemma 4.1. The spaces E) and E£ are canonically isomorphic and therefore dim E = dim E£
9



Proof. Denote by ¢ : M — M/T the quotient map and let fe E\E As fis fixed by I, it canonically defines

a function f € L2(M/T) given by f(p) = f(q) where ¢ € ¢~'({p}) arbitrarily. Furthermore, f € Ey because
for any ¢ € M we can take an open neighborhood U of ¢ small enough to contain at most one point in each
orbit of I" and consider the action of Déw T on o(U); we apply Propositionon U which shows that f is an
eigenfunction of Déw U with eigenvalue \. Conversely, given any f € E), there is canonically a corresponding
felL? (M) given by f(q) = f(¢(q)), which is fixed by T' by construction. By a similar argument as before,
factually is in EE Overall we have described a bijection E) — Eg, this bijection is clearly linear, so it is

an isomorphism. The equality of dimensions immediately follows: dim F) = dim E£ (l

At this point we are able to conclude that quotients of the Rossi sphere by even order finite subgroups
of SU(2) are embeddable. We require this statement later in the proof of the main result of the section
(Theorem [4.11]).

Proposition 4.2. If T is a discrete group of even order then O has positive spectrum on S3)r.

Proof. If T has even order, it must have a subgroup isomorphic to Cy. Because SU(2) contains a unique
involution, I" must contain the particular subgroup Cs = {(1,0),(—1,0)}. Since Cy < T', any I-invariant
function on S? is also Cy-invariant; this shows that the spectrum of O0f on S3/T" is a subset of the spectrum
of O} on S3/Cy. By Corollary the latter set does not have an accumulation point at 0, so neither does
the former. O

In order to study O} on quotients by subgroups of SU(2), we first need to establish basic facts about how
L and L interact with the action of SU(2).
Lemma 4.3. For any g € (2) and f € L*(S?),

L(Lyf) = Cy(Lf), L(UL,f) = Lo (L), and T, f) = £5(T,).
Proof. Recall that £, L are left-invariant complexified vector fields. We have that
Cy(Lf) = (Lf) oLy,
but also
L(Qf) =L(foly) = ((lg-L)f)oly = (LSf) oLy,

where we have used Corollary 8.21 from [Leel3| and the left-invariance of £. This completes the proof for

L, and the proof is entirely the same for £. Since ! is a linear combination of compositions of £ and L, it
follows that O} (£5 f) = £;(03;) as well. O

Now, we consider the action of subgroups of SU(2) on the sphere and note that the isomorphic subgroups
lead into the same spectrum.

Theorem 4.4. For |t| < 1, the spectrum of the Kohn Laplacian O is the same on quotients of the sphere
obtained by two isomorphic subgroups of SU(2).

Proof. Let G1,Go < SU(2) be two isomorphic groups. Then by [Zas49, Chapter 1, Section 6], Go = 7G17~*
for some 7 € SU(2). It is not hard to verify that £% gives an isomorphism between Efl and ESQ o)
dim(Ef‘) = dim(EfQ) and the theorem follows. O

Returning to the context of the proof of Theorem [4.4]we can prove a less flashy but arguably more powerful
lemma.
Lemma 4.5. Isomorphic subgroups G1 = Go of SU(2) fiz isomorphic subspaces of Ho  for each k. That is,
dim(H{}) = dim(HS3).
Proof. In the proof of Theorem We noted that there exists some 7 € SU(2) such that
Gy={r-g-7':geGy}

and that ¢% is an invertible linear transformation that maps eigenfunctions of G; to eigenfunctions of Gs. In

particular, £X maps functions fixed by G; to functions fixed by G2. This theorem follows by further verifying

that £F preserves both bi-degree and the property of being harmonic, so it provides an isomorphism between

MG and M3 m
10



Lemma [4.5| can be used to prove Theorem but the argument is more indirect and requires the
machinery of Proposition We need that machinery to conclude that quotients by odd order subgroups
are not embeddable so we move towards proving it with the next two lemmas.

Lemma 4.6. If a function f is fivzed by T, then me and L™ f are also fixed by T for any m > 1.

Proof. A function f is fixed by I' iff £} f = f for all g € I'. By Lemma KZ(Zf) = Z(E;f) = Lf for all
g € T. Hence, if f is fixed by I' then Lf is also fixed by I'. It follows by induction that if f is fixed by T’
then £ f is fixed by T for all m. The proof that L™ f is fixed by I' as well can be obtained by replacing

each instance of £ with L. |
Lemma 4.7. Let f € Hox be fived by T'. Every vector in Vy & Wy = {f, Lf, Z2f, ng, ...}, is also fized by
T.

Proof. This follows directly from Lemma [4.6 O

Next, we relate the invariant functions and the subspaces V; and W; more precisely. Recall that these
subspaces played an important role in representing the Kohn Laplacian as matrices.

Proposition 4.8. Let f1, fo,..., fm be an orthonormal basis for (Hox)". Then (Hi)" = @2, Vi, & Wry,.

Proof. Let fi1, fo,..., fm, fm+1,-- -, f+1 be the completion of the given basis to an orthonormal basis for all
of Ho . The fact that Hy = @f;l Vi, @ Wy, together with Lemma demonstrates that @;" , Vy, ® Wy, C
(Hy,)"; thus we just need to show that (Hy)" C @i~, Vi, & Wy,.

Suppose towards a contradiction that there exists some f € HE\@", V;, @W,. We can write f = Y541 g,
where g; € Vi, @ Wy,. Thus, f— Y% g = Zfi;l_H gi. Both f and Y./ g; are fixed by I'so f — >, g;
and hence Zf:% 41 9i s also fixed by I'.

There is some 71 such that £" Zfi;H_I gi = 0 but £771 Zf;;_ﬂ gi # 0. The kernel of £ on Hy is Ho k
so L17ESEY gi € Hop. Since Y401 gi is fixed by T, £771 32 g; is also fixed by T and hence

Lot Zf;}wl gi € Hox)".
Since L(Vy, & Wy,) C Vi, @ Wy, for any f, L1771 (Vy, & Wy,) C Vi, & Wy,. Hence,

k+1 k+1
[:nl( Z gi> € @ Vi, @ Wy,.

i=m-+1 i=m-+1

Because fp41,- .., fr+1 gives an orthogonal basis for Ho N @f:jlﬂ Vi, @ Wy,, we have £t Zf:jlﬂ g; €

((Ho.x)")*. This contradicts our earlier finding. 0

The consequence of Propositionis that the multiplicity of an eigenvalue in (Hy,)! is proportional to the
dimension of (Ho x)". This motivates us to study the spaces (Ho x)! and distributions of their corresponding
eigenvalues. All odd-order subgroups of SU(2) are cyclic groups (see |[Zas49, Chapter 1, Section 6]). In order
to attack the question of embeddability in this case, we examine which spherical harmonics are invariant
under these group actions. Note that in Section [3] we constructed Vy and Wy for f € Hp2r. An analogous
construction holds for f € Ho 2r+1 (see JABRZ19)).

Lemma 4.9. The action of any subgroup of SU(2) isomorphic to Caomy1 leaves some f € Ho2p+1 fived for
each k > m.

Proof. Let ¢ be a root of unity with order 2m + 1. (£,0) generates a subgroup of S isomorphic to Cgy, 1.
Consider f(z1,22) = ZFT™T1Z* =™ which is an element of Ho,2k+1 as long as k > m. A direct manip-

— — ktmt1=Fk-m
ulation shows that f((&,0) - (21, 22)) = f(€z1,&22) = lekJr +1§Z2 — ¢~ (tmD) gh—mohtmetlok—m _

£=@m+1) £(2), 29) = f(21,22). Therefore, (£,0) - f = f, that is, f is invariant under the action of this sub-
group. This proves that the action of the cyclic group ((&,0)) leaves some f € Hg ox41 fixed for each k > m.
By Lemma it follows that for any G < SU(2) with G = Coy41, 7—[8%“ is nonempty. a

We can now use the f from Lemma to construct the subspace W.
11



Lemma 4.10. For all k > m, there exists an f € Hoaky1 such that the action of any subgroup of SU(2)
that is isomorphic to Comi1 leaves everything fived in Wy C Hopq1.

Proof. Let k > m be arbitrary. By Lemma there exists some f € Ho k41 which is invariant under the

action of the group Co,,+1. Thus, by Lemma all functions in Vy @& Wy space {f,Lf,... ,Z%H} are
Com1-invariant. O

Finally, by combining all these results we can conclude the main result of this section.
Theorem 4.11. IfT is a discrete subgroup of SU(2) then (S3/T', L) is embeddable if and only if |T'| is even.

Proof. 1If |T'| is even, then Co < I' and thus [J} has positive spectrum on S*/I" by Corollary If T
is odd then I" must be a cyclic group. In this case, with the exception of finitely many small k£ , Lemma
4.10| guarantees that the spectrum of O} on the quotient contains all the eigenvalues of [J} on the full Rossi
sphere which arise from Hapi1 spaces. It was noted in [ABRZ19| that the eigenvalues for the full Rossi
sphere arising from the space @ZOZO Har+1 have an accumulation point at 0, so in this case the quotient has
arbitrarly small eigenvalues. Recalling that positivity of the spectrum is equivalent to embeddability, we
obtain the desired conclusion. O

5. HEARING THE SIZE OF THE GROUP ON THE QUOTIENTS OF S3

In this section, we consider the quotients of the sphere with the standard CR structure. We relate the
spectrum on $3/T" and the order of T'. Recall from Proposition [3.2|that the eigenvalue of the (unperturbed)
Kohn Laplacian for S3 acting on H,, 4 is 2q(p + 1). We look at the dimensions of invariant functions under
a group action.

Lemma 5.1. Let T be a cyclic subgroup of S® and d = |T'|.
215 +1 2]k

0 21k

o Ifd is odd then dim(Hy ) = 2| 35] + (1 — (=1)¥)/2.

e Ifd is even then dim('Hg,k) = {

Proof. By Lemma we only need to consider T' generated by (£,0) with £ a d-th root of unity. Since T’
is generated by (&,0), a function f : S3 — C is fixed by I if and only if f((£,0) - (21,22)) = f(21,22) for all
(21,22) € S3.

The eigenspace of 52‘5’0) associated with the eigenvalue 1 is (Hox)"; we are interested in the dimension

of this eigenspace. Let fq(z1,22) = Z1%Z3° . The functions fo,..., fi are an orthogonal basis for Ho k-

Furthermore,
Fal(€,0) - (21, 22)) = fal€21,E22) = €276~ KD ofm0 = g2a7h
Therefore, f, is an eigenfunction of 62‘5’0) associated with the eigenvalue ¢27% and so {f, : €227%F = 1}

is an orthogonal basis for (’Ho,k)r . Recalling that & is a primitive d-th root of unity, we observe that
dim(Ho x)' = #{a € [0,k] : d | 2a — k}, where #A denotes the cardinality of the set A. This quantity
depends on the parities of d and k:

e If d is even and k is odd, dim(Ho x) = 0.
e If d is even and k is even, then we compare the number of elements in the following sets

#{a:d| 20—k} = #{r € [-k/2,k/2] : d/2 | r} = #{0,£d/2, +d, £3d/2, ..., + [’;%J d/2}
and so dim(Hox)" =2[%] + 1.
If d is odd and k is even, then
dim(Ho )" = #{a:d|2a — k} = #{r € [-k/2,k/2] :d | r} = 2| & | + 1.
If d is odd and k is odd, then
dim(Hox)' = #{a:d| 20—k} = #{r € [k/2,k/2] :d | 2r +1} = 2| L |.
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Lemma 5.2. Let T' be a subgroup of SU(2) of odd order. Given the spectrum of Oy on S3/T, one can hear
the order of T'.

Proof. Since we know T" is an odd-order subgroup of SU(2) it must be cyclic, so we may refer to Lemma
Let o be a prime greater than 2 (viz. odd), and consider the dimension of the eigenspace Es, of [J, on
the quotient corresponding to the eigenvalue 2a. Since the eigenvalue of O, coming from H, 4 is 2¢(p + 1),
the eigenvalue 2a may come from two spherical harmonic spaces: Ho o and H,—1,1. The dimension of this
eigenspace is hence

dim(Fzq) = 2dim(H ).
The quantity dim(Fs,) is audible for each prime greater than 2, and consequently the limit

dim EQQ
g (F20)
a—00 o

« prime

is audible too. We know from Lemma [5.1| the exact dimension of this eigenspace, which is 4Lﬁj + 2 (here
we used the fact that o was odd), and we can compute this limit directly. It is

dim(Ea) _ hm‘%ﬁj +2 hmﬂﬁJ 2

lim = =
a—r 00 o « « e « ‘F|
« prime
From this we conclude that one can hear the order of I' in the case where the order is already known to be

odd. O

As noted earlier, all odd-order subgroups of SU(2) are cyclic; therefore, the preceding lemma completely
covers the odd-order case. However, the even-order subgroups of SU(2) are more varied, and Lemma
does not directly tell us anything if I' is an even-order non-cyclic subgroup. Thus, in order to hear the order
of all even subgroups, we need the following pieces.

Lemma 5.3. IfT' < SU(2) is an even order cyclic subgroup and xy is the character corresponding to the
representation py, : SU(2) — Aut(Hox) given by g — £, then

1
Jim > xar(g) =2
gel

Proof. By basic character theory, ﬁ > ger Xu(9) = dim(?—lg,k). By Lemma if " is a group of order d = 2d’
then dim(?—[a%) =2 L%ﬂ + 1. Thus, éZgGF Xak(g) =2 L%J + 1. Rearranging this gives i dep x2k(9) =
2% (2 L%J + 1) . And therefore,

o1
Jim o xan(9) =2
gel’
O

Lemma [5.3] only tells us about the characters of even order cyclic groups. The following proposition
expresses a group in terms of its cyclic subgroups so that we can apply Lemma to arbitrary even order
subgroups of SU(2).

Proposition 5.4. FEvery even order finite subgroup of SU(2) can be written as the union of even cyclic
subgroups.

Proof. We claim that if G < SU(2) is a finite group, then G' = U g 2/0(4)(9)- Clearly every even order
element and every even order cyclic subgroup is contained in this union. We just need to show that every
odd order element is contained in this union. The trick here is that SU(2) has a unique element of order
2 and it is central so every odd order element g in G is contained in an even order cyclic subgroup of G
generated by —1 - g where —1 denotes the unique involution. (]

Understanding the spectrum of the Kohn Laplacian on the quotient of S% by some I' < SU(2) comes down
to understanding which spherical harmonics are fixed by the action of I". In Theorem we use relatively
elementary means to get the asymptotic information we need about the dimensions of spaces of spherical
harmonics fixed by I'. However, another approach would have been to use [Kos84, Theorem 4] to show the
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same result. The results presented in [Kos84] are significantly stronger and more technical than what we
need here, so we have opted not to include them.

. T
Theorem 5.5. IfT' is any even order finite subgroup of SU(2), then limg_, 00 W = 1

Proof. Let T' < SU(2) be a finite subgroup of SU(2). Let C; ... Cs be even-order cyclic subgroups of I' such
that I' = J;<, Ci- Let xx be the character of the representation p : SU(2) — Aut(Ho k) given by g+ £;.
The principle of inclusion-exclusion gives

S

ZXk(g) = Z —(=1" Z Z Xk(9)

gel r=1 1< <ia < <ir<s | g€Cy; NCi,N...Ci,.

The intersection of cyclic groups is cyclic, and the intersection of even cyclic subgroups of SU(2) contains
the unique involution and thus has even order. We have shown for any even order cyclic group C' < SU(2)
that limg_ oo % > gec Xk (g) = 2. Therefore, by taking the limit of the inclusion-exclusion identity above
divided by k, we obtain

S

LIS SUUED SECTID S S S SR

gel r=1 1<i1 <2<+ <4, <5 geCiyNCiy,N...Cy,.
S S
D S I A WL T
r=1 1<i1 <2< <4, <8 r=1 r
Since ﬁ > ger Xk(g) = dim(Ho 2x)", it follows that

. dim(HO’Qk)F 1
lim —————— = —

Corollary 5.6. IfT is any even order finite subgroup of SU(2), then for any p + q = 2k,

im dim(?—{p,q)F — fim dim(Hgk)F _ i
Proof. By Lemma one may repeatedly apply £ to any element of (Ho k)" to generate a V & W space of
T'-invariant functions. Each such V @ W space contains exactly one 1-dimensional subspace contained in each
Hyp.q C Hap which shows that the asymptotic dimension of (Hgox)" extends to (H,4)" and consequently

(Hor)". O

Lemma 5.7. Let T be a subgroup of SU(2) of even order. Given the spectrum of Oy on S®/T, one can hear
the order of T'.

Proof. Let « be a prime greater than 2 (viz. odd), and consider the dimension of the eigenspace E4, of O
on the quotient corresponding to the eigenvalue 4a.. Since the eigenvalue of O, coming from H,, , is 2¢(p+1),
the eigenvalue 4ov may come from four spherical harmonic spaces: Hg,ga, ’Hga_m, ’Hia, and 7—[5_1,2. The
dimension of this eigenspace is hence

dim(Eyq) = dim(Hg,za) + dim(Hgafl,l) + dim(H{,a) + dim(?—lgfu) = 2(dim(7—[g’2a) + dim(Hg,aH))'
The quantity dim(Fy,) is audible for each prime greater than 2, and consequently the limit

dim(E4a)



is audible too. Thanks to Theorem the value of this limit is

dim(Ey, dim(H{ 54) + dim(H] ,, dim(H{ 5, dim(H{ ,,
lim 1m( 4 ) — 91lim ( 0,2 ) ( 0, +1) — 9 1im ( 0,2 )—i—lim ( 0, +1)
aa;iﬁe @ « (€7 « (07 a o
dim(H 20) dim(Hg q41) 2 1 6
=2(2L : li = =2 =4+ —= | = —.
M o1 T a2 <r| * |r|> T
Therefore, one can hear the order of IT". O

We now have all the ingredients to prove the main conclusion of this section.

Theorem 5.8. Let T be a finite subgroup of SU(2). Given the spectrum of O, on S3/T', one can hear the
order of T.

Proof. The first step is to identify the parity of |I'|. To this end, pick your favorite odd prime « and check
whether the spectrum of [J, contains the eigenvalue 2. That eigenvalue is in the spectrum if and only if
IT'| is odd, thanks to Lemma Hence, we can identify whether ' has even or odd order, and the proof is
completed by invoking either Lemma or Lemma according to the parity of |T'|. |

6. FURTHER DIRECTIONS

In this section, we note a few directions for further investigation following the work in this note. Al-
though we have some partial results for some of these directions, we kept them out of this note for further
development.

e In this note, we considered quotients of the sphere by finite subgroups of SU(2). How much of this
work also holds for finite the subgroups of SO(4) (i.e. more general classes of spherical 3-manifolds)?

e In Section |5, we showed that one can hear the order of the quotienting group I'. Can one hear the
exact group I'?

e Can we hear the order of the group I' when we look at the quotients of the Rossi sphere? Note that in
this case, we do not have an explicit formula for the eigenvalues and the spectrum has accumulation
points.

o In Section |5, we only looked at the 3-sphere S®, but we know the exact eigenvalues of [, on other
spheres S?"~! too. Can one look at the Kohn Laplacian on the quotients of higher dimensional
spheres?
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