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Abstract: The Kaczmarz algorithm is an iterative method for solving systems of linear equations. We
introduce a randomized Kaczmarz algorithm for solving systems of linear equations in a distributed
environment, i.e., the equations within the system are distributed over multiple nodes within a
network. The modification we introduce is designed for a network with a tree structure that allows
for passage of solution estimates between the nodes in the network. We demonstrate that the
algorithm converges to the solution, or the solution of minimal norm, when the system is consistent.
We also prove convergence rates of the randomized algorithm that depend on the spectral data of the
coefficient matrix and the random control probability distribution. In addition, we demonstrate that
the randomized algorithm can be used to identify anomalies in the system of equations when the
measurements are perturbed by large, sparse noise.
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1. Introduction

The Kaczmarz method [1] is an iterative algorithm for solving a system of linear
equations AX = E, where A is an m x k matrix. Written out, the equations are @; X = b; for
i=1,...,m,where g is the ith row of the matrix A. Given a solution guess %=1 and an

5k

equation number i, we calculate r; = b; — d; x("=1) (the residual for equation i), and define

F) = g1y g, 1)
1|
This makes the residual of ") in equation i equal to 0. Here and elsewhere, || - || is the

usual Euclidean (¢?) norm. We iterate repeatedly through all equations (i.e., we consider
lim,, 00 ¥") where n = i mod m, so the equations are repeated cyclically). Kaczmarz
proved that if the system of equations has a unique solution, then ¥(") converges to that
solution. Later, it was proved in [2] that if the system is consistent (but the solution is
not unique), then the sequence converges to the solution of minimal norm. Likewise, it
was proved in [3,4] that if inconsistent, a relaxed version of the algorithm can provide
approximations to a weighted least-squares solution.

A protocol was introduced in [5] to utilize the Kaczmarz algorithm to solve a system
of equations that are distributed across a network; each node on the network has one
equation, and the equations are indexed by the nodes of the network. We consider the
network to be a graph and select from the graph a minimal spanning tree. The iteration
begins with a single estimate of the solution at the root of the tree. The root updates this
estimate using the Kaczmarz update as in Equation (1) according to its equation then passes
that updated estimate to its neighbors. Each of these nodes in turn updates the estimate
it receives using its equation then passes that updated estimate to it neighbors (except its
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predecessor). This recursion continues until the estimates reach the leaves of the tree. The
multiple estimates are then aggregated by each leaf passing its estimate to its predecessor;
each of these nodes then take weighted averages of all of its inputs. This second recursion
continues until reaching the root; the single estimate at the root then becomes the input for
the next iteration. To formalize this, we first introduce some notation.

1.1. Notation

A tree is a connected graph with no cycles. We denote arbitrary nodes (vertices) of
a tree by v, u. Let V denote the collection of all nodes in the tree. Our tree will be rooted;
the root of the tree is denoted by r. Following the notation from MATLAB, when v is on
the path from r to u, we will say that v is a predecessor of u and write u < v. Conversely, u
is a successor of v. By immediate successor of v we mean a successor u such that there is an
edge between v and u (this is referred to as a child in graph theory parlance [6]); similarly,
v is an immediate predecessor (i.e., parent) if v is a predecessor of u. We denote the set of all
immediate successors of node v by C(v); we will also use P(u) to denote the parent (i.e.,
immediate predecessor) of node u. A node without a successor is called a leaf; leaves of the
tree are denoted by /. We will denote the set of all leaves by L. Often we will have need to
enumerate the leaves as /1, ..., /s, hence t denotes the number of leaves.

A weight w is a nonnegative function on the edges of the tree; we denote this by w(u, v),
where u and v are nodes that have an edge between them. We assume w(u,v) = w(v,u),
though we will typically write w(u, v) when u < v. When u < v, but u is not a immediate
successor, we write

J-1
w(u,0) := [ Tw(ujir,u)) 2)
j=1
where v = uq,...,u; = u is a path from v to u.

We let IT denote the affine orthogonal projection onto the solution space of the matrix
equation AX = b. For a positive semidefinite matrix C, Aux(C) denotes the largest
eigenvalue, and A}}>. (C) denotes the smallest nonzero eigenvalue.
1.2. The Distributed Kaczmarz Algorithm

The iteration begins with an estimate, say ¥(") at the root of the tree (we denote this by
J_C',(,n)). Each node u receives from its immediate predecessor v an input estimate J"c'z(,n) and
generates a new estimate via the Kaczmarz update:

("))

() _ o) Tu(X,
+Waul 3)

where the residual is given by
ru(@) = by — @z @)

Node u then passes this estimate to all of its immediate successors, and the process is

repeated recursively. We refer to this as the dispersion stage. Once this process has finished,

each leaf / of the tree now possesses an estimate: fgn).

The next stage, which we refer to as the pooling stage, proceeds as follows. For each

o) 2(n)

leaf, setj, ' = X’g” . Each node v calculates an updated estimate as:

i = Y w0, 5)
ueC(v)

subject to the constraints that w(u,v) > 0 whenu € C(v) (the set of all immediate successors
of v) and Y,,cc () w(u, v) = 1. This process continues until reaching the root of the tree,
()

resulting in the estimate i,
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We set x("+1) = 1]'5"), and repeat the iteration. The updates in the dispersion stage
(Equation (3)) and pooling stage (Equation (5)) are illustrated in Figure 1.

) o

Yo
fﬁn) ]?»Sn)
3 @
(a) (b)

Figure 1. Illustration of updates in the distributed Kaczmarz algorithm with measurements indexed
by nodes of the tree. (a) Updates disperse through nodes, (b) updates pool and pass to next iteration.

1.3. Related Work

Recent variations on the Kaczmarz method allowed for relaxation parameters [2], re-
ordering equations to speed up convergence [7], or considering block versions of the Kacz-
marz method with relaxation matrices (); [3]. Relatively recently, choosing the next equa-
tion randomly has been shown to improve the rate of convergence of the algorithm [8-10].
Moreover, this randomized version of the Kaczmarz algorithm has been shown to be
comparable to the gradient descent method [11]. The randomized version we present
in the present article is similar to the Cimmino method [12], which was extended in [13]
and is most similar to the greedy method given in [14]. Both of these methods involve
averaging estimates, in addition to applying the Kaczmarz update, as we do here. In
addition, a special case of our randomized variant is found in [15]. There, the authors
analyze a randomized block Kaczmarz algorithm with averaging, as we do; however, they
assume that the size of the block is the same for every iteration, which we do not, and they
also assume that the weights associated to the averaging and the probabilities for selecting
the blocks are proportional to the inverse of the norms of the row vectors of the coefficient
matrix, which we also do not do. See Remark 2 for further details.

The situation we consider in the present article can be considered a distributed estima-
tion problem. Such problems have a long history in applied mathematics, control theory,
and machine learning. At a high level, similar to our approach, they all involve averaging
local copies of the unknown parameter vector interleaved with update steps [16-25]. Re-
cently, a number of protocols for gossip methods, including a variation of the Kaczmarz
method, was analyzed in [26].

However, our version of the Kaczmarz method differs from previous work in a few
aspects: (i) we assume an a priori fixed tree topology (which is more restrictive than
typical gossip algorithms); (ii) there is no master node as in parallel algorithms, and no
shared memory architecture; (iii) as we will emphasize in Theorem 2, we make no strong
convexity assumptions (which is typically needed for distributed optimization algorithms,
but see [27,28] for a relaxation of this requirement); and (iv) we make no assumptions on
the matrix A, in particular we do not assume that it is nonnegative.

On the other end of the spectrum are algorithms that distribute a computational task
over many processors arranged in a fixed network. These algorithms are usually considered
in the context of parallel processing, where the nodes of the graph represent CPUs in a
highly parallelized computer. See [29] for an overview.

The algorithm we are considering does not really fit either of those categories. It
requires more structure than the gossip algorithms, but each node depends on results from
other nodes, more than the usual distributed algorithms.

This was pointed out in [29]. For iteratively solving a system of linear equations,
a Successive Over-Relaxation (SOR) variant of the Jacobi method is easy to parallelize;
standard SOR, which is a variation on Gauss-Seidel, is not. The authors also consider what
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they call the Reynolds method, which is similar to a Kaczmarz method with all equations
being updated simultaneously. Again, this method is easy to parallelize. A sequential
version called Reynolds Gauss-Seidel (RGS) can only be parallelized in certain settings,
such as the numerical solution of PDEs.

A distributed version of the Kaczmarz algorithm was introduced in [30]. The main
ideas presented there are very similar to ours: updated estimates are obtained from prior
estimates using the Kaczmarz update with the equations that are available at the node, and
distributed estimates are averaged together at a single node (which the authors refer to as a
fusion center; for us, it is the root of the tree). In [30], the convergence analysis is limited
to the case of consistent systems of equations, and inconsistent systems are handled by
Tikhonov regularization [31,32]. Another distributed version was proposed in [33], which
has a shared memory architecture. Finally, the Kaczmarz algorithm has been proposed
for online processing of data in [34,35]. In these studies, the processing is online and so is
neither distributed nor parallel.

The Kaczmarz algorithm, at its most basic, is an alternating projection method, con-
sisting of iterations of (affine) projections. Our distributed Kaczmarz algorithm (whether
randomized or not) consists of iterations of averages of these projections. When consistent,
the iterations converge to an element of the common fixed point set of these operators. This
is a special case of the common fixed point problem, and our algorithm is a special case of
the string-averaging methods for finding a common fixed point set. The string-averaging
method has been extensively studied, for example [36-39] in the cyclic control regime,
and [40,41] in the random (dynamic) control regime. An application of string averaging
methods to medical imaging is found in [42]. The recent study [43] provides an overview of
the method and extensive bibliography. While our situation is a special case of these meth-
ods, our analysis of the algorithm provides stronger conclusions, since our main results
(Theorems 2 and 3) provide explicit estimates on the convergence rates of our algorithm,
rather than the qualitative convergence results found in the literature on string-averaging
methods. In addition, Theorem 3 provides a convergence analysis even in the inconsistent
case, which is typically not available for string-averaging methods, as the standard con-
vergence analysis requires that the common fixed point set is nonempty (though ref. [44]
proves that for certain inconsistent cases, convergence is still guaranteed).

1.4. Main Contributions

Our main contributions in this study concern quantitative convergence results of the
distributed Kaczmarz algorithm for systems of linear equations that are distributed over
a tree. Just as in the case of cyclic control of the classical Kaczmarz algorithm, in our dis-
tributed setting, we are able to prove these quantitative results by introducing randomness
into the control law of the method. We prove that the random control as described in
Algorithm 1 converges at a rate that depends on the parameters of the probability distri-
bution as well as the spectral data of the coefficient matrix. This is in contrast to typical
distributed estimation algorithms for which convergence is guaranteed but the convergence
rate is unknown.

As aresult of this quantitative convergence analysis, we are able to utilize Algorithm 1
to handle the context of (unknown) corrupted equations. Again, this is in contrast to
distributed estimation methods or string-averaging methods, which are known to not
converge when the system of equations is inconsistent. We note that Algorithm 1 also will
not necessarily converge when the system is inconsistent. We suppose that the number
of corrupted equations is small in comparison to the total number of equations, and
the remaining equations are in fact consistent. If we have an estimate on the number
of corrupted equations, by utilizing Algorithms 2 and 3, with high probability we can
identify those equations and successfully remove them, thereby finding the solution to the
remaining equations. Likewise, in contrast to the string averaging methods, we are are able
to prove convergence rates when the solution set (i.e., the fixed point set in the literature
on string-averaging methods) is nonempty, as well as handle the case of when the fixed
point set is empty provided we have an estimate on the number of outliers (i.e., the number
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of equations that can be removed so that the solution set of the remaining equations is
nonempty). Our Algorithms 2 and 3 are nearly verbatim those found in [45], as are the
theorems (i.e., Theorems 4 and 5) supporting the efficacy of those algorithms. We prove
a necessary result (Lemma 1), with the remaining analysis as in [45], which also has an
extensive analysis of numerical experiments that we do not reproduce here.

Algorithm 1 Randomized Tree Kaczmarz (RTK) algorithm.

1: Input A, B, 0 D, K

2: fork < Kdo

3:  Drawsample Z ~ D
4: ifr € Z then

by — @z

_ = _ =(k—1) N

5: Xy =X + Hﬁer ay

6: else

7 X, = x(k=1)

8: end if

9: forg=1,...,Depthdo

10: for v with d(v,7) = g do

11: if v € Z then g

—arx

12: Xy = J?P(v) + v”ﬁisz)(v)ﬁv
[

13: else

14: fv = 3?7?('0)

15: end if

16: end for

17:  end for

18: forf e L do

19: gg =X

20: end for

21:  forg = Depth—1,...,0do

22: for u with d(u,r) = g do

23: T(u) ={velC(u):jo # xXu}

24: if T(u) # @ then

- 1 -

25 Yu = TT@)| YoeT(u) Yo

26: else

27 Yu = Xy

28: end if

29: end for

30: end for
32: end for

33: return ¥(K)

Algorithm 2 Multiple Round Randomized Tree Kaczmarz (MRRTK) algorithm.

1. Input A, b, ¥, D, K, W, d

25=0Q

3: fori < Wdo .

4 ¥K) = RTK(A,b,x,D,K)

5. D = argmaxpea),pj—a Ljep |[AFE) —b];
6

7

8

S=SuUD
: end for .
: return ¥, where AgcX = bgc
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Algorithm 3 Multiple Round Randomized Tree Kaczmarz (MRRTKUS) algorithm with
Unique Selection.

1: Input A, E, 5(’(0), D,K,W,d

2:5=0

3: fori < Wdo .

4 ¥KD) = RTK(A,b,®,D,K)

5: D = argmaxpeiaps,pj—d Ljep |AXE) —b);
6

7

8

S=SuUD
: end for .
: return ¥, where A¢cX = bgc

2. Randomization of the Distributed Kaczmarz Algorithm

The Distributed Kaczmarz Algorithm (DKA) described in Section 1.2 was introduced
in [5]. The main results there concern qualitative convergence guarantees of the DKA:
Theorems 2 and 4 prove that the DKA converges to the solution (solution of minimal norm)
when the system has a unique solution (is consistent, respectively). Theorem 14 proves that
when the system of equations is inconsistent, the relaxed version of the DKA converges
for every appropriate relaxation parameter, and the limits approximate a weighted least-
squares solution. No quantitative estimates of the convergence rate are given in [5], and in
fact it is observed in [46] that the convergence rate is dependent upon the topology of the
tree as well as the distribution of the equations across the nodes.

2.1. Randomized Variants

In this subsection, we consider randomized variants of the protocol introduced in
Section 1.2 (see Algorithm 1). This will allow us to provide quantitative estimates on the
rate of convergence in terms of the spectral data of A. We will be using the analysis of the
randomized Kaczmarz algorithm as presented in [8] and the analysis of the randomized
block Kaczmarz algorithm as presented in [14].

We will have two randomized variants, but both can be thought of in a similar manner.
During the dispersion stage of the iteration, one or more of the nodes will be active, meaning
that the estimate they receive will be updated according to Equation (3) then passed on
to its successor nodes (or held if the node is a leaf). The remaining nodes will be passive,
meaning that the estimate they receive will be passed on to successive nodes without
updating. In the first variant, exactly one node will be chosen randomly to be active for the
current iteration, and the remaining nodes will be passive. In the second variant, several
of the nodes will be chosen randomly to be active subject to the constraint that no two
active nodes are in a predecessor-successor relationship. The pooling stage proceeds with
the following variation. When a node receives estimates from its successors, it averages
only those estimates that differ from its estimate during the dispersion stage. If a node
receives estimates from all of its successors that are the same as its own estimate during the
dispersion stage, it passes this estimate to its predecessor.

For these random choices, we will require that the root node know the full topology of
the network. For each iteration, the root node will select the active nodes for that iteration
according to some probability distribution; the nodes that are selected for activation will be
notified by the root node during the iteration.

In both of our random variants, we make the assumption that the system of equations
is consistent. This assumption is required for the results that we use from [8,14]. As
such, no relaxation parameter is needed in our randomized variants, though in Section 2.3
we observe that convergence can be accelerated by over-relaxation. See [9,47] for results
concerning the randomized Kaczmarz algorithm in the context of inconsistent systems
of equations.

See Algorithm 1 for pseudocode description of the randomized variants; we refer to
this algorithm as the Randomized Tree Kaczmarz (RTK) algorithm.
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2.1.1. Single Active Nodes

Let Y denote a random variable whose values are in V. In our first randomized variant,
the root node selects v € V according to the probability distribution

_ @l

P(Y =v) = ;
1A%

denote this distribution by Dy. Note that this requires the root node to have access to the
norms {||@|| }yev. During the dispersion stage of iteration n, the node that is selected,
denoted by Yy, is notified by the root node as estimate ¥") traverses the tree.

Proposition 1. Suppose that the sequence of approximations X\") are obtained by Algorithm 1
with distribution Dy. Then, the approximations have the form

2% 2(n—1
by, — aYnx( )

[, |2

-

) = g=1) dy,.

Proof. At the end of the dispersion stage of the iteration, we have that the leaves ¢ < Y,
possess an estimate that has been updated; all other leaves have estimates that are not

_ _ by —at x(n=1)
updated. Thus, we have fén N _ X’g/n U= gn-1) 4 o HﬁYnHz dy, for those £ <Yy,
n Y,
and 56;"_1) = x(1=1) otherwise.

Then, during the pooling stage, the only nodes that receive an estimate that is different
from their estimate during the dispersion stage are u > Y}, and those estimates are all
>(n—1) (n—1)
X

Y,

. Thus, for all such nodes, i, = J_C'Y'f

. . Every other node has i/, = ¥"~1). Since the
root 7 = Y};, we obtain that

_ 7 y(n-1)
£0) = 1) = o) gy P BT

O

Corollary 1. Suppose the sequence of approximations ¥") are obtained by Algorithm 1 with
distribution Dy. Then, the following linear convergence rate in expectation holds:

nz T n
|| — 10|12 < <1 - W) 17O — 117 |12 ©)
F

Proof. When the blocks are singletons, by Proposition 1, the update is identical to the
Randomized Kaczmarz algorithm of [8]. The estimate in Equation (6) is given in [14]. O

2.1.2. Multiple Active Nodes

We now consider blocks of nodes, meaning multiple nodes, that are active during each
iteration. For our analysis, we require that the nodes that are active during any iteration
are independent of each other in terms of the topology of the tree. Let P(V) denote the
power set of the set of nodes V. Let Z be a random variable whose values are in P(V') with
probability distribution D.

Definition 1. For I € P(V), we say that I satisfies the incomparable condition whenever
the following holds: for every distinct pair u,v € I, neither v < u nor u < v. We say that the
probability distribution D satisfies the incomparable condition whenever the following implication
holds: if I € P(V) is such that P(Z = 1) > 0, then I satisfies the incomparable condition.
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Following [14], we define the expectation for each node v € V:
po=P(v e Z).
We then define the matrix
W=) pop ?)
oV Havll
For I € P(V) and u € V, we define
T(u,I) ={we C(u)|Fv e Ist.v=<w}
We then define for v € I
=11 |T(u,I)| I ®

u>v

These quantities reflect how estimates travel from the leaves of the tree back to the root.
As multiple estimates are averaged at a node in the tree, the node needs to know how many
of its descendants have estimates that have been updated, which (essentially) corresponds
to how many descendants have been chosen to be active during that iteration. (Note that
it is possible that a node could be active, but its estimate is NOT updated because it may
be the case that the estimate that is passed to it is already a solution it its equation, but to
simplify the analysis, we suppose that this does not occur). The weights (v, I) are the
final weights used in the update when the estimates ultimately return to the root. Note that
these quantities depend on the choice of I € P(V) as well as the topology of the tree itself.

Proposition 2. Suppose that the sequence of approximations X\") are generated by Algorithm 1,
where the probability distribution D satisfies the incomparable condition. Let Z,, be the n-th sample
of the random variable Z. Then, the approximations have the form

by — @21
#0 =200 £ Y (0, 2,) i ©)
5 ]
Proof. For any node w such that there isno v € Z,, with w < v, then xz(;l Y= fgn_l) =

x("=1), However, if there is a v € Z, with w < v, then by the incomparable condition,

b, —ﬁ*f(n 1)_’

(n=1) _ >(n-1) 2(n—1) + 7
.

Xy =Xy =X (10)

We have in the pooling stage, if v € Z, then i, = ¥,. Moreover, for u = P(v),

(n—1) _ 1 (n—1) _ 1 (n—1) _ 1 S(n—1)
W Tz 2 W T mwzy 2 T Tw ) i

veitiz) %

where the second equation follows from the incomparable condition. It now follows by

induction that
—(n— (n 1)
Yr Z (H |T u, Zn ) ’

WEZy \W=u

We now obtain Equation (9) from Equation (8). O

For I € P(V) that satisfies the incomparable condition, we define

= L 1

vel
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where (v, I) are as in Equation (8).

Let D be a probability distribution on P(V) that satisfies the incomparable condition,
and let Z be a P(V)-valued random variable with distribution D. For each I € P(V) such
that P(Z = 1) > 0, let

Ymin(I) = min{y(v, )| € I}, Ymax(I) = max{y(v,I)|v € I};
where (v, I) are as in Equation (8). Then, let
I'(A, D) = min{2pin(I) = Ymax (1) Amax (B1)|[P(Z = I) > 0} (12)
For notational brevity, we define the quantity

%(A,D) :=1-T(A, D)\ (W). (13)

min

We note that a priori there is no reason that X(A, D) < 1. However, we will see in
Section 2.2 examples for which X is less than 1 as well as conditions which guarantee
this inequality.

We will use Theorem 4.1 in [14]. We alter the statement somewhat and include the
proof for completeness.

Theorem 1. Let Zy be a sample of the random variable Z with distribution D. Let 11 be the
projection onto the space of solutions to the system of equations, and let ¥°) be an initial estimate of
a solution that is in the range of AT. Let

) —**—’(O)
W0 =204 F 2oz )

UEZl

Then, the following estimate holds in expectation:
E||z) —11zV|]2 < £(4,D)||7® — 1102, (14)
Proof. As derived in Theorem 4.1 in [14], we have
|70 -T2 < (30 - 11z(0) ' (1-2Bz, +B,) (#0 - 11z®). (15)
We make the following estimates:

dyi,,
B = Ymin Zl (2 ||3 ”2>/
ay

vEZy

and

Bél = Amux(le)le

= )\max(le)'Ymux(Zl)< Z ”_zf |T2> .

veEZy

We thus obtain the estimate

Gl ofly
I—2Bz, +B% =1 —2Yuin(Z1) ( Y = ) + Ymax(Z1)Amax (Bz, ) ( )y ||§ |Uz>
Z (%

dyity,



Axioms 2022, 11, 106

10 of 22

from which Equation (15) becomes

120 — riEO |2 < (f(O) B Hf(o))*< ( y éﬁ >> (55‘(0) _Hf(o)). (16)

vEZy

Taking the expectation of the left side, we obtain
*
E|xV - mzW|2 < (5(’(0) - Ha?((’)) (I—T(A, D)W) (55(0) - HJ?(O)) (17)
<2(A, D) — 112 (18)
The last inequality follows from the Courant-Fischer inequality applied to the matrix

DY/2 A: for the matrix W = ATDA, with D = diag( H_r,)UHz,v S V), we obtain

(z<0> - nz<0>)*w(z< ) —11z© ) = ||D1/2A( 70 nf<0>) 12> A (W) || — 1@ |2
O

Theorem 2. Suppose the sequence of approximations ¥") are obtained by Algorithm 1 with the

distribution D satisfying the incomparable condition and initialized with ¥©) € R(AT). Then, the

following linear convergence rate in expectation holds:

E[#") —11#"|* < (2(4, D))" — 17|12 (19)

Proof. We take the expected value of || ¥(") — TTx(") ||? conditioned on the history Zy, . .., Z,_1.
By Theorem 1, we have the estimate

IE{ 170 — E™ |22 Zy, .. .,zn_l} < ]E{ 170 —rrY)2: 7z, Zn_l}
< E{Z(A,D)Hf(”*l TRV |2: zy, ..,z,H}
<3(A, D)"Y — Y12,
We now take the expectation over the entire history to obtain
EJl#7) — T12|2 < £(A, D)E[) — 20— |12
The result now follows by iterating. O

Remark 1. We note here that Theorem 2 recovers Corollary 1 as follows: if D selects only singletons

212
from P(V), and selects singleton {v} with probability ||||AU|H2 , then we have
F
Ymin({0}) = Ymax({v}) = Amax(B{v}) =T(AD)=1
T Atz (AT A
and W = Lf; Thus, %(A,D) =1— Mz)
1Al 1Al

Remark 2. A similar result to Theorem 2 is obtained in [15]. There, the authors make additional
assumptions that we do not. First, in [15], each block that is selected always contains the same
number of rows; our analysis works when the blocks have different sizes, which is necessary as we
will consider in several of our sampling schemes different block sizes. Second, in [15], their analysis
requires the assumption that the expectation p, and the weights (v, Z) satisfy the following
constraint: there exists a a > 0 such that for every v, p,y(v, Z)||d@|| =2 = a. We do not make this
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assumption, and in fact this need not hold, since the weights (v, Z) are determined both by Z and
the tree structure. Thus, we do not have control over this quantity.

2.2. Sampling Schemes

We propose here several possible sampling schemes for Algorithm 1 and illustrate their
asymptotics in the special case of a binary tree. Recall that m is the number of equations
(and hence the number of nodes in the tree), and ¢ is the number of leaves (nodes with no
successors) in the tree. To simplify our analysis, we assume that each ||d,|| = 1. We note
that for any set I € P(V), we have the estimate

)\max(BI) S 1 (20)

since Y ,c;v(v,I) = 1. In addition, if we assume that the distribution D satisfies the
condition that theset Z = {I € P(V) : P(Z = I) > 0} is a partition of V, then

min(W) <1 (21)
since we have that ) ,cy p» = 1. As a consequence of these estimates, we obtain the
following guarantee that £(A, D) < 1.

Proposition 3. Suppose D satisfies the incomparable condition and that Equation (21) is satisfied.
In addition, suppose that for every I € I has the property that 27, (I) — Ymax(I) > 0. Then,
X(AD) <1

Generations. We block the nodes by their distance from the root: Gy = {v : d(r,v) = k}.
If the depth of the tree is K, then we draw from {Gy, ..., Gk_1} uniformly. Here, the

1 1
probabilities p, = g sowe have W = KATA since we are also assuming that ||, || = 1.
1
Thus, the spectral data A)'> (W) reduces to R)\me (AT A). Thus, our convergence rate is
Az (AT A)

(A, D) =1-T(A,D)-mn <

For arbitrary trees, the quantities v, (Gx) and Ymax(Gy) depend on the topology, but
for p-regular trees (meaning all nodes that are not leaves have p successors), we have

Vmin(Gr) = Ymax(Gr) = plk
Thus, from Equation (20) we obtain the estimate
T(A,D)>
and our convergence rate is bounded by
1-T(A DA, (W) <1-— W

For our regular p-tree, K = O(logm) and pX~! = O(m), so asymptotically the conver-
gence rate is at worst 1 — O((mlogm)~1)A"2 (ATA).

min
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Families. Here, blocks consist of all immediate successors (children) of a common node,
i.e., C(u) for u not a leaf. The singleton {r} also is a block. We select each block uniformly,

1
SO py = st In this case, for each family (block) F,

')’min(F) = ')’max(F) = |1|

Thus, we obtain the estimate

(A, D) >

Q-
<

where ¢ denotes the largest family. We obtain a convergence rate of

Miin(ATA)
%(A,D)=1- -

In the case of a binary tree, c = 2, and m — t = O(m), so asymptotically the conver-
gence rate is at worst 1 — O(m~1)A"2 (AT A).
2.3. Accelerating the Convergence via Over-Relaxation

We can accelerate the convergence, i.e., lower the convergence factor, by consider-
ing larger stepsizes. In the classical cyclic Kaczmarz algorithm, a relaxation parameter
w € (0,2) is allowed, and the update is given by

by —aix(n=1

) = gn-1) O =@ X
172

X\ o= +w

Experimentally, convergence is faster with w > 1 [4,14,46]. We consider here such a
relaxation parameter in Algorithm 1. This alters the analysis of Theorem 1 only slightly.
Indeed, the update in Proposition 2 becomes:

by — a:x(n=1)

¥ = x(n=1) 4 Z v(v,Zy) EAE

vEZy

. (22)

Thus, Equation (15) in the proof of Theorem 1 becomes:
17V — IEW|2 < (9?(0) - HJ?(O)) (1 — w2By, + wZBgl) (9?(0) - m'(O)). (23)
The remainder of the calculation follows through, with the final estimate

E|#D — 11z |2 < (1 - T (4, DAL, (W) [|#O) — 11212, (24)

min

where
Tw(A,D) = min{2a)7min(1) — & ymax(DAmax(B1)|P(Z = 1) > o}.

If we assume that

Aok := max{Amax (B)|P(Z = T) > 0} < 1,

max

then we can maximize a lower bound on I'y,(A, D) as a function of w. Indeed, if we assume
that for each I, yyin (I) = Ymax(I) =: 1y, then the maximum occurs at

1

= Sblock’
Ablod

wo
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and we then obtain the estimate

Top(A,D) > — (25)

This suggests that the rate of convergence can be accelerated by choosing the stepsize
wy, since the estimate from Equation (25) is better than the estimate
I(A,D) > 2(1 - Ap).

Our numerical experiments presented in Section 4 empirically support acceleration
through over-relaxation and in fact suggest further improvement than what we prove here.

3. The RTK in the Presence of Noise

We now consider the performance of the Randomized Tree Kaczmarz algorithm in the
presence of noise. That is to say, we consider the system of equations AX = b + & where &
represents noise within the observed measurements. We assume that the noiseless matrix
equation AX = bis consistent, and its solution is the solution we want to estimate. We
suppose that the equations @;¥ = by, + €, are distributed across a network that is a tree, as
before. We will consider two aspects of the noisy case: first, we establish the convergence
rate of the RTK in the presence of noise and estimate the errors in the approximations due
to the noise; second, we will consider methods for mitigating the noise, meaning that if the
noise vector € satisfies a certain sparsity constraint, then we can estimate which nodes are
corrupted by noise (i.e., anomalous) and ignore them in the RTK.

3.1. Convergence Rate in the Presence of Noise

We now consider the convergence rate of Algorithm 1 in the presence of noise. The
randomized Kaczmarz method in the presence of noise was investigated in [47]. The main
result of that study is that when the measurement vector bis corrupted by noise (likely
causing the system to be inconsistent), the randomized Kacmarz algorithm displays the
same convergence rate as the randomized Kaczmarz algorithm does in the consistent case
up to an error term that is proportional to the variance of the noise, and the constant of
proportionality is given by spectral data of the coefficient matrix.

To formalize, we consider the case that the system of equations AX = b is consistent
but that the measurement vector b is corrupted by noise, yielding the observed system of
equations AX¥ = b + €. The update in Algorithm 1 then becomes:

by + €, — aix(n=1

() — z(n=1) Y (v, 1) o i,
vel [l ||
=(n—1) by — ﬁ;f(nil) - € o
=7 +27(v,1)ﬁav+27(v,1) =1y,
= (| || =y (| ||
We denote the error in the update by
&=Y 701 fv 5 y.
by [l ||
Note that ol ol
€ €
1€ < Y0, )= < max{ _ } (26)
Z; (| @o]| oeV | |||

For d x d matrices Ay, ..., An, we denote the product ANAn_1--- A1 = Hff:l Ay, S0
that the product notation is indexed from right to left. For a product where the beginning
index is greater than the ending index, e.g., H’:z:k 11 An, we define the product to be the
identity I. As before, Z is a P(V) valued random variable with distribution D, and By is as
given in Equation (11).
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Theorem 3. Suppose the system of equations AX = b is consistent, and let T denote the projection
onto the solution space. Let ¥") be the n-th iterate of Algorithm 1 run with the noisy measurements
AR = b + & distribution D, and initialization ¥©) € R(AT). Then, the following estimate holds
in expectation:

-1
E[|z" — 11| < (A, D)2 — 112 || + [1 - E(A,D)l/z} mavx{ 7 ”'H } (27)
[US

where X.(A, D) is as given in Equation (13).
Proof. Let #° be any solution to the system of equations A¥ = b. We have by induction that

fs - f(ﬂ) = (I - BZH)(ES - )‘C’(Vl—l)) + gzn
= (I—Bz,)(I— Bz, ,)(# — ")+ (I - Bz,) (&7, ,) + &z,

n

= 1(1 = Bz)(° — 2%) +Z ]‘[ (I—Bz)E

j=1 j=lk=j+1

Note that the first term is precisely the estimates obtained from Algorithm 1 with
€ = 0, so we can utilize Theorem 2 to obtain the following estimate

n

E|z° -z | <E H(I—BZ)(x ~ X0 +E|Y. TT (I-Bz)é&z
j=1 j=lk=j+1
< (2(A,D))"?|7° - ||+]EZ 1’[ (I = Bz,)Ez|-
k=j+1

Thus, we need to estimate the terms in the sum.
As in the proof of Theorem 2, we can estimate the expectation conditioned on Z1, . . .,
anl as

E {
Iterating this estimate 1 — j times using the tower property of conditional expectation yields
]E: {

We have by Equation (26) that

E|ley | < max{ el 1
I veV | [|d]|

Thus, taking the full expectation over the entire history yields

n

[1 (I-Bz)éz

k=j+1

I (I = Bz)&z)|-

k=j+1

:zl,...,zn_l} < (2(4,D))"?

n

[I (I-Bz)éz

k=j+1

:zl,...,zj} < (z(A,D))(”*””HEZjH.

n

I1 (I-Bz)éz

k=j+1

E

< (Z(A,D))("_j)/zmax{EZA}. (28)

veV | ||do]]
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We thus obtain

n
E)
j=1

n

<

-

(I =Bz, )&z

(Z(A,D))")/2 max{
k=1 1 veV

]

<] O(Z(A,D))j/zglea&({ €ol }

3

-
Il

from which the estimate in Equation (27) now follows. O

Remark 3. We note here that Theorem 3 recovers a similar, but coarser, estimate as the one obtained
in Theorem 2.1 in [47]. Indeed, as in Remark 1, suppose that the distribution D only selects

2
singletons from P(V), and each singleton {v} is selected with probability ||||il:|||2 . Then, we have
F
Az (ATA
X(AD)=1—- ml|7|lf(\||2), and so Theorem 3 becomes
F
-1
E||3‘C‘(H) _ Hf(”) || < Z(A,D)"/2||f(o) _ Hf(O)H + {1 _ Z(A,'D)l/z] max{ |iv| }
veV H(Z-UH
-1
1\"/? 1 leo|
=(1-= 70 _ 1% 1—4/1-= vl |
(1=x) 10 -+ R) U
Here, R = & in the notation of Theorem 2.1 in [47]. The estimate is similar for
Aiin(ATA)

R ~ 1, but for R >> 1, our estimate is worse. This is because the proof of Theorem 2.1 [47] utilizes
orthogonality at a crucial step, which is not valid for our situation—the error £; is not orthogonal
to the solution space for the affected equations.

3.2. Anomaly Detection in Distributed Systems of Noisy Equations

We again consider the case of noisy measurements, again denoted by AX = b+,
where now the error vector € is assumed to be sparse, and the nonzero entries are large.
This situation is considered in [45]. In that study, the authors propose multiple methods of
using the Randomized Kaczmarz algorithm to estimate which equations are corrupted by
the noise, i.e., which equations correspond to the nonzero entries of €. Once those equations
are detected, they are removed from the system. The assumption is that the subsystem
of uncorrupted equations is consistent; thus, once the corrupted equations are removed,
the Randomized Kaczmarz algorithm can be used to estimate a solution. Moreover, the
Randomized Kaczmarz algorithm can be used on the full (corrupted) system of equations
to obtain an estimate of the solution with positive probability. We demonstrate here that the
methods proposed in [45] can be utilized in our context of distributed systems of equations
to identify corrupted equations and estimate a solution to the uncorrupted equations.

Indeed, we utilize without any alteration the methods of [45] to detect corrupted equa-
tions; we provide the Algorithms 2 and 3 for completeness. To prove that the algorithms are
effective in our distributed context, we follow the proofs in [45] with virtually no change.
Once we establish an initial lemma, the proofs of the main results (Theorems 4 and 5) are
identical. The lemma we require is an adaptation of Lemma 2 in [45] to our Distributed
Randomized Kaczmarz algorithm. Our proof proceeds similarly to that in [45]; we include
it here for completeness.

We establish some notation first. For an arbitrary U C V, we use Ay, to denote
the submatrix of A obtained by removing the rows indexed by U. Similarly, for the
vector b, Ev\u consists of the components whose indices are in V' \ U. For the probability

distribution D and U C V, we denote by D the conditional probability distribution on
P(V \ U) conditionedon INU =@ for I C V\ U.
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For the remainder of this subsection, let U C V denote the support of the noise €, with
|U| = s; lete* = min{|[€j| : j € U}. We assume that Ay, ;X = by ;; has a unique solution;
let X° be that solution to this restricted system. Let

2(D,Uu)= Y Pp(I). (29)
INU=o

Recall that k is the number of variables in the system of equations.

5(€*)2>

10( —

\4[F ) 0)
IOgZ(Av\u,D)

Lemma 1. Let 0 < 6 < 1. Define

n* =max| 0,

Then, in round i of Algorithm 2 or Algorithm 3, the iterate ¥ ) produced by n* iterations of
the RTK satisfies

Pl|x™ ) — #|| < 82} > (1-6)(2(D,U))". 31)

Proof. Let E be the event that the blocks Zy, ..., Z,;+ chosen according to distribution D are
all uncorrupted, i.e., Zj NU=@forj=1,2,...,n* This is equivalent to applying the RTK
algorithm to the system Ay ;¥ = Ev\u with distribution D. Thus, by Theorem 2, we have
the conditional expectation:

E[)#") - 5|2|E] <E L1207 — 2|2 E]

< (A, D) F 2

Ap\ubyg

From Equation (30), we obtain

o 5(e*)?
2(n*i) _ 252 <
AIE: F|21E) < =
Thus,
» w27 B[ — 75|2|E
P|:||J?(” ,1)_5C»SH22 (S) :| < |: :| <
4 (8*)2
4
Hence,

and

O

The following are Theorems 2 and 3 in [45], respectively, restated to our situation; the
proofs are identical using our Lemma 1 and are omitted.

Theorem 4. Let0 < d < 1. Fixd >s, W< VV'I{J , and let n* be as in Equation (30). Then,

d
the MRRTK Algorithm (Algorithm 2) applied to A, b+ Ewill detect the corrupted equations with

probability at least
AW
1- [1 —(1-6)(2(D,u))" ]
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Theorem 5. Let0 < d < 1. Fixd>1, W < {wd_ kJ , and let n* be as in Equation (30). Then,

the MRRTKUS Algorithm (Algorithm 3) applied to A, b + & will detect the corrupted equations
and the remaining equations will have solution X° with probability at least

1- (S/dil(w) pl(1—p)"

=0 \J
where p = (1—6)(2(D,U))" .

See [45] for an extensive analysis of numerical experiments of these algorithms, which
we do not reproduce here.

4. Numerical Experiments
4.1. The Test Equations

We randomly generated several types of test equations, full and sparse, of various
sizes. The results for different types of matrices were very similar, so we just present some
results for full matrices with entries generated from a standard normal distribution.

We generated the matrices once, made sure they had full rank, and stored them. Thus,
all algorithms are working on the same matrices. However, the sequence of equations used
in the random algorithms is generated at runtime.

There are two types of problems we considered. In the underdetermined case, illustrated
here with a 255 x 1023 matrix, all algorithms converge to the solution of minimal norm. In
the consistent overdetermined case, illustrated here with a 1023 x 255 matrix, all algorithms
converge to the standard solution. The matrix dimensions are of the form 27 — 1, for easier
experimentation with binary trees.

In the inconsistent overdetermined case, deterministic Kaczmarz algorithms will
converge to a weighted least-squares solution, depending on the type of algorithm and
on the relaxation parameter w. However, random Kaczmarz algorithms do not converge
in this case but do accumulate around a weighted least-squares solution, e.g., Theorem 1
in [15], and Theorem 3.

4.2. The Algorithms

We included several types of deterministic Kaczmarz algorithms in the numerical
experiments:

¢  Standard Kaczmarz.

¢ Sequential block Kaczmarz, with several different numbers of blocks. The equations
are divided into a small number of blocks, and the updates are performed as an
orthogonal projection onto the solution space of each block, rather than each individ-
ual equation.

e  Distributed Kaczmarz based on a binary tree as in [5].

*  Distributed block Kaczmarz. This is distributed Kaczmarz based on a tree of depth 2
with a small number of leaves, where each leaf contains a block of equations.

In sequential block Kaczmarz we work on each block in sequence. In distributed block
Kaczmarz we work on each block in parallel and average the results.

The block Kaczmarz case, whether sequential or distributed, is not actually covered by
our theory. However, we believe that our results could be extended to this case fairly easily,
as long as the equations in each block are underdetermined and have full rank, following
the approach in [4].

These deterministic algorithms are compared to corresponding types of random
Kaczmarz algorithms:

* Random standard Kaczmarz; one equation at a time is randomly chosen.
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* Random block Kaczmarz; one block at a time is randomly chosen. There is no differ-
ence between sequential and parallel random block Kaczmarz.

* Random distributed Kaczmarz based on a binary tree, for several kinds of ran-
dom choices:

- Generations, that is, we use all nodes at a randomly chosen distance from the root.

- Families, that is, using the children of a randomly chosen node; for a binary tree,
these are pairs.

—  Subtrees, that is, using the subtree rooted at a randomly chosen node. This is not
an incomparable choice, so it is not covered by our theory.

For a matrix of size m x k, in the deterministic cases one iteration consists of applying
m updates, using each equation once. A block of size n x k counts as n updates. In the
random cases, different random choices may involve different numbers of equations; we
apply updates until the number of equations used reaches or slightly exceeds m.

After each iteration, we compute the 2-norm of the error. The convergence factor at each
step is the factor by which the error has gone down at the last step. These factors often vary
considerably in the first few steps and then settle down. The empirical convergence factors
given in the tables below are calculated as the geometric average of the convergence factors
over the second half of the iterations.

4.3. Numerical Results

The empirical convergence factors shown in Tables 1 and 2 are based on 10 iterations.
Each convergence factor is computed as the fifth root of the ratio of errors between iterations
5 and 10. For the random algorithms, each experiment (of 10 iterations) was run 20 times
and the resulting convergence factors averaged.

Table 1. Convergence factors for various algorithms, for a random underdetermined equation of size
255 x 1023. Numbers in parentheses represent the estimates from Equation (13).

Relaxation Parameter w

0.5 1 1.5 2 2.5 3 3.5
deterministic
standard 0.8138  0.5428  0.5579
sequential blocks
4 blocks 0.7963  0.4926  0.5227
16 blocks 0.8101  0.5362  0.5531
64 blocks 0.8135  0.5448  0.5628
parallel blocks
4 blocks 0.9346  0.8947  0.8604 0.8276 0.7948 0.7616 0.7273
16 blocks 0.9800  0.9636 09499 09379 0.9271 09173 0.9080
64 blocks 0.9947 09897 09849 09804 0.9761 0.9720 0.9681
255 blocks 0.9986  0.9973 09960 0.9947 0.9934 0.9922 0.9909
binary tree 0.9941  0.9903 09870  0.9841
random
standard 0.8440  0.7472  0.7039
blocks
4 blocks 0.8013  0.6736  0.6724
16 blocks 0.8146  0.7162  0.7001
64 blocks 0.8252  0.7393  0.7136
binary tree
family 0.9055  0.8510  0.8133 0.7742 0.7692 0.7528 0.8178
(0.9099) (0.8817)  (0.9099)
generation 0.9940  0.9903 09874  0.9849

(0.9985)  (0.9980)  (0.9985)
subtree 09352 09017 08617 0.8735 0.9078
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For binary trees, with a random choice of generations or families, we also calculated
the estimated convergence factors described in Equation (13). These estimates are for one
random step. For a binary tree of K levels, it takes on average K choices of generation
to use the entire tree once. For families, it is 2X~! choices of families (pairs, in this case).
To estimate the convergence factor for one iteration, we took a corresponding power of
the estimates.

Table 1 shows the convergence factors for the underdetermined case. An empty entry
means that the algorithm did not converge for this value of w.

Here are some observations about Table 1:

*  Sequential block Kaczmarz and random block Kaczmarz for 255 blocks are identical
to their standard Kaczmarz counterparts and are not shown.

*  Sequential methods, including standard Kacmarz and sequential block Kaczmarz,
converge faster than parallel methods, such as binary trees or distributed block Kacz-
marz. This is not surprising: in sequential methods, each step uses the results of the
preceding step; in parallel methods, each step uses older data.

¢  The same reasoning explains why the Family selection is faster than Generations.
Consider level 3, as an example. With Generations, we do 8 equations in parallel. With
Families, we do four sets of 2 equations each, but each pair uses the result from the
previous step.

*  The block algorithm for a single block with w = 1 converges in a single step, so the
convergence factor is 0. At the other end of the spectrum, with 255 blocks of one
equation each, the block algorithm becomes standard Kaczmarz. As the number of
blocks increases, the convergence factor is observed to increase and approach the
standard Kaczmarz value.

e  Standard Kaczmarz, deterministic or random, converges precisely for w € (0,2). By
the results in [4], this is also true for sequential block Kaczmarz.

Distributed Kaczmarz methods are guaranteed to converge for the same range of w,
but in practice they often converge for larger w as well, sometimes up to w near 4.
Random distributed methods appear to have similar behavior.

*  The observed convergence factors for random algorithms are comparable to those
for their deterministic counterparts but slightly worse. We attribute this to the fact
that in the underdetermined case, all equations are important; random algorithms
on an m X k matrix do not usually include all equations in a set of m updates, while
deterministic algorithms do.

As pointed out in [8], there are types of equations where random algorithms are signif-
icantly faster than deterministic algorithms, but our sample equations are obviously
not in that category.

Table 2 shows the convergence factors for the consistent overdetermined case.

Table 2. Convergence factors for various algorithms, for a random overdetermined consistent
equation of size 1023 x 255. Numbers in parentheses represent the estimates from Equation (13).

Relaxation Parameter w

0.5 1 1.5 2 2.5 3 3.5
deterministic
standard 0.4923 0.2564 0.2424
sequential blocks
4 blocks 0.0625 0.0000 0.0625
16 blocks 0.4311 0.1863 0.1894

64 blocks 0.4759 0.2131 0.2263
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64 blocks 0.9707 0.9483 09313 09178 0.9063 0.8958  0.8857
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