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Abstract
A great number of theoretical results are known about log Gromov–Witten invariants
(Abramovich and Chen in Asian J Math 18:465–488, 2014; Chen in Ann Math (2)
180:455–521, 2014; Gross and Siebert J Am Math Soc 26: 451–510, 2013), but few
calculations are worked out. In this paper we restrict to surfaces and to genus 0 stable
log maps of maximal tangency. We ask how various natural components of the moduli
space contribute to the logGromov–Witten invariants. The first such calculation (Gross
et al. in Duke Math J 153:297–362, 2010, Proposition 6.1) by Gross–Pandharipande–
Siebert deals with multiple covers over rigid curves in the log Calabi–Yau setting.
As a natural continuation, in this paper we compute the contributions of non-rigid
irreducible curves in the log Calabi–Yau setting and that of the union of two rigid
curves in general position. For the former, we construct and study a moduli space
of “logarithmic” 1-dimensional sheaves and compare the resulting multiplicity with
tropicalmultiplicity. For the latter, we explicitly describe the components of themoduli
space and work out the logarithmic deformation theory in full, which we then compare
with the deformation theory of the analogous relative stable maps.
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1 Introduction

Let X be a smooth surface, let D be an effective divisor on X and denote by Dsm the
smooth part of D. An A

1-curve on (X , D) is a proper irreducible curve C on X such
that the normalization of C \ D is isomorphic to A

1. We calculate the contributions
of the following curves to the genus 0 log Gromov–Witten invariants of maximal
tangency:

(A) Corollary 1.12: Under the assumption that X is a projective rational surface,
KX + D ∼ 0 and P ∈ Dsm, an A

1-curve C which is smooth at P = C ∩ D.
(B) Theorem 1.14: The sum of two immersedA

1-curves Z1, Z2 with (KX +D).Zi =
0, intersecting at P ∈ Dsm in a general way. Note that Z1 and Z2 are rigid as
A
1-curves, see the proof of [21, Proposition 4.21(2)].
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In the proof of (A), we study a moduli space of “logarithmic” 1-dimensional sheaves,
which shows an intriguing analogy with the case of K3 surfaces as described in Sect.
2.1. For (B), we give a rather concrete description of a space of stable log maps and
its deformation theory. Section 2 illustrates (A) and (B) and describes some future
directions. Section 6 describes (B) in detail through an example and compares it with
the case of relative stable maps.

There are two natural and well-studied geometries to which our results apply:

(1) The setting of the tropical vertex [24] consisting of appropriate blow ups of toric
surfaces at smooth points of the toric boundary, as summarized in Sect. 2.2.6.

(2) Log K3 surfaces (X , D) for X a del Pezzo surface and D ∈ | − KX | smooth.
Despite recent breakthroughs [6,8,9,20,21,23], many aspects of their enumerative
geometry remain mysterious. Section 2.3 describes one such open problem.

For both (1) and (2), Corollary 1.12 and Theorem 1.14 calculate the contributions to
the invariants of typical zero-dimensional components of the moduli spaces.

Section 2.2 contains a fully worked out example that illustrates (A) and (B) and
includes some new computations.

1.1 Idealized geometries

Gromov–Witten invariants were devised as a virtual count of curves in projective
or compact symplectic manifolds. However, their relationship with actual counts of
curves, even when understood, is often quite subtle.

Let Y be a Calabi–Yau (CY) threefold and consider its genus 0 Gromov–Witten
(GW) invariants Nβ(Y ) for β ∈ H2(Y , Z). They are rational numbers in general, and
BPS numbers nβ(Y ) were proposed as underlying Z-valued invariants. They were
originally defined via the recursive relationship

Nβ(Y ) =
∑

k|β

1

k3
nβ/k(Y ). (1.1)

Still, even in the case of a compactY , typically theBPSnumbersnβ(Y ) are enumerative
only in low degrees, in the sense that they agree with the count of rational curves. For
example, if Y is a general quintic threefold, then nd(Y ) equals the number of rational
curves of degree d only when d ≤ 9. For larger degrees, the story is more subtle.

Equation (1.1) is derived by postulating that Y symplectically deforms to an ide-
alized geometry Ỹ where all rational curves are infinitesimally rigid, i.e. have normal
bundleO(−1) ⊕O(−1). If such a curve is in class β, then its contribution to Nlβ(Ỹ )

for l ∈ N is given by 1/l3 [5,32,41,59], leading to the above formula. By deformation
invariance one would then conclude that nβ(Y ) is a count of rational curves in Ỹ .
While the existence of such an idealized geometry is unknown, it is remarkable that
the so defined nβ(Y ) are integers [27].

Assume instead that Y is the local Calabi–Yau threefold given as the total space
TotOX (KX ) of the canonical bundle over a del Pezzo surface X . Then the enumerative
interpretation of the local BPS numbers nβ(KX ) := nβ(Y ) is even more mysterious.
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Not only is their relationship to counts of rational curves in Y previously not known,
they also are alternating negative with interesting divisibility properties [20, Conjec-
ture 1.2]. As an illustration, the BPS numbers for local P

2 in degrees d up to 6 are
3, −6, 27, −192, 1695, −17064, all of which are divisible by 3d, a conjecturewhich
was proven in [8] based on [9,23].

An interpretation of nβ(KX ), which also makes it clear why they are integral,
was given using moduli spaces of sheaves. Denote by Mβ,1(X) the (smooth) moduli
space of (−KX )-stable 1-dimensional sheaves of class β and of holomorphic Euler
characteristic 1 on X , and letw := −KX ·β. By [13,29,53–55], the genus 0 local BPS
invariants can be identified with the topological Euler characteristics of Mβ,1(X):

nβ(KX ) = (−1)w−1e(Mβ,1(X)).

Another interpretation comes from log geometry. Based on the predictions of [52],
in [20,21] we started a program to show that (−1)w−1nβ(KX )/w is a count of log
curves in the surface X , namely that it equals the log BPS invariants of Definition 1.7.
Let D be a smooth anticanonical curve on X . Denote by Mβ(X , D) the moduli space
of genus 0 basic stable log maps [1,17,25] in X of class β and of maximal tangency
with D, see Sect. 4. From this space one defines the log Gromov–Witten invariants
Nβ(X , D), which virtually countA1-curves, i.e. curvesC such that the normalizations
of C \ D are isomorphic to A

1.
While there are a great number of theoretical results about log Gromov–Witten

invariants, there are very few worked out examples. One of the aims of this paper is
to remedy to that shortcoming. Our two main results will apply to a broad range of
computations. One such application is [6].

The stable log maps can meet D in a finite number of points and for such a point
P ∈ D, one can consider N P

β (X , D), the log GW invariant at P . We say the triple

(X , D, P) is an idealized log CY geometry for β if N P
β (X , D) equals the number

of A
1-curves of class β at P . The advantage of the log setting is that for generic P

and general D, the expectation is that (X , D, P) is idealized. The disadvantage is that
there always are points P where (X , D, P) is not idealized, so looking at idealized
geometries only captures a part of the moduli space of stable log maps.

At this point, one may define the log BPS numbers as the number of A
1-curves

in an idealized log CY geometry, which conjecturally is equivalent to Definition 1.7.
The next step then is to understand how A

1-curves contribute to Nβ(X , D) in non-
idealized log geometries. Unlike the CY case, there are countably many ways in which
A
1-curves contribute to (higher degree) logGW invariants. The case ofmultiple covers

over rigid integral curves was treated in [24, Proposition 6.1]. In this paper we treat
the next two cases: of non-rigid A

1-curves and of two rigid distinct A
1-curves glued

together. We expect that combining these 3 cases will lead to a solution of the general
case.

In non-idealized geometries, passing from A
1-curves to virtual counts is related to

surprisingly interesting geometry. For example, in [21, Proposition 1.16] we proved
that the contribution of multiple covers over rigidA

1-curves to the log BPS numbers is
given as theDonaldson-Thomas invariants of loop quivers. In the first part of this paper,
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we introduce a certain moduli space MMIβ of sheaves of maximal intersection,
which can be regarded as a logarithmic analogue of Mβ,1(S). Using MMIβ , we
show that A

1-curves in (X , D) share the same properties as rational curves in K3
surfaces.

Let us start with a maximally tangent stable log map of the simplest type, namely
f : P

1 → C ⊂ X with f immersed and C an integral rational curve maximally
tangent to D. Such a curve contributes 1 to Nβ(X , D). In other words, the naive
multiplicity of the A

1-curve C \ D is the correct multiplicity. Let us consider possible
degenerations of f . For example, by deforming D, two log maps with image curve
nodal cubics might collapse to one log map with image curve a cuspidal cubic. Then
theA

1-curveC \D is not immersed and it contributes 2 toNβ(X , D). More generally,
we show (Corollary 1.12) that an integral rational curve C maximally tangent to D
and smooth at D contributes its natural stable map multiplicity to Nβ(X , D), i.e. the
log structure introduces no new infinitesimal deformations.

In the second part of this paper, we give an in-depth description of the log defor-
mation theory of stable log maps obtained by gluing two A

1-curves. If C1 and C2 are
distinct immersed integral rational curves maximally tangent to D at the same point,
smooth at that point and intersect there in a general way, then they will contribute to
N[C1]+[C2](X , D), a contribution we calculate in Theorem 1.14. We compare it to the
case of relative stable maps and find that the log structures more finely distinguish
between the possible maps.

1.2 Overview of methods

The moduli space Mβ(X , D) admits a finite forgetful morphism to the moduli space
of stable maps [60], and it is natural to ask about the interplay between infinitesimal
deformations of the underlying stable maps and infinitesimal deformations of the log
structures.While this is difficult to answer in general, we get explicit solutions in terms
of topological data for certain components of dimension 0. In this paper, we compute
the contributions of such 0-dimensional components of Mβ(X , D) to the associated
log Gromov–Witten invariants and log BPS numbers.

The 0-dimensional components of Mβ(X , D) we consider here fall into two cat-
egories. The simplest components are built from A

1-curves C of class β. In the first
part of this paper, we deal with such curves.

The arguments are modelled on the case of K3 surfaces. Let S be a K3 surface, γ
a curve class on S and C a rational curve of class γ on S. Then the multiplicity of

C is e(Pic
0
(C)), the Euler characteristic of the compactified Jacobian Pic

0
(C) of C ,

by [22] (see also [7]). Let us elaborate a little. For a rational curve C we consider the
moduli space M0,0(C, [C]) of genus 0 stable maps to C , which is a thickened point
corresponding to the normalization map n : P

1 → C . Let l(C) := l(M0,0(C, [C])) be
its length. Since C has only planar singularities, it follows that l(C) is equal to m(C),
the degree of the genus 0 locus in the versal deformation space of C ([22, Theorem

1]), which in turn is equal to e(Pic
0
(C)) by [22, Theorem 2].

As a curve on a surface S, the natural multiplicity would be l(M0,0(S, γ ), n), the
length of the moduli space of genus 0 stable maps to S at n, and it is equal to l(C) if S
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is a K3 surface ([22, Theorem 2]). The key fact used in the proof is the smoothness of
the relative compactified Jacobian over the complete linear system (at the points over
C), or equivalently, of the moduli space Mγ,1(S) of stable 1-dimensional sheaves of
class γ , proven in [44].

Remark 1.1 Let C be a projective rational curve with planar singularities and π̌ :
Č → C its minimal unibranch partial normalization([7, 3.2]), i.e. the partial normal-
izationwith Č unibranch such that any unibranch partial normalization factors through
π̌ . Then m(C) = m(Č) holds ([7, Proposition 3.3], [22, §1]). In particular, if C is
immersed, i.e. the differential of n is nowhere vanishing, then there are no infinitesimal
deformations and m(C) = 1. In general, m(C) is a product over the singularities of
C of factors depending on the analytic type ([22, §1], [7, Proposition 3.8], [49]). See
[7, §4] for explicit calculations.

Now we return to the case of an A
1-curve C in (X , D), with KX + D ∼ 0,

P = C ∩ D ∈ Dsm and P ∈ Csm. Denote by n : P
1 → C the normalization map.

Then n gives an isolated point in the moduli space of log stable maps. One of our
main results, Corollary 1.12, states that n contributes l(C) to the log Gromov–Witten
invariant. This follows from two facts: (i) the infinitesimal deformations of n as a log
map can be identified with the infinitesimal deformations of the underlying stable map
preserving the maximal tangency condition, and (ii) such infinitesimal deformations
of n factor scheme-theoretically through C .

For the proof of (ii), we introduce a certain moduli space MMIβ of sheaves of
maximal intersection, which can be regarded as a logarithmic analogue of Mγ,1(S).
Just as in the case of K3 surfaces, we show the smoothness of MMIβ (Theorem
1.11), from which we deduce that infinitesimal deformations of n as a log map factor
through C . This might give a glimpse into a logarithmic version of sheaf-theoretic
methods in curve counting [35,42], in analogy to the interpretation of genus 0 BPS
numbers as Donaldson-Thomas invariants. Also, the relation between Mβ,1(X) and
MMIβ will be the subject of further investigation.

Before explaining how these results relate to the local BPS numbers, let us introduce
a little more general setting. Let X be a smooth projective surface. In the first part of
this paper, we will often require X to be regular, by which wemean that its irregularity
h1(OX )vanishes.Wedenote by D an effective divisor on X .Wewill sometimes require
additional conditions on X and D.

Definition 1.2 Assume X is regular, let P ∈ D and let β ∈ H2(X , Z) be a curve class.
Consider the linear system |OX (β, P)| of curves of class β that meet D maximally at
P (see Definition 1.9) and let L ⊆ |OX (β, P)|. We consider the following condition
on L:

Condition (•) Every rational curve C ∈ L that is unibranch at P is in fact smooth at P .

In the setting of Theorem 1.3 below, we expect Condition (•) to hold for general
choices of (X , D).

From Corollary 1.13 we derive an enumerative meaning of the local BPS numbers
nβ(KX ) subject to Conjecture 1.8 ([21, Conjecture 1.3]). This is a BPS version of the
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log-local principle pursued in [10–12,45,56,58]. Notice that Conjecture 1.8 is proven
for X = P

2 in [8] based on [9,23], and for any del Pezzo surface and classes of
arithmetic genus ≤ 2 in [20,21].

Theorem 1.3 (Log-local principle for BPS numbers) Let X be a del Pezzo surface, let
D be a smooth anticanonical curve on X and let P ∈ D be β-primitive (Definition
1.5). Then there is a finite number of rational curves in |OX (β, P)|. Assume that:
• Conjecture 1.8 holds for X. (For example when X = P

2 by [8,9], or for arithmetic
genus ≤ 2 by [20,21]).

• Condition (•) holds for |OX (β, P)|.
Then

nβ(KX ) = (−1)β·D−1 (β · D)
∑

C∈|OX (β,P)|
rational and

unibranch at P

l(C). (1.2)

Note that l(C) = e(Pic
0
(C)) by [22].

Note that each component of Mβ(X , D) with tangency at a β-primitive P comes
from an (irreducible) A

1-curve, explaining the terms l(C) in Equation (1.2).
The other category of zero-dimensional components consists of stable log maps

C → X with image consisting of two distinct rational curves Z1 and Z2, each maxi-
mally tangent to D at P . This situation occurs very often for a non-β-primitive point
P . For example, if there are two A

1-curves Z1 and Z2 in the class β which meet D at
the same point P , then their sum contributes to M2β(X , D).

In this case, C consists of three components, two mapped to Z1 and Z2 and one
mapped to P . It is not straightforward to see what log structure C should have, unlike
the case treated in the first part. Moreover, it turns out that the moduli spaces of stable
log maps and relative stable maps are not isomorphic in the neighborhood of such a
map, although they are guaranteed to give the same numerical invariants by [3].

As the second main result of this paper, we calculate in Theorem 1.14 the number
of such log maps and the contributions of each to the log Gromov–Witten invariants in
terms of intersection data, subject to genericity conditions. The proof involves a rather
concrete (and long) calculation on infinitesimal families of log maps. We explicitly
separate the infinitesimal deformations coming from the underlying stable maps from
the ones coming from the log structure and explicitly describe both. This result sheds
light on the interplay of the log structures with the underlying stable maps.

Now let us give a little more detailed explanation on what we are going to deal
with.

1.3 Log BPS numbers

Let X be a smooth projective surface and let β ∈ H2(X , Z) be a curve class. We write
w = β · D and assume that w > 0. If X is regular, then there is a unique L ∈ Pic(X)

such that c1(L) is Poincaré dual to β. By β|D wemean L|D ∈ Picw(D). For X regular,
set

D(β) := {P ∈ Dsm : β|D = OD(wP) in Picw(D)}. (1.3)
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Remark 1.4 (1) If D is an elliptic curve, D(β) is a torsor for Pic0(D)[w] 
 Z/wZ ×
Z/wZ (cf. [21, Lemma 2.14]).

(2) If D = ⋃k
i=1 Di is the decomposition into irreducible components and D(β) �= ∅,

then D(β) ⊂ Di0 for a unique i0 and β|Di ∼ 0 for i �= i0.

Part (2) is true because if P ∈ D(β) and P ∈ Di0 , then from β|D = OD(wP) we
see that β|Di = ODi for i �= i0. In particular, β|Di cannot be of the form ODi (wP)

for any P ∈ Di for degree reasons, and so D(β) ⊂ Di0 .

Definition 1.5 Let P ∈ D(β). Then P is β-primitive if there is no decomposition
into non-zero pseudo-effective classes β = β ′ + β ′′, with β ′ · D > 0 and such that
P ∈ D(β ′).

Proposition 1.6 (Proposition 4.11 in [21]) Assume that X is a del Pezzo surface and
that D is a smooth anticanonical curve on X. If the pair (X , D) is general, then there
is a β-primitive point P ∈ D(β).

If (X , D) is a log smooth pair, denote byNβ(X , D) the genus 0 logGromov–Witten
invariant of maximal tangency and class β of (X , D), whose definition we review in
Sect. 4. If X is regular, D is smooth and pa(D) > 0, then D(β) is a finite set and the
moduli space decomposes into a disjoint union according to P ∈ D(β):

Mβ(X , D) =
⊔

P∈D(β)

M
P
β (X , D).

Hence we can define the contribution N P
β (X , D) from each P so that

Nβ(X , D) =
∑

P∈D(β)

N P
β (X , D)

holds.
We often take D to be anticanonical. Note that a regular surface with a nonzero

anticanonical curve is rational by Castelnuovo’s criterion.

Definition 1.7 Assume that X is rational and D is smooth anticanonical, and let P ∈
D(β). The log BPS number at P , mP

β , is defined recursively via

N P
β (X , D) =

∑

k|β

(−1)(k−1) w/k

k2
mP

β/k,

where mP
β ′ := 0 if P /∈ D(β ′).

Conjecture 1.8 (Conjecture 1.3 in [21]) For all P, P ′ ∈ D(β),

mP
β = mP ′

β .
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Equivalently, for P ∈ D(β),

nβ(KX ) = (−1)β·D−1 (β · D)mP
β .

Whatmakes this highly nontrivial is thatM
P
β (X , D) can be quite different according

to the local geometry of D near P (see [21, §§6.1] and §§2.3). Conjecture 1.8 was
proven for P

2 in [8,9] using [23].

Definition 1.9 Assume that X is regular and P ∈ Dsm. We denote by |β| the linear
system of curves of class β and set

|OX (β, P)| := {C ∈ |β| : C |D ⊇ wP as subschemes of D},

as well as its open subsets

|OX (β, P)|◦ := {C ∈ |β| : C |D = wP as subschemes of D}

and

|OX (β, P)|◦◦ := {C ∈ |β| : C |D = wP as subschemes of D and C is integral}.

Moreover, we write

pa(β) := 1

2
β(β + KX ) + 1

for the arithmetic genus of members of |β|.
Remark 1.10 For a rational X with smooth anticanonical D, notice that the set of ratio-
nal curves in |OX (β, P)|◦ is identified with the set of rational curves in |OX (β, P)|.
For a regular surface X , a curve D on X and a β-primitive point P ∈ D(β), note that
every member of |OX (β, P)|◦ is an integral curve, i.e. |OX (β, P)|◦ = |OX (β, P)|◦◦.
Note however that if a curveC ∈ |β| contains the component Di of D passing through
P , then C ∈ |OX (β, P)| but C /∈ |OX (β, P)|◦.

In Sect. 3 we construct certainmoduli spaces, denotedMMIβ andMMI P
β , asso-

ciated to any smooth surface X and a curve D on it. These moduli spaces parametrize
certain sheaves supported on integral curves and having “maximal intersection” with
D. ForMMI P

β with P ∈ Dsm, the additional condition is imposed that the tangency
is at P . If X is regular and the Abel map of D is immersive at P (e.g. if D is integral
with pa(D) > 0 or D is anticanonical in rational X ; see Lemma 3.8(3)), then, by
Lemma 3.8(2), MMIβ decomposes scheme-theoretically as a disjoint union

MMIβ =
∐

P∈D(β)

MMI P
β .
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Theorem 1.11 (=Theorem 3.12) Let X be a smooth projective rational surface, D an
anticanonical curve on X and P ∈ Dsm. ThenMMIβ andMMI P

β are nonsingular

of dimension 2pa(β) = β2 − w + 2.
Consequently, the relative compactified Picard scheme over |OX (β, P)|◦◦ is non-

singular at a point [F] over [C] if F is an invertible OC-module near P (or,
equivalently, F |D ∼= OC |D).

Weuse this theorem to calculate the contribution of anA
1-curve to the logGromov–

Witten invariant. The simplest components in the moduli space of genus 0 basic stable
log maps consist of (possibly thickened) points. We will mainly be concerned with
the case (KX + D).β = 0, since otherwise the virtual dimension is nonzero. Then,
one such case arises from an irreducible A

1-curve. The following result, proven in
[21] subject to Theorem 1.11 (and Lemma 3.8(2)), calculates the contribution of such
a point to Nβ(X , D).

Corollary 1.12 (Proposition 1.7(3) in [21]) Let X be a smooth projective rational
surface and D an anticanonical curve. Let C be an irreducible rational curve of class
β maximally tangent to D at P ∈ D(β). Denote the normalizationmap by n : P

1 → C
and assume that C is smooth at P. Then n contributes l(C) := l(M0,0(C, [C])) to
Nβ(X , D).

Consequently, we have:

Corollary 1.13 (Proposition 1.7(5) in [21]) Let X be a del Pezzo surface and D a
smooth anticanonical curve on X, and let P ∈ D(β) be β-primitive. Assume that
|OX (β, P)|◦ satisfies Condition (•). Then

mP
β = l(M

P
β (X , D)) =

∑

C∈|OX (β,P)|◦
rational and

unibranch at P

l(C).

In Corollary 1.13, Condition (•) is needed to ensure that the compactified Picard
variety of C is contained inMMIβ .

1.4 Contribution of curves with two image components

In the second part of this paper, Sects. 4 and 5, we consider another type of zero-
dimensional component, where the images of the stable log maps consist of two
maximally tangent rational curves.

Theorem 1.14 Let (X , D) be a pair consisting of a smooth surface and an effective
divisor. Denote by Mβ = Mβ(X , D) the moduli stack of maximally tangent genus 0
basic stable log maps of class β to the log scheme associated to (X , D).

Let Z1 and Z2 be proper integral curves on X satisfying the following:

(1) Zi is a rational curve of class βi maximally tangent to D,
(2) (KX + D).βi = 0,
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(3) Z1 ∩ D and Z2 ∩ D consist of the same point P ∈ Dsm, and
(4) The normalization maps fi : P

1 → Zi are immersive and (Z1.Z2)P =
min{d1, d2}, where di = D.Zi .

Write d1 = de1, d2 = de2 with gcd(e1, e2) = 1. Then there are d stable logmaps in
Mβ1+β2 whose images are Z1∪ Z2, and they are isolated with multiplicitymin{e1, e2}.

When X is projective and (X , D) is log smooth, then these curves contribute
min{d1, d2} to the log Gromov–Witten invariant Nβ1+β2(X , D).

Remark 1.15 In Theorem 1.14, the condition that (Z1.Z2)P = min{d1, d2}means that
Z1 and Z2 are assumed to intersect generically at P . We expect that this condition is
satisfied for general D when Z1 �= Z2.

If d1 �= d2, then as a consequence of the immersivity of fi and maximal tangency,
Z1 and Z2 are smooth at P and the condition (Z1.Z2)P = min{d1, d2} holds. In the
case d1 = d2 = d, in analytic coordinates x, y near P with D = (y = 0), we can
write Zi = (y = ai xd + · · · ). Then (Z1.Z2)P = min{d1, d2} translates into a1 �= a2.

An example where this condition is obviously not satisfied is the case Z1 = Z2. In
this case, the space of log maps with image cycle Z1 + Z2, as well as its contribution
to the log Gromov–Witten invariant, is quite different ([24, Proposition 6.1]).

Remark 1.16 In the different setting of the degeneration formula [2,16,30,33,34,48],
the terms d1 and d2 occur as the number of log lifts. For us, d is the number of ways
of endowing the underlying stable map with a log structure. And min{e1, e2} is the
length of the corresponding points of Mβ1+β2 .

It is illuminating to compare Theorem 1.14 with the analogous result [51] for the
relative stable maps of [33,34]. Whereas there is only one relative stable map with
multiplicity min{d1, d2}, there are d log maps each with multiplicity min{e1, e2},
making the same contribution as expected by [3]. This illustrates that there can be
several ways of associating a log map to a relative map.

Theorem 1.14 is illustrated by Example 6.1, which the reader may consider as the
running example for the second part of this paper.We fully work out the same example
in the language of relative stable maps [33,34] in Example 6.2 following [51].

2 Illustration of themain results

We illustrate the two main results, Corollary 1.12 and Theorem 1.14. The examples
below may form the basis of future research directions.

2.1 Analogy with K3 surfaces

Assume now that X is a del Pezzo surface and that D is smooth anticanonical. Let
β ∈ H2(X , Z) be the class of an integral curve, denote by pa(β) its arithmetic genus
and choose P ∈ D(β) to be β-primitive. Then the linear system |OX (β, P)| is of
dimension pa(β) [21, Proposition 4.15].

Denote by S a K3 surface and let γ be a curve class of arithmetic genus h. In
analogy to Definition 1.7, one associates genus 0 BPS numbers r0,h to γ , see [47].
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Remarkably [31], r0,h depends only on h (and the genus 0 reduced Gromov–Witten
invariant of class γ depends only on γ 2 and the divisibility of γ in H2(S, Z)). Choose
a complete linear system L of curves of arithmetic genus h. Then L is h-dimensional
as is |OX (β, P)|. Under the assumption that all curves in L are integral, r0,h is given

as the sum of l(C) = e(Pic
0
(C)) for C a rational curve in L ([7,18,22,61]). This is in

perfect analogy to Corollary 1.13.
By [21, Lemma 4.10], saying that P is β-primitive amounts to P being of maximal

order in the group structure on D arising from choosing a suitable element of D(β)

as zero element. Keeping track of the order of P is analogous to keeping track of
the divisibility of γ as an element of H2(S, Z). So requiring P being β-primitive
corresponds to γ being primitive as an element of H2(S, Z). And if γ is primitive,
then r0,h also agrees with the genus 0 reduced Gromov–Witten invariant of class γ .

In [21], we calculated mP
β for β-primitive P and pa(β) ≤ 2. We found (Theorems

1.8 and 1.9) in these cases that mP
β depends only on the intersection number e(S) − η

for η the number of line classes l with β.l = 0. Similarly, r0,h only depends on the
intersection number β · β = 2h − 2 [31].

The analogy carries over to SYZ fibrations. For K3 surfaces, [36,37] proves that
counts of Maslov index 0 disks with boundary on a SYZ-fiber correspond to tropical
curves in the base. In the case of P

2, the analogous correspondence [23] is between
log BPS numbers and tropical curves in the scattering diagram.

2.2 Fully worked out example and comparison with tropical multiplicity

Armed with Corollary 1.12 and Theorem 1.14, we can compute genus 0 maximal
tangency log Gromov–Witten invariants of low degrees by explicitly finding all the
stable log maps that contribute and weighting them with their multiplicity. We fully
work this out in one example adapted from the tropical vertex [24] and compare it
with the analogous tropical picture.

One of the features of log Gromov–Witten theory is that each stable log map admits
a tropicalization coming from the domain curve. These tropical curves carrymultiplic-
ities that are related to the log structure. In this, it is different from the multiplicities of
Corollary 1.12, which come from the stable maps. This example illustrates this differ-
ence in the case of cuspidal cubics. Classically their multiplicity is given by Corollary
1.12. On the tropical side, while wemay guess what cuspidal tropical cubics are (mov-
ing P1, . . . , P6 in Figs. 1 and 2 leading to vertices of valency > 3), it is not clear what
their multiplicities are and the example considered might give some insight into that.

In addition, we consider the contributions to the log invariants of reducible curves
in Sects. 2.2.3 and 2.2.4. One may write down the corresponding reducible tropical
curves and stipulate what their tropical multiplicity is. We leave that to future work
and simply find the tropical curves in a generic situation.

Start withP
2 with anticanonical boundary a cycle of 3 disjoint lines D̃ = D̃1+ D̃2+

Dout.We blow up 3 smooth points P1, P2, P3 on D̃1 and 3 smooth points P4, P5, P6 on
D̃2 leading to 6 exceptional divisors Ei j , i = 1, 2, j = 1, 2, 3. The resulting surface
S is a weak del Pezzo surface. We choose as its anti-canonical boundary the strict
transform of D̃, namely D = D1 + D2 + Dout with Di ∼ H − ∑3

j=1 Ei j for H the
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pullback of the hyperplane class in P
2. Let β = 3H − ∑

i, j Ei j be the anticanonical
curve class, which is of arithmetic genus 1. We compute the invariant Nβ(S, D) of
genus 0 curves of class β maximally tangent to D, necessarily meeting D at a smooth
point of Dout.

We first compute Nβ(S, D) classically. We use the fact that by [24, Proposition
5.3], Nβ(S, D) equals the virtual count of rational curves in P

2 of class 3H passing
through P1, . . . , P6 and maximally tangent to Dout.

The classical count consists in finding all the rational cubics contributing to the
count and weighting them by their multiplicities of Corollary 1.12 and Theorem 1.14.
Provided they are smooth at the point of contact with Dout, nodal cubics have multi-
plicity 1 and cuspidal cubics have multiplicity 2. More interesting contributions arise
when the point of contact is not smooth.

By dimensional reasons, there are only a finite number of possible points of contact
P with Dout. LetC1 andC2 be two maximally tangent rational curves passing through
P1, . . . , P6 each and meeting Dout at Q1 : z = z1 and Q2 : z = z2, respectively,
where z is a coordinate with (D1 ∪ D2) ∩ Dout = {0,∞}. We take the relationship

(C1 − E1 − · · · − E6) − (C2 − E1 − · · · − E6) ∼ 0 on S,

which restricts to

3Q1 − 3Q2 ∼ 0 ∈ Pic0(Dout ∪ D1 ∪ D2) 
 C
∗

to obtain that

(z1/z2)
3 = 1

as the condition for 3Q1−3Q2 to be a principal divisor on Dout ∪D1∪D2 (explicitly,
the divisor of the rational function equal to (z− z1)3/(z− z2)3 on Dout and identically
equal to 1 on D1 ∪ D2). Thus, the possible points of contact form a torsor for μ3 and
in particular there are 3 of them.

We fix P one of these points of contact and compute the invariant N P
β (S, D) at

P . Then the cubics passing through P1, . . . , P5 and maximally tangent to Dout at P
form a pencil and all pass through P6. Resolving the base points, we obtain an elliptic
fibration Y that is a surface of Euler number 12. The resolution is obtained by blowing
up S at P and then blowing up 2 more times in succession at the unique point over P
in the strict transform of Dout. Denote the exceptional divisors E1, E2, E3 according
to the order of blow up.

We find all the rational cubics that contribute to the count. The cubic D̃1+ D̃2+Dout
does not contribute to Nβ(S, D). Its proper transform F0 is a fiber of Y , a cycle of
3 P

1s with Euler number 3. By the same argument as in [11, Section 5.3], the pencil
contains a unique member corresponding to a cubic C that is singular at P . Unlike
[11, Section 5.3], C can have up to three branches at P:

(1) C may be irreducible and nodal at P . Then it does not contribute to Nβ(S, D).
(2) C may be cuspidal at P . Then it contributes 1 to Nβ(S, D) by [21, Proposition

4.21(2)].
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(3) C may be reducible and nodal at P . Then it is the union of a conic tangent to
Dout at P and a line passing through P . By Theorem 1.14, C contributes 1 to
Nβ(S, D).

(4) C is the union of three lines passing through P . This is a case that Theorem 1.14
does not cover. We compute its contribution to be 3 below.

In all cases, we will see that

N P
β (S, D) = 6,

so that

Nβ(S, D) = 3 × 6 = 18.

2.2.1 C is irreducible and nodal at P

Assume first that P1, . . . , P6 are general (within the restriction of lying on D̃1 ∪ D̃2),
so that C is nodal at P , with one branch tangent to Dout. The cycle of 3 P

1s consisting
of the strict transforms of C , E1 and E2 gives a fiber F1 of Y . There is a kind of
symmetry between F0 and F1: Contracting E3, Dout and either D̃1 or D̃2, we get the
dual picture. The fiber F1 has Euler number 3 and does not contribute to the count. All
other curves in the fibration are either smooth cubics, which have Euler number 0 or
rational cubics smooth at P . Nodal cubics have Euler number 1 and cuspidal cubics
Euler number 2. They all contribute to Nβ(S, D).

So if C is nodal at P , by the additivity of Euler numbers,

N P
β (S, D) = #{ nodal cubics } + 2 #{ cuspidal cubics } = e(Y ) − e(F0) − e(F1) = 6.

For specific choices of P1, . . . , P6, cuspidal cubics smooth at P appear. For exam-
ple, let Dout be the line at infinity, let D̃1 be given by y+1 = 0 and let D̃1 be given by
x + y + 1 = 0. Take P1, . . . , P6 to be the intersections of y2 = x3 with D̃1 and D̃2.
Then y2 = x3 is a cuspidal cubic smooth at Dout that contributes 2 to Nβ(S, D). As
in the case of regular Gromov–Witten theory, this is the example of two nodal cubics
coming together in a deformation to form a cuspidal one.

2.2.2 C is cuspidal at P

If C is cuspidal at P , then F1, the strict transform of C joined with E1 and E2 is a
chain of 3 P

1s, of Euler number 4 and leading to a different fibration Y . Nonetheless,

N P
β (S, D) = (Contribution of C) + #{ nodal cubics } + 2 #{ cuspidal cubics }

= 1 + e(Y ) − e(F0) − e(F1) = 6.
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2.2.3 C is reducible and nodal at P

Assume that P1, P2, P4, P5 are general. Denote by C2 one of the two conics that pass
through P1, P2, P4, P5 and are tangent to Dout. Denote by P the point of intersection
of C2 with Dout. Choose L a general line passing through P and denote by P3 and P6
its points of intersection with D̃1 and D̃2, respectively.

Given these choices of P1, . . . , P6, the singular cubic in the pencil is given by
C2 ∪ L . It contributes 1 toNβ(S, D) by Theorem 1.14. As a fiber F1 of Y it becomes
a cycle of 4 P

1s of Euler number 4. Then

N P
β (S, D) = (Contribution of C2 ∪ L) + #{ nodal cubics } + 2 #{ cuspidal cubics }

= 1 + e(Y ) − e(F0) − e(F1) = 6.

2.2.4 C has three branches at P

Assume that P1, . . . , P6 are such that the lines joining Pi mod 3 all meet at P ∈ Dout.
Then the union of these lines L1 ∪ L2 ∪ L3 is the singular member of the pencil.
Denote by Contr(S,D)(1, 1, 1) the contribution of L1 ∪ L2 ∪ L3 toNβ(S, D). In Y , it
yields a tree of 5 P

1s, F1, of Euler number 6. By deformation-invariance,

6 =N P
β (S, D) = Contr(S,D)(1, 1, 1) + #{ nodal cubics } + 2 #{ cuspidal cubics }

=Contr(S,D)(1, 1, 1) + e(Y ) − e(F0) − e(F1) = Contr(1, 1, 1) + 3.

We conclude that Contr(S,D)(1, 1, 1) = 3. Moreover, among the other curves con-
tributing, there are either 3 nodal cubics smooth at P or 1 nodal cubic and 1 cuspidal
cubic. The former case can be verified by looking at P

2 with its toric boundary and
the pencil

a(Z3 + X3 + Y 3 + 3X2Y + 3XY 2) + bXY Z ,

for [a : b] ∈ P
1.

2.2.5 Tropical count

We next compute the same invariant tropically. To do so, we unwind the tropical
computation of [24]. In fact, Nβ(S, D) = 18 is computed in [24, Section 6.4] from a
scattering diagram computation. The tropical count is the count of tropical curves in
the fan of P

2, weighted by their tropical multiplicity, that have only one ray of weight
3 going into the direction corresponding to Dout and 3 rays each of weight 1 coming
fromfixed directions corresponding to D̃1 and D̃2.We refer to tropical correspondence
results and multiplicity calculations to [43,46,57] and especially [39,40] for incidence
conditions along the toric boundary as is the case here. Here we content ourselves
with describing the tropical curves and computing their multiplicity. If we choose
P1, . . . , P6 as in Fig. 1, solving the combinatorial problem leads to the 3 tropical
curves of Figs. 1 and 2. Their multiplicity is given by the product of the multiplicities
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Fig. 1 A tropical curve of multiplicity 12 in the fan of P
2

Fig. 2 Two tropical curves of multiplicity 3 each in the fan of P
2

of the 3-valent vertices and are indicated in the figures. One of them has multiplicity
12, the other two each have multiplicity 3. We thus recover Nβ(S, D) = 18.

The tropical curves come from the tropicalization of the domain curves. This process
is insensitive to the singularities of the image curves, which is what is picked up by
the stable map multiplicity of Corollary 1.12.

One may move around the points P1, . . . , P6 as in the classical case and find
reducible tropical curves. This may lead to an understanding of what their multiplicity
should be.
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2.2.6 Generalization

More generally, one could consider the following setting of the tropical vertex [24]:
start with a toric surface X , choose a prime toric divisor Dout and denote the other
prime toric divisors by D1, . . . , Dn . For a curve class β, choose an intersection profile
P = (P1, . . . ,Pn) for ordered partitions Pi = pi1 + · · · pili and |Pi | = β · Di . We
further choose distinct points xi1, . . . , xili ∈ Di \∪i �= j D j . We blow up the xi j leading
to the surface ν : X̃ → X with exceptional divisors Ei j . Choose as anticanonical
curve D̃ the strict transform of the toric boundary of X . Then the curve class β̃ =
ν∗(β) − ∑n

i=1
∑li

j=1 pi j Ei j on X̃ meets D̃ only in smooth points of Dout.

The invariants Nβ̃ (X̃ , D̃) can be computed by the scattering diagrams/tropical

methods of [24]. Proposition 5.3 in [24] expresses Nβ̃ (X̃ , D̃) in terms of invariants
of X , maximally tangent to Dout and with incidence conditions along D1, . . . , Dn .
The latter can be computed by finding their associated tropical curves and tropical
multiplicities as in [40]. In fact, by [24, Proposition 4.3], for generic choices of xi j ,
the higher-dimensional components of themoduli space only consist ofmultiple covers
whose contributions are computed by [24, Proposition 6.1]. Then Corollary 1.12 gives
the contribution of the remaining zero-dimensional components. If the xi j are not
generic, there can be more complicated contributions such as Contr(S,D)(1, 1, 1) as in
Sect. 2.2.4.

It is informative to compare with the invariants of maximal tangency with each
boundary component as studied in [10–12,45], for any cluster variety. To obtain a
problem of virtual dimension 0, we need some insertions. If these are point inser-
tions with psi classes, then [38, Proposition 6.1] guarantees that the invariants are
enumerative for generic choices of points. The case of log K3 surfaces leads to more
complicated components of the moduli space and we turn to it now.

2.3 Applications of Theorem 1.14 and future directions

The components that occur in Mβ(X , D) are classified by [21, Corollary 2.10] (see
Proposition 5.1). Outside of the calculations of this paper, the only other components
whose contribution to log Gromov–Witten invariants is known are multiple covers
over rigid maximally tangent rational curves [24, Proposition 6.10].

Knowledge of the contributions of some components would allow for new enu-
merative calculations. As an illustration, consider (X , D) = (P2, E) for E an elliptic
curve, and the log BPS numbers mP

5H of degree 5H ∈ H2(P
2, Z) of Definition 1.7 for

P ∈ D(5H). According to Conjecture 1.8 (proven in [8,9]), mP
5H is constant whether

P is a flex point or a 5H -primitive point. For the latter, mP
5H = 113 is an actual count

of rational curves with multiplicities given by Corollary 1.12.
Take now P to be a flex point. Denote by k5 the number of degree 5 rational curves

maximally tangent to D at P . Cf. [21, Section 6] and [50], provided D is general,
in lower degree there are 1 flex line, 2 nodal cubics and 8 nodal quartics. Taking the
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description of [21, Section 6], we have that

mP
5H = 113 = DT(2)

5 + 8 · 3 · min{4, 1} + 2 · Contr(P2,E)(3, 12) + k5

= 5 + 24 + 2 · Contr(P2,E)(3, 12) + k5.

Here DT(2)
5 is the 5th 2-loop quiver invariant, which is the contribution of 5 : 1 mul-

tiple covers over the flex line to mP
5H [21, Proposition 6.4]. The term 3 · min{4, 1}

is the contribution according to Theorem 1.14 of the 3 stable log maps with image
(fixed quartic)∪(flex line). Contr(P

2,E)(3, 12) is the unknown contribution of the com-
ponent whose general points correspond to stable log maps P

1 ∪ P
1 ∪ P

1 → P
2 with

the central component collapsed, the first component an immersion into one of the
nodal cubics and the third component a 2 : 1 cover over the flex line.

So knowing Contr(P
2,E)(3, 12) one would be able to calculate k5. In fact, local BPS

numbers are calculated through local mirror symmetry [19] and so are the mP
dH via

Conjecture 1.8 (proven in [8,9]). Hence, knowing the contributions of each component
ofMβ(X , D) corresponding to stable logmapswith reducible imagewould recursively
allow to calculate kd , the number of rational degree d curves maximally tangent to
a flex point, for all d. Moreover, the same analysis holds for counts of maximally
tangent rational curves at any other point P ∈ D(dH).

For a more in depth analysis of the above situation we refer to [6].

2.3.1 The case of 3 components

We saw in Sect. 2.2.4 that for the surface (S, D), Contr(S,D)(1, 1, 1) = 3. This may
give insight as how to generalize Theorem 1.14 to more complicated components. We
leave this to future work.

3 Nonsingularity of the relative compactified Picard scheme

We start with a couple of lemmas that might belong to common knowledge.

Lemma 3.1 If X is a regular surface, a connected component of Hilb(X) containing
a curve C is nonsingular and coincides with |C |.
Proof Let � be a complete linear system and C a member of �. The first order
deformations of C in Hilb(X) are given by

HomOX (IC ,OC ) 
 HomOX (OX (−C),OC ) 
 H0(OC (C)).

From the short exact sequence 0 → OX → OX (C) → OC (C) → 0 we obtain the
exact sequence

0 → H0(OX ) → H0(OX (C)) → H0(OC (C)) → H1(OX ) = 0.
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The space H0(OX (C))/H0(OX ) can be regarded as the tangent space of � at C , and
this exact sequence shows that the naturalmap TC� → TCHilb(X) is an isomorphism.
Since � is projective and nonsingular (by definition) and is embedded into Hilb(X),
it can be identified with a connected component of Hilb(X). ��

For a curve class β, let Mβ(X) denote the moduli space of stable 1-dimensional
sheaves of class β on X with respect to a certain polarization. In the following, we
will mainly consider sheaves F that can be regarded as torsion-free sheaves of rank
1 on integral curves of class β. Such a sheaf F defines a point [F] ∈ Mβ(X) for any
polarization.

Lemma 3.2 Let X be a smooth surface, β a curve class with KX .β < 0 and C an
integral curve of class β. If F is a torsion-free rank 1 sheaf on C, then Mβ(X) is
nonsingular of dimension β2 + 1 at [F].
Proof The first order deformations of F in Mβ(X) are described by Ext1OX

(F, F). We
have ch0(F) = 0 and by the Riemann-Roch theorem one calculates

2∑

i=0

(−1)i dim ExtiOX
(F, F) = −c1(F)2 + 2ch0(F)ch2(F) + ch0(F)2χ(OX )

= −c1(F)2 = −β2.

By stability of F (or, rather, by the arguments for the proof of stability), HomOX (F, F)

= C.Moreover, Ext2OX
(F, F) is dual toHomOX (F⊗OX OX (−KX ), F), and the latter

is 0 by the inequality χ(F ⊗OX OX (−KX )) − χ(F) = −KX .C > 0 and the stability
of F . ��
Lemma 3.3 Let C be an integral curve on a smooth surface X and F a torsion-free
sheaf of rank 1 on C. Then locally near [F], the Chow morphism Mβ(X) → Hilb(X)

lifts to an isomorphism of a neighborhood of [F] in Mβ(X) to an open set in Pic(C/H),
whereH is the connected component ofHilb(X) containing [C] and C is the universal
subscheme over H.

Proof First, take a deformation of F in Mβ(X): Let T be a scheme over C, 0 ∈ T a
point, and F a coherent sheaf on X × T which is flat over T , such that F0 ∼= F and
Ft is stable for any geometric point t of T . We may replace T by a neighborhood of
0 (actually, it suffices to take T to be a neighborhood of [F] in Mβ(X)), and we have
the Chow morphism ϕ : T → H.

Let us show that, after shrinking T if necessary, the ideal of CT in X×T annihilates
F . For this purpose, we recall the definition of the Fitting ideal ofF . Let R denote the
local ring of X × T at a point over 0 and M an R-module corresponding to F . Since
F is pure of dimension 1 and F is flat over T , by [26, Proposition 1.1.10], M has a
two-step resolution

0 → Rn φ→ Rn → M → 0.
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The Fitting ideal is locally generated by det φ, and is globally well-defined, indepen-
dent of the local resolution ofF . It is immediate to see that the Fitting ideal defines the
flat family of subschemes CT corresponding to the Chow morphism T → Hilb(X).
Now det φ certainly annihilates M , since on Rn it can be written as the composition
of φ and its adjoint. Hence F can be regarded as a family of sheaves on CT .

Note that Ft is a torsion-free sheaf on (CT )t for any geometric point t of T , since a
torsion subsheaf would destabilize Ft . By shrinking T , we may assume that (CT )t is
integral for any t , and then Ft is of rank 1 since its first Chern class is β. We therefore
obtain a morphism T → Pic(C/H).

Conversely, if G is a family of rank 1 torsion-free modules on a family of integral
curves CT for some T → H, then it can be considered as a family of stable sheaves
on X over T .

These correspondences are inverse to each other, and isomorphisms between fam-
ilies also coincide. Thus we have a local isomorphism of the moduli spaces. ��

We will use the following theorem on relative compactified Picard schemes.

Theorem 3.4 [4] Let C/S be a projective family of integral curves of arithmetic genus
pa that can be embedded into a smooth projective family of surfaces over S. Then its
relative compactified Picard scheme is flat over S and the geometric fibers are integral
locally complete intersections of dimension pa.

We return to the setting of a smooth surface X and a curve D on X . For a curve
class β, let us denote D.β by w, which we assume to be positive. For a scheme T over
C, we consider the following condition (*) on a coherent sheaf F on X × T :

(a) F is flat over T , and for each geometric point t of T , Ft is a torsion-free sheaf of
rank 1 on an integral curve Ct of class β, not contained in D.

(b) There exists a section σ : T → Dsm × T ↪→ X × T with F |D×T ∼= Ow·σ(T ) as
OD×T -modules, where w ·σ(T ) is the closed subscheme of D× T defined by the
w-th power of the ideal sheaf of σ(T ) ⊂ D × T .

We will later see that σ is unique.

Lemma 3.5 For a sheaf F satisfying condition (*), the following also holds:

• In a neighborhood of each point of σ(T ), the sheafF is isomorphic to the structure
sheaf of the family of curves induced by the Chow morphism.

Also, the conditions rankCtFt = 1 and Ct � D follow from the rest of the conditions.

Proof FromF |D×T ∼= Ow·σ(T ) and Nakayama’s Lemma,F is generated by 1 element
near any point of σ(T ), giving rise to a surjective homomorphismOX×T → F locally.
The kernel contains the ideal of the associated family of curves, and from the torsion-
freeness, they coincide. ��
Definition 3.6 (1) We define a moduli functor MMIβ (for “modules with maxi-

mal intersection”) on the category of schemes over C as the sheafification of the
presheaf

T �→ {F | F is a sheaf on X × T satisfying the condition (∗)}/ ∼=,
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where ∼= denotes isomorphisms of coherent sheaves on X × T .
(2) For P ∈ Dsm, we define MMI P

β as the subfunctor of MMIβ parameterizing
families where σ can be locally taken to be the constant section T ∼= P × T ↪→
Dsm × T .

(3) We define a moduli functorMIβ of integral curves on X of class β with maximal
intersection with D: For a scheme T over C, an element of MIβ(T ) is a closed
subschemeZ of X ×T , flat over T , with fibers integral curves of class β such that
the intersection of Z and D × T is w · σ(T ) for a section σ : T → Dsm × T .

(4) For P ∈ Dsm, we defineMI P
β as the subfunctor ofMIβ parameterizing families

where σ can be taken to be the constant section with value P .

Lemma 3.7 (1) The functorMMIβ is represented by a locally closed subscheme of
Mβ(X), and MMI P

β is represented by a closed subscheme of MMIβ .
(2) The functor MIβ is represented by a locally closed subscheme of Hilb(X), and

MI P
β is represented by a closed subscheme of MIβ .

(3) We may also regard MMIβ (resp. MMI P
β ) as an open subscheme of

Mβ(X) ×Hilb(X) MIβ (resp. Mβ(X) ×Hilb(X) MI P
β ), or of the relative com-

pactified Picard scheme over MIβ (resp. MI P
β ).

(4) There exist unique morphisms MMIβ → D and MIβ → D representing
sections σ such that F |D×T ∼= Ow·σ(T ) locally over T and Z|D×T = w · σ(T ).
These morphisms commute with the Chow morphism.
The spaces MMI P

β and MI P
β are the scheme theoretic inverse images of P by

these morphisms.

Proof First we prove (1) and (4) for MMIβ . Proofs of (2) and (4) for MIβ are
similar.

In Mβ(X), the condition (a) in (*) is an open condition. The condition that F is
generated by one section near D is also open, so these conditions define an open
subscheme M◦ of Mβ(X).

Let F be a family in M◦ over T . In a neighborhood of σ(T ), F is isomorphic to
the structure sheaf of a flat family of curves, which is a family of principal divisors.
Hence, locally over T , the restriction F |D×T is isomorphic to the structure sheaf of
a flat family of 0-dimensional subschemes of D of length w. This family can also be
described as the one defined by the annihilator of F |D×T , hence is determined by F .

Thus we have a morphism M◦ → Hilbw(D), the latter being isomorphic to the
symmetricw-th power D(w) of D.We claim that subschemes of the formwP are repre-
sented by the diagonal set ⊂ D(w) with the reduced induced structure. To show this,
we can work with the formal neighborhood of P since we are concerned with infinites-
imal deformations of 0-dimensional subschemes. In a formal coordinate x on D, the
Hilbert scheme can be described as the spectrum ofC[[a1, . . . , aw]]with the universal
subscheme xw − a1xw−1 + · · · + (−1)waw = 0. The diagonal set , as a reduced

closed subscheme, is given by ai =
(

w

i

)
(a1/w)i (i = 2, . . . , w). Consider a family

over a complete local ring R, corresponding to ϕ : Spec R → Spec C[[a1, . . . , aw]]
given by ai = ri . If it satisfies the condition (b), with σ corresponding to x �→ r ∈ R,
then xw − r1xw−1 + · · · + (−1)wrw is equal to (x − r)w (this follows from the fact
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that the coefficients of x0, x1, . . . , xw−1 are the coordinates of the representing space,
or more concretely, by writing xw − r1xw−1 + · · · + (−1)wrw = (unit)(x − r)w and

using Weierstrass preparation theorem). This means that ri =
(

w

i

)
r i (i = 1, . . . , w)

and ϕ factors through .
Thus MMIβ is the scheme theoretic inverse image of .
In the calculation above, r is determined by (r1, . . . , rw): Specifically, r = r1/w.

This shows the existence and uniqueness ofMMIβ → D as in (4), andMMI P
β =

MMIβ ×D P follows from the definition of MMI P
β .

(3) follows from the description above of families in MMIβ as families in M◦
whose support curves have maximal intersection with D. ��
Lemma 3.8 Assume that X is a regular surface.

(1) The spaceMI P
β can be identified with |OX (β, P)|◦◦ considered as a nonsingular

variety.
(2) Assume furthermore that the Abel map of D is immersive at P and C belongs to

MI P
β . Then, in a neighborhood of [C], the morphism MIβ → D representing

the intersection point is scheme-theoretically the constant map with value P.
Consequently, if the Abel map of D is immersive at each P ∈ D(β),

MIβ =
∐

P∈D(β)

MI P
β

and

MMIβ =
∐

P∈D(β)

MMI P
β

scheme theoretically, andMIβ can be identified with
∐

P∈D(β) |OX (β, P)|◦◦ and
MMIβ can be considered as an open subscheme of the relative compactified
Picard scheme over

∐
P∈D(β) |OX (β, P)|◦◦.

(3) If h0(OD) = 1 and P ∈ Dsm, the following are equivalent:

(a) The Abel map of D is immersive at P.
(b) h0(D,OD(P)) = 1.
(c) ωD has a global section nonzero at P.

In particular, the Abel map of D is immersive at P if either h0(OD) = 1 and the
component D0 of D containing P satisfies pa(D0) > 0, or KX + D ∼ 0.

If D is connected and reduced, we can show that the conditions of (3) are equivalent to
saying that the D0 is not a loosely connected rational tail of D (cf. Step II of the proof
of [15, Theorem D]). For more about the immersivity of the Abel map of reduced
Gorenstein curves we refer to [15] and [14].

Proof (1) Set-theoretically, this is obvious. Let [C] be a point of MI P
β . By Lemma

3.1, the component of Hilb(X) containing C can be identified with |C |. Taking a
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basis ϕ0, . . . , ϕd of H0(OX (C)) with ϕ0 corresponding to C , |C | has natural local
coordinates (s1, . . . , sd) near the point [C] and MI P

β is defined by the vanishing of
ϕ0 + s1ϕ1 + · · · + sdϕd on wP as a section of OwP (C). This gives linear equations
on s1, . . . , sd , and MI P

β can be scheme-theoretically identified with |OX (β, P)|◦◦.
(2) Let [C] be a point of MIβ with P = C ∩ D and Z the family corre-

sponding to a small neighborhood T of [C]. By Lemma 3.1, there is a morphism
T → P(H0(OX (C))) for which Z is the pullback of the universal curve C. Taking
the pullback of the universal curve by U := H0(OX (C)) \ {0} → P(H0(OX (C))),
we have a universal section of OX×U (C × U ) defining the family of curves CU and
hence an isomorphismOX×U (CU − (C ×U )) ∼= OX×U . By taking the pullback by a
local lift T → U and restricting, we have OD×T (w · σ(T ) − w(P × T )) ∼= OD×T ,
where σ is as in (b) of (*).

Let u : Dsm → Pic(D) be the “Abel morphism”, defined roughly by Q �→ OD(Q),
and [w] : Pic(D) → Pic(D) the multiplication-by-w morphism. Then the above
isomorphism shows that [w] ◦ u ◦ σ is a constant map, where we regard σ as a
morphism T → D.

From the assumption that u is immersive at P and the étaleness of [w], we see that
σ is the constant map with value P . Thus the family Z → T belongs toMI P

β . Since
MMIβ → D factors through MIβ , the assertion on MMIβ also holds.

(3) The exact sequence 0 → OD → OD(P) → OP (P) → 0 induces

0 → H0(OD)
f→ H0(OD(P)) → TP D

dPu→ T[OD(P)]Pic(D),

and so (a) and (b) are equivalent.
From the exact sequence 0 → ωD(−P) → ωD → ωD|P → 0 we have a long

exact sequence

H0(ωD) → H0(ωD|P ) → H1(ωD(−P))
g→ H1(ωD),

and g is the Serre dual to f . Thus (c) is also equivalent.
If pa(D0) > 0, then |P| consists of one point since otherwise it would give an

isomorphism D ∼= P
1. Thus we have H0(D0,OD0(P)) = C = H0(D0,OD0), hence

(b) holds.
If KX +D ∼ 0, then (c) is obvious. For an anticanonical curve D( �= 0) on a rational

surface X the fact that h0(OD) = 1 (and h1(OD) = 1) is standard: This follows from
the long exact sequence associated to 0 → OX (−D) ∼= OX (KX ) → OX → OD →
0, using Serre duality. ��

Recall that, if a class in Ext1OX
(F, F) is represented by an extension 0 → F

α→
F̃

β→ F → 0, then the corresponding deformation over C[ε]/ε2 is given by F̃ with
the action of ε on F̃ defined as α ◦ β.

Lemma 3.9 Let P ∈ Dsm be a point, x a local parameter on D at P, and F =
OD,P/(xw). Then a first order deformation of F as a coherent sheaf on D is given
by (OD,P ⊗ C[ε])/(xw − g(x)ε, ε2) for a unique polynomial g ∈ C[X ] of degree
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≤ w − 1. The corresponding extension is isomorphic to

0 → OD,P/(xw)
α→ (OD,P ⊗ C[ε])/(xw − g(x)ε, ε2)

β→ OD,P/(xw) → 0,

where α( f̄ ) = f ε and β is the reduction modulo ε.

Proof As in the proof of Lemma 3.7, a small deformation of F is equivalent to the
deformation of the supporting scheme, and we may replaceOD,P by C[[x]]. Then the
assertion follows from the description of Hilbert schemes of points on a smooth curve
as symmetric powers. ��
Remark 3.10 In the following,wedescribe the tangent spaces ofMMIβ andMMI P

β

as the images of the natural maps Ext1OX
(F, F(−(w − 1)P)) → Ext1OX

(F, F)

and Ext1OX
(F, F(−D)) → Ext1OX

(F, F), respectively. In the former, we allow the
intersection point to move along D. In the case of our main concern, the intersec-
tion point does not move in D by Lemma 3.8, and the tangent spaces coincide.
We use Ext1OX

(F, F(−D)) to prove our main result here, but a similar proof using

Ext1OX
(F, F(−(w − 1)P)) is also possible.

Lemma 3.11 Let [F] be a point of MMI P
β for P ∈ Dsm.

(1) The tangent space of MMI P
β at [F] is naturally isomorphic to the image of the

natural map Ext1OX
(F, F(−D)) → Ext1OX

(F, F).
(2) Define F(−(w − 1)P) := Ker(F → F |(w−1)P ), where (w − 1)P is the closed

subscheme of D defined by (IP⊂D)w−1.
Then the tangent space ofMMIβ at [F] is naturally isomorphic to the image of
the natural map

Ext1OX
(F, F(−(w − 1)P)) → Ext1OX

(F, F).

Note that, if the supporting curve C of F is smooth at P, F(−(w − 1)P) can also
be described as F ⊗OC OC (−(w − 1)P).

Proof We begin by observing that TorOX
1 (F,OD) = 0. This follows from the exact

sequence

0 → TorOX
1 (F,OD) → F(−D) → F,

since the final map is immediately seen to be injective by the local form of F near D.
We will use this vanishing without comment in the remainder of the proof to conclude
that short exact sequences ending in F remain exact after restriction to D.

(1) Take a tangent vector of MMI P
β at [F] and let 0 → F → F̃ → F → 0 be

the corresponding extension.
The restriction 0 → F |D → F̃ |D → F |D → 0 is a split extension, so let G̃ ⊂ F̃ |D

be the image of a splitting. Then we have a commutative diagram with exact rows and
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columns:

0

G̃
∼

F |D

0 F |D F̃ |D F |D 0

F |D ∼
(F̃ |D)/G̃

0.

The sheaf F(−D) is the kernel of F → F |D , so if we write F̃ ′ for the inverse image
of G̃ in F̃ , we have a commutative diagram with exact rows:

0 F(−D) F̃ ′ F 0

0 F F̃ F 0,

where the top row is the kernel of the natural surjection from the bottom row to the
bottow row of the preceding commutative diagram. Thus our extension comes from a
class in Ext1OX

(F, F(−D)).

Conversely, if we are given an element of Ext1OX
(F, F(−D)), let 0 → F(−D) →

F̃ ′ → F → 0 be the corresponding extension. By push-out, we obtain a sheaf F̃ and
a commutative diagram with exact rows as above, where the lower row represents the
induced class in Ext1OX

(F, F). By restricting to D, we have a commutative diagram
with exact rows:

0 F(−D)|D
i

F̃ ′|D
j

F |D 0

0 F |D F̃ |D F |D 0.

Here i is 0, and therefore the induced map Im( j) → F |D is an isomorphism. Thus
the lower row is split, and F̃ gives a tangent vector to MMI P

β .
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(2) Let 0 → F → F̃ → F → 0 be an extension corresponding to a tangent vector
ofMMIβ at [F]. By restriction, we have 0 → F |D → F̃ |D → F |D → 0 satisfying
F |D ∼= OwP .

We take a local parameter x of D at P , and identify finite-length modules over
OD,P with those on C[[x]].

The section σ in the definition ofMMIβ can be written as x = aε, a ∈ C. Then,
with c = wa, we have F̃ |D ∼= C[[x, ε]]/(xw − cxw−1ε). Here the map F |D → F̃ |D
is the map induced from the map e : F̃ |D → F̃ |D; s �→ εs, where (F̃ |D)/ker(e) is
identified with F |D . Explicitly, it is given by f (x) mod (xw) �→ f (x)ε mod (xw −
cxw−1ε, ε2).

Write G := Iw−1
P · (F |D) ∼= (xw−1)/(xw) and let G̃ be the C-subspace of

C[[x, ε]]/(xw − cxw−1ε, ε2) with a basis 1, x, . . . , xw−1, xw−1ε. Then the latter is
also a C[[x]]-submodule, since x · xw−1 = xw = cxw−1ε and x · xw−1ε = xwε =
cxw−1ε2 = 0, and they fit in a commutative diagram with exact rows and columns:

0 0

0 G G̃ F |D 0

0 F |D F̃ |D F |D 0

F |(w−1)P
∼

(F̃ |D)/G̃

0 0.

The inverse image of G in F is exactly F(−(w − 1)P). If we write F̃ ′ for the inverse
image of G̃ in F̃ , we have a commutative diagram with exact rows:

0 F(−(w − 1)P) F̃ ′ F 0

0 F F̃ F 0,

and F̃ comes from Ext1OX
(F, F(−(w − 1)P)).

Conversely, given an element of Ext1OX
(F, F(−(w − 1)P)), let 0 → F(−(w −

1)P) → F̃ ′ → F → 0 be the corresponding extension. We obtain a sheaf F̃ by push-
out, and a commutative diagram with exact rows as above, the lower row representing
the induced class in Ext1OX

(F, F). Restriction to D gives a commutative diagramwith
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exact rows:

0 F(−(w − 1)P)|D
i

F̃ ′|D
j

F |D 0

0 F |D F̃ |D F |D 0.

This induces an exact sequence 0 → Im(i) → Im( j) → F |D → 0, and we see by a
local calculation that Im(i) is of length 1 and is annihilated by x .

Let us identify the lower row with the exact sequence in the Lemma 3.9. We have
to show that g(x) = cxw−1 for some c ∈ C. Since Im( j) maps surjectively to
F |D , it contains an element of the form 1 + h(x)ε, and we have xw · 1 + h(x)ε =
g(x)ε ∈ Im( j). Since it is mapped to 0 ∈ F |D , we have g(x)ε ∈ Im(α ◦ i). By the
remark in the previous paragraph, we have xg(x)ε = 0 in C[[x, ε]]/(xw − g(x)ε).
If we write g(x) = ∑w−1

i=0 ci xi , this amounts to
∑w−2

i=0 ci xi+1ε = 0. Since

1, x, . . . , xw−1, ε, xε, . . . , xw−1ε form a C-basis of C[[x, ε]]/(xw − g(x)ε, ε2), we
have c0 = · · · = cw−2 = 0, which shows our assertion. ��
Theorem 3.12 (=Theorem 1.11) Let X be a smooth projective rational surface, D an
anticanonical curve on X and P ∈ Dsm. ThenMMIβ andMMI P

β are nonsingular

of dimension 2pa(β) = β2 − w + 2.
Consequently, the relative compactified Picard scheme over |OX (β, P)|◦◦ is non-

singular at a point [F] over [C] if F is an invertible OC-module near P (or,
equivalently, F |D ∼= OC |D).
Proof Let [F] be a point of MMI P

β with support curve C . Since |β| contains C ,

which is integral by the definition of MMI P
β , the dimension of MI P

β is pa(C) by
the remark after [21, Definition 4.16]. (Note that [21, Proposition 4.15] holds for a
rational surface S, E ∈ | − KS| possibly reducible or non-reduced, β a curve class
containing C with h0(OC ) = 1 and P ∈ E(β).) By Theorem 3.4 and Lemma 3.7(3),
MMI P

β is of dimension 2pa(C) at [F]. Thus it suffices to show that the dimension
of the tangent space at [F] is 2pa(C).

To see this, we note that the tangent space is the image of Ext1OX
(F, F(−D)) →

Ext1OX
(F, F) by the previous lemma. Consider the natural exact sequence

HomOX (F, F(−D)) → HomOX (F, F) → HomOX (F, F |wP )

δ→ Ext1OX
(F, F(−D)) → Ext1OX

(F, F).

The first term is 0, the second term is C, and the third is of dimension w. Thus the
rank of δ is w − 1, and we have only to show that Ext1OX

(F, F(−D)) has dimension

β2 + 1.
Riemann-Roch theorem tells us that

∑2
i=0(−1)i dim ExtiOX

(F, F(−D)) = −β2,
and we already have HomOX (F, F(−D)) = 0. Since −D ∼ KX , we have
Ext2OX

(F, F(−D)) ∼= Ext2OX
(F, F⊗OX (KX )). This is dual toHomOX (F, F),which

is C, thus yielding the assertion.
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The second assertion follows from Lemma 3.3, 3.7 and 3.8. ��
Remark 3.13 This theorem can be seen as a partial logarithmic analogue of the unob-
structedness of sheaves on K3 surfaces [44].

It might also be possible to think of the discreteness of D(β) as analogous to the
obstructedness of divisor classes in the moduli space of Kähler K3 surfaces.

4 Basic stable logmaps

In this section, we recall some definitions and facts about basic stable log maps from
[1,17,25] and [21, Section 2]. We restrict to maps of genus 0 with 1 distinguished
marked point, target varieties endowed with log structure coming from a divisor. The
general practice in log geometry is to underline log schemes to denote the underlying
scheme. We only follow this convention when we wish to emphasize the distinction.
See [57] for an introduction to log geometry.

Let X be a smooth variety and D a divisor on X . We will consider a stable log map
f maximally tangent to D at a smooth point of D, and study the local structure of the
moduli space at [ f ]. This depends only on a neighborhood of Im f , so wemay assume
that D is smooth and connected. We view X as the log scheme (X ,MX ) endowed
with the divisorial log structure associated to D. Let β ∈ H2(X , Z) be a curve class.

4.1 Basic 1-marked genus 0 stable logmaps to a smooth pair

For a log scheme (X ,MX ), the monoid homomorphismMX → OX will be denoted
by α.

Definition 4.1 Let (C/W , {x1}) be a 1-marked pre-stable log curve (in the sense of
[25, Def. 1.3]) over a log scheme W and (C/W , {x1}, f ) a stable log map to X over
W (i.e., f : C → X is a log morphism

C f
X

W SpecC

and f is a stable map over W , see [25, Def. 1.6]).
It is called a stable log map of maximal tangency of genus 0 and class β if the

following hold for any geometric point w̄ of W :

(i) Cw̄ is of arithmetic genus 0 and ( fw̄)∗[Cw̄] = β.
(ii) f (x1(w̄)) ∈ D, and the natural map

N ∼= �(X ,MX ) −→ MCw̄,x1(w̄) → MCw̄,x1(w̄)/Q ∼= N,

where Q = MW ,w̄, is given by 1 �→ D.β.
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In many cases, the condition (ii) follows from the rest of the conditions ([21, Propo-
sition 2.9], Proposition 5.1).

Remark 4.2 (1) In the language of [25, Def. 3.1], this is the case g = 0, k = 1, the data
“A” provided by β, Z1 = D and s1 ∈ �(D, (Mgp

D )∗) given by Mgp
D 
 ZD →

ZD, 1 �→ D.β.
(2) The log structure on X is defined in the Zariski topology. Also, we work with

genus 0 domain curves, and the base scheme W will mainly be the spectrum of
a finite dimensional local algebra over an algebraically closed field containing C,
and in that case it suffices to consider log structures in the Zariski topology.

Now we recall the definition of basicness (minimality) for stable log maps in the
case of our concern, i.e. genus 0 stable log maps of maximal tangency to a log scheme
associated to a smooth pair. See [25, §§1.4] for the general case.

Let W = Spec κ for an algebraically closed field κ ⊇ C and let (C/W , {x1}, f )
be the 1-marked genus 0 stable map of class β that underlies a maximally tangent
stable log map. Let π : C → W denote the structure morphism. Denote the nodes
of C by R1, . . . , Rk , the irreducible components by C0, . . . ,Ck , and their generic
points by η0, . . . , ηk . We choose maps g1, g2 : {1, . . . , k} → {0, . . . , k} such that
Ri = Cg1(i) ∩ Cg2(i).

We consider data (Q,MC , ψ, ϕ), where

• Q is a fine saturated (fs) monoid without invertible elements, regarded as a sheaf
on W ,

• MC is a fs sheaf of monoids on C , and
• ψ : π−1Q → MC , ϕ : f −1MX → MC are local homomorphisms (i.e. non-
invertible elements are mapped to non-invertible elements).

HereMX is the ghost sheaf of the log structure on X , butMC is a priori just a general
sheaf of monoids satisfying the conditions above.

We require that (Q,MC , ψ) endows C with the structure of a pre-stable log curve
on the level of ghost sheaves, i.e.,

• ψ is an isomorphism on C \ {x1, R1, . . . , Rk},
• there is an isomorphismMC,x1 → Q ⊕ N compatible with ψ (which is unique),
and

• for each i , there is an element ρRi ∈ Q \ {0} such that, if we consider the
homomorphism N → Q; 1 �→ ρRi and the diagonal map N → N

2 and take
the pushout, there is an isomorphism MC,Ri

∼= Q ⊕N N
2 characterized by

the condition that the generization map MC,Ri → MC,ηg j (i)
∼= Q is given by

(q, (a1, a2)) �→ q + a j · ρRi .

In fact, these conditions are satisfied for the ghost sheaves and their homomorphisms
obtained from a stable log map.

Assume that f (x1) ∈ D. We may also assume that {i | f (Ri ) ∈ D} = {1, . . . , k′}
and {i | f (ηi ) ∈ D} = {0, . . . , k′′} after renumbering.

Definition 4.3 The type of (Q,MC , ψ, ϕ) as above is the element

u = (ux1, uR1 , . . . , uRk′ ) ∈ N × Z
k′
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defined as follows.

• N � ux1 is the image of 1 by the map

N ∼= ( f −1MX )x1
ϕx1−→ MC,x1 −→ MC,x1/Q ∼= N.

• Z � uRi is characterized by the equality

uRi · ρRi = ϕηg2(i) (χi,2) − ϕηg1(i) (χi,1) ∈ Q,

where χi, j = 1 ∈ N ∼= ( f −1MX )ηg j (i)
if g j (i) ≤ k′′ (i.e. f (ηg j (i)) ∈ D), and

χi, j = 0 otherwise.

Given a stable map f as above and a type u, we define a monoid Qbasic. We
regard Z

k′ × Z
k′′+1 as the direct product of Z, one copy for each of R1, . . . , Rk′ and

η0, . . . , ηk′′ . In this additive group, let e′
1, . . . , e

′
k′ , e′′

0 , . . . , e
′′
k′′ be the standard basis,

e′′
k′′+1, . . . , e

′′
k the zero vector and

aRi = uRi · e′
i + e′′

gi (1) − e′′
gi (2)

=
i k′ + gi (1) + 1 k′ + gi (2) + 1( )

. . . , uRi , . . . , 1, . . . , −1, . . .

where the component 1 or −1 does not appear if gi (1) > k′′ or gi (2) > k′′. Then let
R be the saturation of the subgroup generated by aR1 , . . . , aRk′ . We define Qbasic to
be the saturation of the image of the natural map

N
k′ × N

k′′+1 → (Zk′ × Z
k′′+1)/R.

If we change the numbering of Ri , ηi and the maps g j in a compatible way, there
is a canonical homomorphism between the corresponding monoids. For example,
exchanging g1(i) and g2(i) reverses the sign of uRi , hence that of aRi and thusR does
not change.

Definition 4.4 ([25, Definition 1.20, Proposition 1.19]) Let (C/W , {x1}, f ) be a sta-
ble log map over an fs log point W = (Spec κ,MW ) and let u denote its type. Then
it is called basic if the induced homomorphism f −1MX → MC is universal in
the category of maps of the ghost sheaves of type u from f −1MX . This is equiv-
alent to the condition that the natural homomorphism Qbasic → MW , induced by
(ρR1 , . . . , ρRk′ , ϕη0(1), . . . , ϕηk′′ (1)), is an isomorphism.

A stable log map (C/W , {x1}, f ) over a general fs log scheme W is called basic
if, for any geometric point w̄ → W , the induced log map over w̄ is basic.
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Fig. 3 Tropical curve

4.2 Moduli

By [25, Theorem 0.1] the stack of basic stable log maps to X is an algebraic log stack,
which is locally of finite type. By [25, Theorem 0.2], imposing genus 0, class β and
maximal tangencywith D cuts out a properDeligne-Mumford stackMβ(X , D), which
admits a virtual fundamental class, thus yielding the log Gromov–Witten invariant
Nβ(X , D) ofmaximal tangency of (X , D). In fact, by [60, Corollary 1.2], the forgetful
morphism fromMβ(X , D) to the moduli space of genus 0 stable maps of X of class β

is finite. In what follows, we analyze special components of Mβ(X , D) corresponding
to log maps whose images have two irreducible components.

The log structure at the nodes gives rise to tropical curves. We illustrate it by the
example that will be relevant in the next section, cf. Corollary 5.2. Consider a chain
of smooth rational curves C1, C0, C2 meeting successively in nodes. We map it to
(X , D) by collapsing C0 to P ∈ D and mapping C1 and C2 each to a rational curve
in X meeting D only at P in maximal tangency. This gives a “tropical curve in R”
as in Fig. 3. All edges are parallel, weighted and satisfy the balancing condition, see
Corollary 5.2. For more details, see also [21, Section 2].

5 Proof of Theorem 1.14

In this section, we prove Theorem 1.14.

5.1 Maximally tangent genus 0 logmaps with 2 non-collapsed components

The following gives a rough idea of what a genus 0, 1-marked stable log map looks
like.

Proposition 5.1 ([21, Corollary 2.10]) Let X be a divisorial log scheme given by a
smooth variety X and a smooth divisor D.

For a genus 0 stable log map f : (C/W , x1) → X with W = SpecC, assume the
following:

• w := D. f∗[C] > 0 and di := D. f∗[Ci ] ≥ 0 for any irreducible component Ci of
C.

• If Ci is an irreducible component of C that is not collapsed by f , then f (Ci ) � D.

Then it is of maximal tangency, and the following holds.
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(1) f (C) ∩ D consists of one point P.
(2) If there is only 1 non-collapsed component, then C ∼= P

1 and f ∗(D) = wx1.
(3) If there are at least 2 non-collapsed components, and D. f∗[Ci ] > 0 holds for

non-collapsed components, then C is given by adding Ci = P
1 as leaves to a tree

C ′ of P1 collapsed to P, with maps fi : Ci → X satisfying f ∗
i (D) = di (Ci ∩C ′).

Now we consider the case where the image of f has 2 components. We employ the
notation of §§4.1. The following Corollary is a direct application of Proposition 5.1.

Corollary 5.2 Let X be a divisorial log scheme given by a smooth variety X and a
smooth divisor D.

For a genus 0 stable log map f : (C/W , x1) → X with W = SpecC, assume
that C has 2 non-collapsed components C1 and C2 with f (Ci ) � D, that f

∣∣
Ci

are
birational, and that f (C1) �= f (C2).

Assume di := D. f (Ci ) > 0 and let d = gcd(d1, d2) and ei = di/d. Then the
following holds.

(1) C is a chain of smooth rational curves C1, C0 and C2 in this order, C0 mapping
to a point P ∈ D, and we have ( f |Ci )

∗D = di Ri for i = 1, 2, where Ri = Ci ∩ C0.
We think of C0 as the “first” component at R1, R2, i.e. we set g1(1) = 0, g2(1) = 1

and g1(2) = 0, g2(2) = 2.
(2) With the notation in §§4.1, the homomorphism on the log structure at the ghost

level is given by ϕR1(1) = (0, (d1, 0)), ϕR2(1) = (0, (d2, 0)) and ϕη0(1) = d1 ·ρR1 =
d2 · ρR2 . The type of f is given by u = (ux1, uR1 , uR2) = (d1 + d2,−d1,−d2).

(3) The stable log map f is basic if and only if MW is isomorphic to N and,
identifying MW with N, ρR1 = e2, ρR2 = e1 and ϕη0(1) = de1e2. The last condition
can be replaced by “either ρR1 = e2, ρR2 = e1 or ϕη0(1) = de1e2.”

5.2 Coordinates and log structures

In the rest of this section, we make the following assumptions, which are part of those
in Theorem 1.14 after taking a neighborhood of Z1 ∪ Z2.

Assumptions 5.3 Let (X , D) be a pair of a smooth variety and a smooth divisor. Let
Z1 and Z2 be proper integral curves in X satisfying the following:

(1) Zi is a rational curve of class βi maximally tangent to D,
(3) Z1 ∩ D and Z2 ∩ D consist of the same point P , and
(4’) Z1 �= Z2.

Write di = dei = D.Zi with gcd(e1, e2) = 1.

We will study the deformation space of stable log maps by an explicit calculation.
As a preparation, let us fix coordinate systems.

In order to deal with the deformations of C , we make it stable by adding marked
points. The moduli scheme M0,5 of 5-marked genus 0 stable curves has a point cor-
responding to our curve C = C1 ∪C0 ∪C2, with markings x2, x3 ∈ C1, x1 ∈ C0 and
x4, x5 ∈ C2.
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Fig. 4 Coordinates along C

Notation 5.4 As a formal scheme supported by 1 point, we have the following descrip-
tion for the formal neighborhoodM of [(C, x1, . . . , x5)] ∈ M0,5, the universal curve C
(which has the same underlying space asC) overM and themarked sections x̃1, . . . , x̃5
extending x1, . . . , x5.

(1) M is a formal 2-disk with coordinates μ1 and μ2.
(2) C = U ′

1 ∪ U1 ∪ U2 ∪ U ′
2, where

• U ′
i = A

1
M = {(zi0, μ1, μ2)},

• Ui = {(zi1, zi2, μ1, μ2))|zi1zi2 = μi } ⊂ A
2
M ,

• {zi0 �= 0} ⊂ U ′
i and {zi1 �= 0} ⊂ Ui are patched by zi0 = 1/zi1, and

• {z12 �= 0} ⊂ U1 and {z22 �= 0} ⊂ U2 are patched by z12 = 1/z22 (and
z11 = μ1z22, z21 = μ2z12).

We denote the point (zi1 = zi2 = 0) by Ri .
(3) Themarked sections are x̃1 : (z12 = 1) onU1, x̃2 : (z10 = 0) onU ′

1, x̃3 : (z11 = 1)
on U1, x̃4 : (z21 = 1) on U2 and x̃5 : (z20 = 0) on U ′

2.

We denote the central fiber of Ui by Ui , that of x̃1 by x1, etc. For i = 1 or 2, write C◦
i

for Ci \ Ri and C◦
i for the corresponding open subspace of C. Figure 4 illustrates the

notations for the coordinates at the central fiber.

Lemma 5.5 Let S = Spec R where R is a local finite-dimensional C-algebra with a
basis {r1, . . . , rn}, and CS the curve induced from C by a morphism S → M.

Identifying the underlying topological spaces of C and CS with that of C, let U be
an open neighborhood of Ri in Ui .

Then any element F of OCS (U ) can be uniquely written as

F =
n∑

k=1

rk
{
F (k)
0 + zi1F

(k)
1 (zi1) + zi2F

(k)
2 (zi2)

}
,

where F (k)
0 ∈ C, F (k)

1 (zi1) ∈ OCi (U ∩ Ci ) and F (k)
2 (zi2) ∈ OC0(U ∩ C0). Here, if i

is e.g. 1, we regard OC1(U ∩ C1) as a subring of OCS (U ) using the projection map
U1 → SpecC[z11], etc.
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Proof This basically follows from zi1zi2 = μi and flatness (or an explicit calculation).
��

Notation 5.6 The standard log structures on M and C are the divisorial log structures
defined by the degeneracy locus and its inverse image and the sections. We replace the
log structure at x̃2, . . . , x̃5 with the one induced from M. They are explicitly given as
follows.

• MM,0 = ∐∞
a,b=0 µ

a
1µ

b
2O×

M,0, with α(µ1) = μ1 and α(µ2) = μ2.

• MC,R1 = ∐∞
a,b,c=0 z

a
11z

b
12µ

c
2O×

C,R1
and MC,R2 = ∐∞

a,b,c=0 z
a
21z

b
22µ

c
1O×

C,R2
,

with α(zi j ) = zi j .
• MC,x1 = ∐∞

a,b,c=0 z
′aµb

1µ
c
2O×

C,x1
with α(z′) = z12 − 1.

• At other points,MC = ∐∞
a,b=0 µ

a
1µ

b
2O×

C .

The structure homomorphism and the generization maps are given by the following
rule:

• µi at various points are identified.
• µi maps to zi1zi2 ∈ MC,Ri .
• If { j, j ′} = {1, 2}, zi j and zi j ′ generizes to zi j andµi z

−1
i j on {zi j �= 0}. z′ generizes

to z12 − 1.

The parameter spaces we will be concerned with are of the following form.

Notation 5.7 For a nonnegative integer n and m(s) ∈ s · C[s]/(sn+1), let Sn,m(s) be
the log scheme (S,M) defined as follows.

• S = Sn = SpecC[s]/(sn+1).
• M = N × O×

S , with α(k, u(s)) = m(s)ku(s).

For coprime positive integers r1, r2 and invertible functions u1(s), u2(s) ∈ O×
S , let

Cn,m(s),(r1,u1(s)),(r2,u2(s)) denote the log scheme over Sn,m(s) obtained from C by taking
the fiber product with the log morphism Sn,m(s) → M defined by µi �→ (ri , ui (s))
(and μi �→ m(s)ri ui (s)) in the category of log schemes.

Lemma 5.8 Write S for Sn,m(s) and CS for Cn,m(s),(r1,u1(s)),(r2,u2(s)). Then S and CS are
fs log schemes and CS/S with the induced section is a 1-marked pre-stable log curve.

As a scheme, it is represented as in Notation 5.4 with μi replaced by m(s)ri ui (s).
The induced log structure can be described as follows. (We use the same symbols

for points and functions on C and CS etc.)
• MS,0 = ∐∞

a=0 m
aO×

S,0, with α(m) = m(s).

• MCS ,Ri = ⋃∞
a,b,c=0 z

a
i1z

b
i2m

cO×
CS ,Ri

= ∐∞
a,b=0

∐ri−1
c=0 zai1z

b
i2m

cO×
CS ,Ri

subject to
the relation zi1zi2 = mri ui (s), with α(zi j ) = zi j .

• MCS ,x1 = ∐∞
a,b=0 z

′ambO×
CS ,x1

with α(z′) = z12 − 1.

• At other points,MCS = ∐∞
a=0 m

aO×
CS
.

The structure homomorphism and the generization maps are given by the following
relations:
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• m at various places are to be identified.
• If { j, j ′} = {1, 2}, zi j and zi j ′ generizes to zi j and mri ui (s)z

−1
i j on {zi j �= 0}. z′

generizes to z12 − 1.

Proof One thing that is not so obvious is that the fiber product in the category of log
schemes is a fs log scheme in this case, but this is a known fact in the study of moduli
of log curves. In fact, the ghost sheaf at R1 is the pushout

MS ⊕MM
MC,R1

∼= N ⊕N2 N
3

defined from N
2 → N; (a, b) �→ r1a + r2b and N

2 → N
3; (a, b) �→ (a, a, b).

This is isomorphic to the submonoid of N
2 generated by (r1, 0), (0, r1) and (1, 1)

(corresponding to z11, z12 and m, respectively). ��
Notation 5.9 Let (w1, w2, . . . , wN ) be étale coordinates on an affine open neighbor-
hood W of P in X such that w1 = 0 defines D in W .

Let f (i) : P
1 → Zi ⊂ X be the normalization map. We may assume that ∞ /∈

( f (i))−1(W ).
For i = 1 or 2, we identify the domain of f (i) with Ci , and by extending to C0 by

a constant map, we obtain a stable map f0 : (C, x1) → X . Denote f −1
0 (W ) by V ,

and then we have C0 ⊂ V (and in particular R1, R2 ∈ V ) and x2, x5 /∈ V . We define
Ai (zi1) and Bji (zi1), i = 1, 2, by

w1 �→ zdii1Ai (zi1), Ai (zi1) ∈ OCi (V ∩ Ci )
×,

w j �→ Bji (zi1), Bji (zi1) ∈ OCi (V ∩ Ci ), 2 ≤ j ≤ N .

By the assumptions, we have Bj1(0) = Bj2(0). We write

V0 = U1 ∩U2,

V1 = V ∩ (U1 \ x1),

V2 = V ∩ (U2 \ x1),

and denote the corresponding open subspaces of C by V and Vi .

5.3 Calculation

Recall that Mβ = Mβ(X , D) is the moduli stack of maximally tangent genus 0 basic
stable log maps of class β to the log scheme associated to (X , D).

We consider S = Sn := SpecC[s]/(sn+1). This will be sufficient since the tangent
space to Mβ is at most 1-dimensional as we will see later. (If fact, most of what we
state below generalize to the spectrum of any local finite-dimensional C-algebra.)

When referring to a base change of something to S, we sometimes drop S, e.g. we
write just Vi for (Vi )S .

Lemma 5.10 Let (CS/S, {x̃1}, f ) be a basic stable log map over S such that the cycle
theoretic image of the central fiber is Z1 + Z2.
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(1) One can identify the restriction f
∣∣
0 to the central fiber with f0 constructed in

Notation 5.9. There exist m(s) = ∑n
k=1m

(k)sk and ui (s) = ∑n
k=0 u

(k)
i sk such

that CS/S is isomorphic to Cn,m(s),(e2,u1(s)),(e1,u2(s))/Sn,m(s). (Note that e2 comes
first.)

(2) Via an isomorphism as in (1), the log map f gives rise to

Ãi ∈ OCS (Vi )
×, i = 1, 2

B̃2i , . . . , B̃Ni ∈ OCS (Vi ), i = 1, 2,

with zdii1 Ãi ≡ zdii1Ai mod (s)and B̃ ji ≡ Bji mod (s), characterized by the condition
that

( f |Vi )
�w1 = zdii1 Ãi ,

( f |Vi )
∗w j = B̃ ji j = 2, . . . , N .

Here, w1 is w1 considered as a local section ofMX .
Conversely, such data uniquely determines f (under the conditions described in

the next lemma).

Proof (1) By Corollary 5.2 (1), we can identify f
∣∣
0 with f0. By Corollary 5.2 (3),

MS,0 ∼= N and hence S is isomorphic to Sn,m(s) for some m(s).
Since the central fiber has 3 components, by [28], (modulo adding 4 sections and

then subtracting), CS is induced from some log morphism S → M. By Corollary 5.2
(3), µ1 maps to e2 and µ2 maps to e1 at the level of ghost sheaves. Thus S → M is of
the asserted form.

(2) By Corollary 5.2 (2), ( f |Vi )
�w1 is of the form as above.

For the converse: By the compatibility of f ∗ and f �, we have ( f |Vi )
∗w1 =

zdii1 Ãi . Since w1, . . . , wN are étale coordinates on W , this determines f |VS . If
j : V → C denotes the inclusion map, thenOCS → j∗OVS is injective, and therefore
Ãi , B̃2i , . . . , B̃Ni determine f . ��

By Lemma 5.5, we can expand Ãi and B̃i as

Ãi =
n∑

k=0

sk
{
A(k)
i0 + zi1A

(k)
i1 (zi1) + zi2A

(k)
i2 (zi2)

}

B̃ ji =
n∑

k=0

sk
{
B(k)
j i0 + zi1B

(k)
j i1(zi1) + zi2B

(k)
j i2(zi2)

}

with

A(k)
i0 , B(k)

j i0 ∈ C,

A(k)
i1 (zi1), B

(k)
j i1(zi1) ∈ OCi (Vi ∩ Ci ) = OCi (V ∩ Ci ),

A(k)
i2 (zi2), B

(k)
j i2(zi2) ∈ OC0(Vi ∩ C0) = OC0((Ui ∩ C0) \ x1).
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Let us write down the conditions for these data to actually give a log map.

Lemma 5.11 The above data give a family in Mβ if and only if the following hold.

(a) (w1 on V0) z−d1
12 u1(s)d1 Ã1 = z−d2

22 u2(s)d2 Ã2 on V0 \ x1, and it extends to a
function on V0 with vanishing order d1 + d2 along x̃1.

(b) (w2, . . . , wN on V0) For j = 2, . . . , N, B̃ j1|V0\x1 = B̃ j2|V0\x1 , and it extends
to a regular function at x1.

(c) (w1, . . . , wN on C◦
1 , C◦

2 ) The morphism V ∩ C◦
i → S given by zdii1 Ãi and

B̃2i , . . . , B̃Ni extends to a morphism C◦
i → X.

Proof We first show that the conditions are necessary:
For (a), on V0 we have z11 = me2 z−1

12 u1(s) and z21 = me1 z−1
22 u2(s), and so

zd111 Ã1 = mde1e2 z−d1
12 u1(s)

d1 Ã1,

zd221 Ã2 = mde1e2 z−d2
22 u2(s)

d2 Ã2.

These must be equal, so we have the first assertion. At x1 it is equal tomde1e2(z′)d1+d2 ·
(unit), hence the second assertion. It is obvious that (b) and (c) must hold in order to
define f .

The conditions are also sufficient: From (a), by the equalities above we have
zd111 Ã1 = zd221 Ã2 on V0 \ x1, and it extends to x1. Together with (b) and (c), these

data give a stable map f . By (a), we can lift it to a log map by sending w1 to zd111 Ã1,

zd221 Ã2 and mde1e2(z′)d1+d2 · (unit) at R1, R2 and x1, respectively. ��
Let c0 be a d2-th roots of (−1)d1+d2 A1(0)/A2(0) and set cp := e2π p

√−1/d2c0 for
p = 1, . . . , d2 − 1. The following theorem proves Theorem 1.14.

Theorem 5.12 Let (X , D) and Zi be as in Assumption 5.3 and f (i), Ai , Bji be as in
Notation 5.9. For n < min{e1, e2}, let Sn,s and Cn,p = Cn,s,(e2,1),(e1,cp) be as defined
in Notation 5.7.

(1) The underlying pre-stable curve of Cn,p/Sn,s is the trivial family.
(2) The functions

Ãi = Ai (zi1) + Ai (0)
{
(1 − zi2)

d1+d2 − 1
}

,

B̃ j,i = Bj,i (zi1)

define a stable log map fn,p : Cn,p → X, whose underlying stable map is the
trivial family.

(3) The stable log maps f0,p and f0,p′ are isomorphic if and only if p ≡ p′ (mod d).
Each f0,p has no nontrivial automorphisms.

(4) The stable log map fn,p gives a closed immersion of Sn,s intoMβ .
(5) The stable log maps f0,p exhaust the maps whose image cycles are Z1 + Z2.
(6) Under the assumptions of Theorem 1.14, the stable log map fmin{e1,e2}−1,p gives

an isomorphism of Smin{e1,e2}−1 with a connected component.



61 Page 38 of 51 J. Choi et al.

Proof (5) and (6) will be proven in the subsections that follow.
(1) Since e1, e2 > n, we have se1 = se2 = 0 in C[s]/(sn+1). Thus the underlying

pre-stable curve is trivial.
(2) We have zi1zi2 = 0 from (1). Thus zdii1 Ãi = zdii1Ai (zi1), and these data give a

trivial stable map. In particular, the conditions (b) and (c) of Lemma 5.11 are clearly
satisfied.

Let us check Lemma 5.11 (a). We have u1(s) = 1 and u2(s) = cp and therefore,
on V0,

z−d1
12 u1(s)

d1 Ã1 = z−d1
12 A1(z11) + z−d1

12 A1(0)
{
(1 − z12)

d1+d2 − 1
}

= z−d1
12 A1(0) + z−d1

12 A1(0)
{
(1 − z12)

d1+d2 − 1
}

= A1(0)z
−d1
12 (1 − z12)

d1+d2 ,

and, similarly,

z−d2
22 u2(s)

d2 Ã2 = cd2p A2(0)z
−d2
22 (1 − z22)

d1+d2 .

Since cd2p = (−1)d1+d2 A1(0)/A2(0), they are equal.
Clearly they vanish to order d1 + d2 at x1.
(3) An isomorphism of f0,p and f0,p′ is given by a compatible pair of isomorphisms

ϕ : C0,p → C0,p′ and ψ : S0,s → S0,s .
The morphism ϕ : C0,p → C0,p′ underlying ϕ is the identity, since f

0,p
and f

0,p′
are stable and Z1 �= Z2 by assumption. Therefore there exist functions f1(z12) with
f1(0) = 1 such that ϕ�z11 = z11 f1(z12), and f2(z11) with f2(0) = 1 such that
ϕ�z12 = z12 f2(z11).

On the other hand, ψ is determined by a nonzero complex number γ such that
ψ�m = mγ .

Then we have

z11z12 f1(z12) f2(z11) = ϕ�(z11z12)

= ψ�(me2)

= me2γ e2 .

Thus f1 ≡ f2 ≡ 1 and γ e2 = 1.
Similarly, there exist functions g1(z22) with g1(0) = 1 such that ϕ�z21 =

z21g1(z22), and g2(z21) with g2(0) = 1 such that ϕ�z22 = z22g2(z21).

z21z22g1(z22)g2(z21) = ϕ�(z21z22)

= ψ�(me1cp′)

= me1γ e1cp′ .
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Thus g1 ≡ g2 ≡ 1 and cp = γ e1cp′ . Thus cp/cp′ is an e2-th root of 1, and p ≡ p′
(mod d) follows. We can easily see that the converse is also true.

In the case p = p′, the calculation above shows ϕ�zi j = zi j and ψ�m = m, and
therefore that f0,p has no nontrivial automorphisms.

(4) By (3), Mβ is an algebraic space near [ f0,p]. Therefore, the assertion is clear if
n = 0. If n ≥ 1, the truncation f1,p is nontrivial, since α(m) �= 0. Thus Sn → Mβ

has nonzero tangent map, and it is a closed immersion by Nakayama’s Lemma. ��

5.4 Central fiber

Now we prove Theorem 5.12 (5). Thus we set n = 0 in this subsection.
We know that the curve is as in Lemma 5.10 (1) with n = 0 and the maps are given

by data as in Lemma 5.10 (2) satisfying the conditions of Lemma 5.11. Herem(s) = 0
since it is in the maximal ideal. Note that by replacing m (which does not affect m(s))
we may suppose that u1 = 1.

For the expansions of Ãi and B̃ ji , the condition of Lemma 5.10 (2) states

zdii1(A
(0)
i + zi1A

(0)
i1 (zi1) + zi2A

(0)
i2 (zi2)) = zdii1Ai (zi1),

B(0)
j i0 + zi1B

(0)
j i1(zi1) + zi2B

(0)
j i2(zi2) = Bji (zi1)

on Vi . From the first equality and zi1zi2 = 0, we have A(0)
i + zi1A

(0)
i1 (zi1) = Ai (zi1)

and in particular A(0)
i = Ai (0). Thus it remains to show that Ai (0) + zi2A

(0)
i2 (zi2) =

Ai (0)(1 − zi2)d1+d2 and that u2 is one of cp, the latter being equivalent to ud22 =
(−1)d1+d2 A1(0)/A2(0).

In fact, for the function A(0)
12 (z12) ∈ C[z12, 1/(z12 − 1)], Lemma 5.11 (a) says

that A1(0) + z12A
(0)
12 (z12) is regular also at z12 = 1. Therefore A(0)

12 (z12) is in fact a

polynomial. Similarly for A(0)
22 (z22). Restricting to V0 so that z11 = 0 and z21 = 0, by

Lemma 5.11 (a) we have

A1(0) + z12A
(0)
12 (z12) = zd112u

−d1
1 · z−d2

22 ud22 (A2(0) + z22A
(0)
22 (z22))

= ud22 zd1+d2
12 (A2(0) + z−1

12 A(0)
22 (z−1

12 )), (5.1)

and it follows that this is a polynomial of degree d1 + d2. It also must have vanishing
order d1 + d2 at z12 = 1, and therefore A1(0) + z12A

(0)
12 (z12) = A1(0)(1− z12)d1+d2 .

By symmetry we also have A2(0) + z22A
(0)
22 (z22) = A2(0)(1 − z22)d1+d2 , and (5.1)

implies that (−1)d1+d2 A1(0) = ud22 A2(0). (This is basically the same calculation as
we did in the proof of (2).)
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5.5 Extending deformations

Now we make the same assumption as in Theorem 1.14. In particular N = 2, and we
denote B2i by Bi etc. We may assume that

B ′
i (0) �= 0. (5.2)

In fact, since Zi is smooth at the intersection point P , this always holds if di > 1. If
di = 1, this holds after changing coordinates if necessary.

By symmetry, assume that d1 ≤ d2. Recall that di = dei with gcd(e1, e2) = 1.

Lemma 5.13 Theorem 5.12 (6) (and hence Theorem 1.14) is reduced to the following
claims.

(A) If e1 = 1, any extension of f0,p to S1 is trivial.
(B) If e1 ≥ 2, the set of extensions of f0,p to S1 forms an (at most) 1-dimensional

vector space.
(C) For e1 ≥ 2, the family fe1−1,p cannot be extended to a family over Se1 .

Proof Since f0,p has no nontrivial automorphisms,Mβ is an algebraic space near f0,p.
If e1 = 1, it is a reduced point by (A).

If e1 > 1 the tangent space is 1-dimensional by (B). Thus the moduli space is étale
locally a closed subspace of SpecC[s]. If it contains Se1 , our family fe1−1,p induces
a map ι : Se1−1 → Se1 such that fe1−1,p is isomorphic to the pullback by ι of a basic
stable log map over Se1 , and its tangent map is nonzero since m(s) = s �≡ 0 mod s2.
By composing with an automorphism of Se1 , we may assume that ι is the standard
closed immersion, and we would have an extension of fe1−1,p to Se1 . ��

So, for 1 ≤ n ≤ e1, we consider the family fn−1,p and study its extensions to Sn .
We write

v := m(1)

and we have

m(s) =
{

vs if n = 1,

vs + m(n)sn and v = 1 if n ≥ 2,

u1(s) = 1 + u(n)
1 sn,

u2(s) = cp + u(n)
2 sn,

Ãi = Ai (zi1) + Ai (0){(1 − zi2)
d1+d2 − 1}

+sn(A(n)
i0 + zi1A

(n)
i1 (zi1) + zi2A

(n)
i2 (zi2)),

B̃i = Bi (zi1) + sn(B(n)
i0 + zi1B

(n)
i1 (zi1) + zi2B

(n)
i2 (zi2))

with sn+1 = 0, and see when the conditions of Lemma 5.11 are satisfied.
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We have

z11z12 = m(s)e2u1(s)

= ve2se2 ,

z21z22 = m(s)e1u2(s)

= cpv
e1se1 .

Lemma 5.14 Condition (b) of Lemma 5.11 holds if and only if the following hold:

B(n)
10 = B(n)

20

and

B(n)
12 (z12) ≡ B(n)

12 (0) and B(n)
22 (z22) ≡ B(n)

22 (0)

with

B(n)
12 (0) =

{
B ′
2(0)cpv

n if n = e1,

0 otherwise,

B(n)
22 (0) =

{
B ′
1(0)v

n if n = e2, i.e., n = e1 = e2 = 1,

0 otherwise.

Proof Lemma 5.11 (b) says that

B1(0) + sn(B(n)
10 + z12B

(n)
12 (z12)) + se2B ′

1(0)v
e2 z−1

12

= B2(0) + sn(B(n)
20 + z−1

12 B(n)
22 (z−1

12 )) + se1B ′
2(0)cpv

e1 z12,

and that both sides are extendable to z12 = 1.
From the regularity at z12 = 1, we see that B(n)

i2 (zi2) are polynomials, and compar-
ing the coefficients, we obtain the assertion.

For the other implication, note that B1(0) = B2(0) is assumed. ��
Wehave a natural trivialization C◦

i
∼= C◦

i ×S ∼= (P1\{0})×S given by the functions
zi0 and zi1. Then the morphism C◦

i ∩ V → X by data Ãi and B̃ ji can be considered
as a deformation of f (i)|C◦

i ∩V . Since it is trivial modulo sn and (sn)2 = 0, we obtain

a vector field vi ∈ �(C◦
i ∩ V , ( f (i))∗TX ) to X along f (i)|C◦

i ∩V . Specifically, if ϕ is

a local regular function on X we can write ( f |C◦
i
)∗ϕ = ( f (i))∗ϕ + snD(ϕ). Then it

is easy to check that D defines a derivation ( f (i)|C◦
i ∩V )−1OX → OC◦

i ∩V , hence a

section vi ∈ �(C◦
i ∩ V , ( f (i))∗TX ).

By the same reasoning, if the condition (c) of Lemma 5.11 holds, then vi extends
to a section in �(C◦

i , ( f
(i))∗TX ).
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Let us explicitly write down vi . On C◦
1 ∩ V , from sn+1 = 0, z12 = z−1

11 ve2se2 and
e2 ≥ n we have

zd111 Ã1 = zd111A1(z11) + snzd111(A
(n)
10 + z11A

(n)
11 (z11)) + se2 zd1−1

11 (−(d1 + d2)A1(0))v
e2

and

B̃1 = B1(z11) + sn(B(n)
10 + z11B

(n)
11 (z11)).

Thus we have

v1 = zd111(A
(n)
10 + z11A

(n)
11 (z11))∂w1 + (B(n)

10 + z11B
(n)
11 (z11))∂w2

if n < e2 and

v1 = zd111(z
−1
11 (−(d1 + d2)A1(0))v

n + A(n)
10 + z11A

(n)
11 (z11))∂w1

+(B(n)
10 + z11B

(n)
11 (z11))∂w2

if n = e2 (i.e. n = e1 = e2 = 1).
Similarly we have

v2 = zd221(A
(n)
20 + z21A

(n)
21 (z21))∂w1 + (B(n)

20 + z21B
(n)
21 (z21))∂w2

if n < e1 and

v2 = zd221(z
−1
21 (−(d1 + d2)A2(0))cpv

n + A(n)
20 + z21A

(n)
21 (z21))∂w1

+(B(n)
20 + z21B

(n)
21 (z21))∂w2

if n = e1.
Recall that we are making the same assumptions as in Theorem 1.14.

Lemma 5.15 Let Ei be the OCi -submodule of ( f (i))∗TX generated by
( f (i))∗TX (− log D) and TCi .

(1) The sheaf Ei can also be described as theOCi -submodule of ( f
(i))∗TX generated

by ( f (i))∗TX (− log D) and zdi−1
i1 ∂w1 at Ri .

(2) If the condition (c) of Lemma 5.11 holds, then vi extends to a global section of
Ei .
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(3) There is a commutative diagram with exact rows and columns as follows.

0 0

0 TCi (− log Ri ) ( f (i))∗TX (− log D) OCi (−1) 0

0 TCi Ei OCi (−1) 0

C C

0 0

(4) The natural map �(TCi ) → �(Ei ) is an isomorphism.

Proof (1) Direct calculations.
(2) As explained right after the definition of vi , if we assume Lemma 5.11 (c), then

vi extends to a section of ( f (i))∗TX over C◦
i . Note that ( f (i))∗TX |C◦

i
= Ei |C◦

i
, as

can be seen from ( f (i))∗TX (− log D) ⊆ Ei ⊆ ( f (i))∗TX .
We see that vi also belongs to (Ei )Ri from our explicit description of vi and (1),
and we have the assertion.

(3) The first homomorphism in the first row is injective with an invertible cokernel
since f (i) is a log map which is immersive (although the immersivity at Ri is not
needed here). From (KX + D).Zi = 0 we see that the cokernel isOCi (−1). Then
the assertion is easy to prove.

(4) follows from (3).
��

Thus we have global vector fields a1(z11)∂z11 and a2(z21)∂z21 on C1 and C2 respec-
tively such that

v1 = a1(z11)( f
(1))∗∂z11 , v2 = a2(z21)( f

(2))∗∂z21 .

Comparing at Ri , we have

a1(0) =
{
0 if n < e2,

− d1+d2
d1

vn if n = e2 (i.e. n = e1 = e2 = 1),
(5.3)

a2(0) =
{
0 if n < e1,

− d1+d2
d2

cpvn if n = e1,

a1(0)B
′
1(0) = B(n)

10 ,

a2(0)B
′
2(0) = B(n)

20 . (5.4)
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We also have B(n)
10 = B(n)

20 by Lemma 5.14.

Lemma 5.16 If n = e1, then v = 0.

Proof If n = e1 = e2, then they are all 1. By (Z1.Z2)P = d we have A1(0)(B ′
2(0))

d �=
A2(0)(B ′

1(0))
d . Also, cdp = A1(0)/A2(0) by definition. From these we obtain v = 0.

If n = e1 < e2, then we have a1(0) = 0, and then v = 0 as we have B ′
2(0) �= 0

(since d2 ≥ 2 and C2 is smooth at the point of intersection P). ��
Proof of Lemma 5.13 (C) We are considering the case n = e1 ≥ 2, so v = m(1) = 1 by
our setup. But we also have v = 0 by Lemma 5.16, which yields a contradiction. ��
Lemma 5.17 The deformation of the underlying prestable curve is trivial, B(n)

12 (z12) =
B(n)
22 (z22) = 0, and a1(0) = a2(0) = 0.

Proof If n = e1, then v = 0 by Lemma 5.16, and from equations (5.3) and (5.4)
we have a1(0) = a2(0) = 0 in any case. Similarly, from Lemma 5.14 it follows that
B(n)
12 (z12) = B(n)

22 (z22) = 0.
The deformation parameters of the underlying curve are

m(s)e2u1(s) = ve2se2 = 0 and m(s)e1u2(s) = cpv
e1se1 = 0,

for v = 0 if n = e1 and se1 = se2 = 0 if n < e1. So the deformation of the curve is
trivial. ��

Since ai (0) = 0, a1(z11)∂z11 and a2(z21)∂z21 define an automorphism of CSn over
Sn , and by untwisting we may assume that the underlying stable map is a trivial
deformation, i.e. v1 = v2 = 0, or more explicitly,

A(n)
10 = A(n)

11 (z11) = B(n)
10 = B(n)

11 (z11) = A(n)
20 = A(n)

21 (z21) = B(n)
20 = B(n)

21 (z21) = 0.

Lemma 5.18 Assuming A(n)
10 = A(n)

20 = 0, condition (a) of Lemma 5.11 implies

A(n)
12 (z12) = A(n)

22 (z22) = 0 and d1u
(n)
1 = d2c−1

p u(n)
2 .

Proof Again noting that either v = 0 or se1 = se2 = 0, and also that z11 = z21 = 0
on V0, we have

z−d1
12 u1(s)

d1 Ã1 = A1(0)z
−d1
12 (1 − z12)

d1+d2

+snz−d1
12 (A(n)

10 + z12A
(n)
12 (z12) + d1A1(0)u

(n)
1 (1 − z12)

d1+d2)

and

z−d2
22 u2(s)

d2 Ã2 = A2(0)c
d2
p z−d2

22 (1 − z22)
d1+d2

+sncd2p z−d2
22 (A(n)

20 +z22A
(n)
22 (z22)+d2A2(0)c

−1
p u(n)

2 (1−z22)
d1+d2)

on V0 \ {x1}.
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By the regularity condition at z12 = 1 from Lemma 5.11 (a), A(n)
i2 (zi2) are polyno-

mials. The equality in Lemma 5.11 (a) is equivalent to

A(n)
10 + z12A

(n)
12 (z12) + d1A1(0)u

(n)
1 (1 − z12)

d1+d2

= cd2p zd1+d2
12 (A(n)

20 + z−1
12 A(n)

22 (z−1
12 )) + d2A2(0)c

d2−1
p u(n)

2 (z12 − 1)d1+d2 ,

and from this we see that deg(A(n)
10 + z12A

(n)
12 (z12)) ≤ d1 + d2. Similarly, deg(A(n)

20 +
z22A

(n)
22 (z22)) ≤ d1 + d2. From the condition on the vanishing order at x̃1, we see that

A(n)
10 + z12A

(n)
12 (z12) = A(n)

10 (1− z12)d1+d2 , A(n)
20 + z22A

(n)
22 (z22) = A(n)

20 (1− z22)d1+d2 ,
with

A(n)
10 + d1A1(0)u

(n)
1 = (−1)d1+d2cd2p (A(n)

20 + d2c
−1
p A2(0)u

(n)
2 ).

But A(n)
10 = A(n)

20 = 0, so that A(n)
12 (z12) = A(n)

22 (z22) = 0 and thus

d1A1(0)u
(n)
1 = (−1)d1+d2cd2p d2c−1

p A2(0)u
(n)
2 , i.e. d1u

(n)
1 = d2c−1

p u(n)
2 . ��

Proof of Lemma 5.13 (A) and (B) By Lemma 5.17, the curve CSn/Sn is trivial and we
may assume that

A(n)
10 = A(n)

11 (z11) = A(n)
12 (z12) = 0,

B(n)
10 = B(n)

11 (z11) = B(n)
12 (z12) = 0,

A(n)
20 = A(n)

21 (z21) = A(n)
22 (z22) = 0,

B(n)
20 = B(n)

21 (z21) = B(n)
22 (z22) = 0,

i.e. Ãi and B̃i are constant with respect to s.
Let m′ := m(1 + (u(n)

1 /e2)sn), then we have

α(m′) = α(m)

(
1 + u(n)

1

e2
sn

)
= α(m)

and

me2u1(s) = (m′)e2 .

So, if we replace m by m′, we see that m(s) does not change and that u(n)
1 = 0. By

Lemma 5.18, u(n)
2 = 0. Since Ãi and B̃i do not depend on m, they do not change

either.
If n = e1 = 1, we also have v = 0, and the deformation is trivial.
If n = 1 < e1, this says that the only deformation parameter is v. ��
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6 Example: comparison between stable logmaps and relative stable
maps

Example 6.1 We illustrate by an example the difference in our setting between the
moduli space of stable log maps and the relative maps of [33,34]. For this example
the divisor is normal crossing, so the more appropriate moduli space is the one of
[48], but since the calculations are local, it is not relevant.

Start with P
2 with its toric boundary D = L1 ∪ L2 ∪ L3. Choose P ∈ L1 a smooth

point of D. Choose some local coordinates w1, w2 around P such that L1 is given by
w1 = 0 and P = (0, 0). We consider Z ′

1 and Z ′
2 two general smooth conics tangent

to L1 at P . For example, consider the conics given near P by

Z ′
1 : (w1 − 1)2 + w2

2 − 1 = 0,

Z ′
2 : 2(w1 − 2)2 + w2

2 − 8 = 0.

In particular, (Z ′
1.Z

′
2)P = 2 and Z ′

1 and Z ′
2 meet in 2 other points. Also, we may

assume that Z ′
1 ∪ Z ′

2 is disjoint from the torus-fixed points. Write P1, . . . , P8 for the
distinct points of intersection of (Z ′

1 ∪ Z ′
2) \ P with L2 ∪ L3.

Let X be the blowup of P
2 in P1, . . . , P8 with exceptional divisors E1, . . . , E8 and

by abusing notation slightly we denote by D the proper transform of L1 ∪ L2 ∪ L3.
Let Z1 and Z2 be the proper transforms of Z ′

1 and Z ′
2. Then Z1 and Z2 satisfy the

hypotheses of Theorem1.14 for (X , D) and Z1+Z2 is in the classβ = 4H−∑8
i=1 Ei ,

where H is the pullback of the hyperplane class.
Consider the chain of P

1s given byC = C1∪R1 C0∪R2 C2 with Ri nodes with local
equations z11z12 = 0 and z21z22 = 0, where zi1 are local coordinates forCi (i = 1, 2)
and zi2 are inhomogeneous coordinates on C0 satisfying z12z22 = 1 on C0 \ {R1, R2}.
The nodes R1 and R2 are the points at infinity of the projective completion of the
affine curve z12z22 = 1. Choosing parametrizations of Z1 and Z2, there is only one
1-marked stable map f : C1 ∪ C0 ∪ C2 → X with f ∗C = Z1 + Z2 which underlies
a stable log map of maximal tangency. Locally near P and for fi := f |Ci ,

f1(z11) =
(

2z211
z211 + 1

,
2z11

z211 + 1

)
,

f2(z21) =
(

8z221
2z221 + 1

,
8z21

2z221 + 1

)
,

and C0 is mapped to P .
ByTheorem5.12,we have twononisomorphic stable logmaps over f each ofwhich

has multiplicity 1 in Mβ . In what follows, we illustrate the log structure assuming
n = 0.

Pulling back along fi as in Notation 5.9,

w1 �→ z2i1Ai (zi1),
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so that we have A1(z11) = 2/(z211 + 1) and A2(z21) = 8/(2z221 + 1) with
A1(0)/A2(0) = 1/4.

The base is S = SpecC with log structureMS = ∐∞
a=0 m

a
C

×, with α(ma) = 0a .
At each node of C , the log structureMC,Ri is

∐∞
a,b,c=0 z

a
i1z

b
i2m

cO×
C,Ri

subject to the
relation zi1zi2 = mui with α(zi j ) = zi j . Up to isomorphism, we may set u1 = 1.

Near P , let w1 be the unique lift of w1 toMX . Recall that x1 is the marked point.
By Theorem 5.12, near Ri away from x1, we have

f �
1 (w) = z211

(
2

z211 + 1
+ 2((1 − z12)

4 − 1)

)
,

f �
2 (w) = z221

(
8

2z221 + 1
+ 8((1 − z22)

4 − 1)

)
.

By the generizationmaps toC0, sending zi1 tomui z
−1
i2 respectively, they have to agree

on C0 \ {R1, R2, x1}. Thus,

m2z−2
12

(
2((1 − z12)

4)
)

= m2u22z
−1
22

(
8(1 − z22)

4
)

as zi1 = 0 onC0 \{R1, R2, x1}. Since z12z22 = 1, we conclude u2 = ±1/2. Therefore
we have two stable log maps.

Example 6.2 Let us look at the relative side. Since we work locally near Z1 ∪ Z2, we
may think of D as smooth. Before proceeding with the example, we quickly recall
some of the notation and ideas of the theory of relative stablemaps, referring the reader
to [33] for more detail.

In the theory of relative stable maps to X , the target space X is allowed to deform
in a specific family over A

n to singular limits X [n]. The central fiber X [n]0 is a chain
of n + 1 smooth components obtained by gluing X to P

1-bundles P1, . . . , Pn over D.
The gluings are along D ⊂ X and sections of the P j . There are n singular divisors
D1, . . . , Dn in X [n]. The divisor D1 is the intersection of X and P1, while Dk is the
intersection of Pk−1 and Pk for k > 1. We will describe X [1]0 in more detail below.

If f : C → X [n]0 is a relative stable map, then no component of C is mapped
into any Dk . Furthermore, there is the predeformability condition: if p ∈ f −1(Dk),
then p is a node of C . One component Ci of C containing p satisfies f (Ci ) ⊂ Pk−1,
while another such component C j satisfies f (C j ) ⊂ Pk , with an obvious modifi-
cation if k = 1. Then the predeformability requirement is that mult p( f |∗Ci

(Dk)) =
mult p( f |∗C j

(Dk)). For the predeformability of a family of maps, we require a little
more ([33, Definition 2.9, Lemma 2.4, Definition 2.3]). In the case at hand, we explain
the condition later.

In the current case, it turns out to be sufficient to consider X [1]0, the central fiber
of the blow-up of X × A

1 along D × {0}. This is also obtained by gluing X and the
P
1-bundle P(ND/X ⊕ OD) over D.
We can describe X [1]0 explicitly as follows. Let X ′

0 = A
2\(L2∪L3), where L2∪L3

is the union of two distinct lines that will correspond to L2 ∪ L3 ⊂ P
2. Consider
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A
3 with coordinates w1, w2, v1 and projection p : A

3 → A
2 given by w1, w2, let

X ′ = p−1(X ′
0) ∩ V (w1v1) and U = (L1 ∩ X ′

0) × A
1 ⊂ A

2 with coordinates w2, u1.
Then we may think of X [1]0 as covered by open sets X ′,U and X \ D: The open sets
(v1 �= 0) ⊂ X ′ and (u1 �= 0) ⊂ U are identified by u1v1 = 1, and (w1 �= 0) ⊂ X ′ is
identified with an open subset of X \ D in a natural way.

We have a projection map π : X [1]0 → X with π |X ′ = p|X ′ , which identifies
(v1 = 0) ⊂ X ′ with X ′

0 and contracts U to D. The divisor (u1 = 0) ⊂ U will be
considered as the boundary divisor.

Let S = Spec C[s]/(s2). We will define a nontrivial family of relative stable maps
CS → X [1]0 whose central fiber, composed with π , gives f in the previous example.
To do this, we take CS to be the family of curves defined by μ1 = s and μ2 = s/4
(hence z11z12 = s and z21z22 = s/4) and give a stable map CS → X [1]0 over S such
that the following hold:

• (pullback of the boundary) The pullback of (u1 = 0) is 4 · x̃1.
• (predeformability) Near Ri , one can write w1 = z2i1 Ãi , v1 = z2i2 B̃i with Ãi , B̃i
invertible and Ãi B̃i ∈ C[s]/(s2).

Once such a family of relative stable maps is obtained, it is nontrivial since CS is a
nontrivial deformation.

We set

Ã1 = 2(1 − z12)4

z211 + 1
, B̃1 = z211 + 1

(1 − z12)4
,

Ã2 = 8(1 − z22)4

2z221 + 1
, B̃2 = 2z221 + 1

(1 − z22)4
,

w2 = 2z11 + s(4z211 − 4 + 2z12)

z211 + 1
near R1,

w2 = 8z21 + s(8z221 − 4 + 2z22)

2z221 + 1
near R2.

These data give a stable map CS → X [1]0. In fact, let V ⊂ CS be the open subscheme
supported on f −1(X ′

0) \ {x1}. We first see that the two sets of w1, v1 (defined from Ãi

and B̃i as above) and w2 coincide on C0 \ {R1, R2, x1} and give a morphism V → A
3:

On C0 \ {R1, R2, x1}, z211 Ã1 = z221 Ã2 = 0, z212 B̃1 = z212/(1 − z12)4 is equal to
z222 B̃2 = z222/(1 − z22)4, and the two expressions for w2 are

2z11 + s(4z211 − 4 + 2z12)

z211 + 1
= 2sz−1

12 + s(4(sz−1
12 )2 − 4 + 2z12)

(sz−1
12 )2 + 1

= s(2z−1
12 − 4 + 2z12)
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and

8z21 + s(8z221 − 4 + 2z22)

2z221 + 1
= 8(s/4)z−1

22 + s(8((s/4)z−1
22 )2 − 4 + 2z22)

2((s/4)z−1
22 )2 + 1

= s(2z−1
22 − 4 + 2z22),

which are equal. Note that we have w2|C0 = 0 by reduction modulo s, as it should be.
Since w1v1 = z2i1z

2
i2 Ãi B̃i = 0, we have a morphism f̃ ′ : V → X ′.

On V ∩ (C1 \ R1),

(w1, w2) =
(
2z211 − 8sz11

z211 + 1
,
2z11 + 4s(z211 − 1)

z211 + 1

)
,

and this is the reparametrization of f1 by z11 �→ z11 − 2s(z211 + 1). Similarly, the
restriction of f̃ ′ to V ∩ (C2 \ R2) is given by the reparametrization of f2 by z21 �→
z21−(1/2)s(2z221+1). This implies that f̃ ′ extends to amorphism CS \{x1} → X [1]0.
(We may also verify that w1 and w2 satisfy the equation for Z ′

i .)
On C0 \ {R1, R2}, we have u1 = (v1)

−1 = (1 − z12)4/z212, so f̃ ′ extends to a
morphism CS → X [1]0, and the condition on the pullback of the boundary is satisfied.
Predeformability also holds since Ã1 B̃1 = 2 and Ã2 B̃2 = 8.

It follows from the main result of [51] that the corresponding point of the moduli
space of relative stable map is actually isomorphic to S = Spec C[s]/(s2), in contrast
to the 2 reduced points in the moduli space of basic stable log maps.
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